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Executive Summary

Cisco® Validated Designs include systems and solutions that are designed, tested, and documented to
facilitate and improve customer deployments. These designs incorporate a wide range of technologies and
products into a portfolio of solutions that have been developed to address the business needs of customers.
Cisco and IBM have partnered to deliver this document, which serves as a specific step by step guide for
implementing this solution. This Cisco Validated Design provides an efficient architectural design that is
based on customer requirements. The solution that follows is a validated approach for deploying Cisco and
IBM technologies as a shared, high performance, resilient, virtual desktop infrastructure.

This document provides a reference architecture and design guide for up to 5000 seat mixed workload on
Cisco UCS and IBM FlashSystem A9000 storage VMware Horizon server-based Remote Desktop Sever
Hosted Sessions and VMware Horizon non-persistent Microsoft Windows 10 virtual desktops on VMware
vSphere 6. The solution is a predesigned, best-practice data center architecture built on the Cisco Unified
Computing System (UCS), the Cisco Nexus® 9000 family of switches, Cisco MDS 9000 family of Fibre
Channel switches and an IBM all flash array.

This solution is 100 percent virtualized on Cisco UCS B200 M4 blade servers, booting VMware vSphere 6.0
Update 2 via fibre channel SAN from the IBM FlashSystem A9000 storage array. The virtual desktop sessions
are powered by VMware Horizon 7 floating assignment linked clone virtual Windows 10 desktops and hosted
shared 2012 R2 server desktops, providing unparalleled scale and management simplicity. VMware Horizon
Remote Desktop Server Hosted Sessions (2100 RDS Server sessions) and VMware Horizon linked clone
Window 10 desktops (2900 virtual desktops) were provisioned on the IBM FlashSystem A9000 storage
array. Where applicable the document provides best practice recommendations and sizing guidelines for
customer deployment of this solution.

The solution provides outstanding virtual desktop end user experience as measured by the Login VSI 4.1
Knowledge Worker workload running in benchmark mode.

The 5000 seat solution provides a large scale building block that can be replicated to confidently scale out to
tens of thousands of users.
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Solution Overview
]
Introduction

The current industry trend in data center design is towards shared infrastructures. By using virtualization
along with pre-validated IT platforms, enterprise customers have embarked on the journey to the cloud by
moving away from application silos and toward shared infrastructure that can be quickly deployed, thereby
increasing agility and reducing costs. Cisco, IBM Storage and VMware have partnered to deliver this Cisco
Validated Design, which uses best of breed storage, server and network components to serve as the
foundation for desktop virtualization workloads, enabling efficient architectural designs that can be quickly
and confidently deployed.

Audience

The audience for this document includes, but is not limited to; sales engineers, field consultants, professional
services, IT managers, partner engineers, and customers who want to take advantage of an infrastructure
built to deliver IT efficiency and enable IT innovation.

Purpose of this Document

This document provides a step by step design, configuration and implementation guide for the Cisco
Validated Design for a large scale VMware Horizon 7 mixed workload solution with IBM FlashSystem A9000
storage, Cisco UCS Blade Servers, Cisco Nexus 9000 series ethernet switches and Cisco MDS 9000 series
fibre channel switches.

What’s New?
This is the first desktop virtualization Cisco Validated Design with IBM Storage.
It incorporates the following features:
e Validation of Cisco Nexus 9000 with a IBM Storage all flash storage array
e Validation of Cisco MDS 9000 with a IBM Storage all flash storage array
e Support for the Cisco UCS 3.1(1) release and Cisco UCS B200-M4 servers

e Support for the latest release of IBM FlashSystem A9000 hardware and Spectrum Accelerate Operating
Environment 12.0.2.c

e A Fibre Channel storage design supporting SAN LUNs
e Cisco Nexus 1000v distributed virtual switch technology
e Cisco UCS Inband KVM Access

e Cisco UCS vMedia client for vSphere Installation
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e Cisco UCS Firmware Auto Sync Server policy

e VMware vSphere 6.0 Hypervisor

e VMware Horizon 7 RDS Hosted server session

e VMware Horizon 7 non-persistent Windows 10 virtual machines

e The data center market segment is shifting toward heavily virtualized private, hybrid and public cloud
computing models running on industry-standard systems. These environments require uniform design
points that can be repeated for ease of management and scalability.

The factors have led to the need for predesigned computing, networking and storage building blocks
optimized to lower the initial design cost, simplify management, and enable horizontal scalability and high
levels of utilization.

The use cases include:
e Enterprise Data Center

e Service Provider Data Center

11
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I —————————

This Cisco Validated Design prescribes a defined set of hardware and software that serves as an integrated
foundation for both VMware Horizon RDSH server desktop sessions based on Microsoft Server 2012 R2 and
VMware Horizon VDI non-persistent virtual machines based on Windows 10 Operating System. The mixed
workload solution includes IBM FlashSystem storage, Cisco Nexus® and MDS networking, the Cisco Unified
Computing System (Cisco UCS®), VMware Horizon and VMware vSphere software in a single package. The
design is space optimized such that the network, compute, and storage required can be housed in one data
center rack. Switch port density enables the networking components to accommodate multiple compute and
storage configurations of this kind.

The infrastructure is deployed to provide Fibre Channel-booted hosts with block-level access to shared
storage. The reference architecture reinforces the ""wire-once"" strategy, because as additional storage is
added to the architecture, no re-cabling is required from the hosts to the Cisco UCS fabric interconnect.

The combination of technologies from Cisco Systems, Inc., International Business Machines Corp. and
VMware Inc. produced a highly efficient, robust and affordable desktop virtualization solution for a hosted
virtual desktop and hosted shared desktop mixed deployment supporting different use cases. Key
components of the solution include the following:

More power, same size. Cisco UCS B200 M4 half-width blade with dual 14-core 2.4 GHz Intel Xeon
(E5-2680v4) processors and 512GB of memory for VMware Horizon Desktop hosts supports more
virtual desktop workloads than the previously released generation processors on the same hardware.
The Intel Xeon E5-2680 v4 14-core processors used in this study provided a balance between
increased per-blade capacity and cost.

Fault-tolerance with high availability built into the design. The various designs are based on using one
Unified Computing System chassis with multiple Cisco UCS B200 M4 blades for virtualized desktop and
infrastructure workloads. The design provides N+1 server fault tolerance for hosted virtual desktops,
hosted shared desktops and infrastructure services.

Stress-tested to the limits during aggressive boot scenario. The 5000-user mixed RDS hosted virtual
sessions and VDI pooled shared desktop environment booted and registered with the VMware Horizon
7 Administrator in under 20 minutes, providing our customers with an extremely fast, reliable cold-start
desktop virtualization system.

Stress-tested to the limits during simulated login storms. All 5000 simulated users logged in and
started running workloads up to steady state in 48-minutes without overwhelming the processors,
exhausting memory or exhausting the storage subsystems, providing customers with a desktop
virtualization system that can easily handle the most demanding login and startup storms.

Ultra-condensed computing for the datacenter. The rack space required to support the system is less
than a single 42U rack, conserving valuable data center floor space.

All Virtualized: This Cisco Validated Design (CVD) presents a validated design that is 100 percent
virtualized on VMware ESXi 6.0. All of the virtual desktops, user data, profiles, and supporting
infrastructure components, including Active Directory, Provisioning Servers, SQL Servers, VMware
Horizon Connection Servers, VMware Horizon Composer Server, VMware Horizon Replica Servers,
VMware Horizon Remote Desktop Server Hosted sessions and VDI virtual machine desktops. This
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provides customers with complete flexibility for maintenance and capacity additions because the entire
system runs on the VersaStack converged infrastructure with stateless Cisco UCS Blade servers and
IBM fibre channel storage.

e Cisco maintains industry leadership with the new Cisco UCS Manager 3.1(1) software that simplifies
scaling, guarantees consistency, and eases maintenance. Cisco’s ongoing development efforts with
Cisco UCS Manager, Cisco UCS Central, and Cisco UCS Director insure that customer environments
are consistent locally, across Cisco UCS Domains and across the globe, our software suite offers
increasingly simplified operational and deployment management, and it continues to widen the span of
control for customer organizations’ subject matter experts in compute, storage and network.

e Our 10G unified fabric story gets additional validation on Cisco UCS 6200 Series Fabric Interconnects
as Cisco runs more challenging workload testing, while maintaining unsurpassed user response times.

e |IBM FlashSystem A9000 Storage Array provides industry-leading storage solutions that efficiently
handle the most demanding I/0 bursts (for example, login storms), profile management, and user data
management, deliver simple and flexible business continuance, and help reduce storage cost per
desktop.

¢ |IBM FlashSystem A9000 Storage Array provides a simple to understand storage architecture for hosting
all user data components (VMs, profiles, user data) on the same storage array.

e |IBM FlashSystem A9000 Storage Array Operating System enables users to seamlessly add, upgrade or
remove storage from the infrastructure to meet the needs of the virtual desktops.

e |IBM FlashSystem A9000 Storage Array for VMware vSphere hypervisor has deep integrations with
vSphere, providing easy-button automation for key storage tasks such as storage repository
provisioning and storage resize directly from the VCenter web client in a single pane of glass.

e Latest and greatest virtual desktop and application product. VMware Horizon 7 follows a new unified
product architecture that supports both hosted-shared desktops and applications (RDS) and complete
virtual desktops (VDI). This new VMware Horizon release simplifies tasks associated with large-scale
VDI management. This modular solution supports seamless delivery of Windows apps and desktops as
the number of users increase. In addition, Horizon enhancements help to optimize performance and
improve the user experience across a variety of endpoint device types, from workstations to mobile
devices including laptops, tablets, and smartphones.

e Optimized to achieve the best possible performance and scale. For hosted shared desktop sessions,
the best performance was achieved when the number of vCPUs assigned to the VMware 7 RDS virtual
machines did not exceed the number of hyper-threaded (logical) cores available on the server. In other
words, maximum performance is obtained when not overcommitting the CPU resources for the virtual
machines running virtualized RDS systems.

e Provisioning desktop machines made easy. Remote Desktop Server Hosted (RDSH) shared virtual
machines and VMware Horizon 7, Microsoft Windows 10, virtual machines were created for this solution
using a single method for both the VMware Composer pooled desktops.
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Cisco Desktop Virtualization Solutions: Data Center

The Evolving Workplace

Today’s IT departments are facing a rapidly evolving workplace environment. The workforce is becoming
increasingly diverse and geographically dispersed, including offshore contractors, distributed call center
operations, knowledge and task workers, partners, consultants, and executives connecting from locations
around the world at all times.

This workforce is also increasingly mobile, conducting business in traditional offices, conference rooms
across the enterprise campus, home offices, on the road, in hotels, and at the local coffee shop. This
workforce wants to use a growing array of client computing and mobile devices that they can choose based
on personal preference. These trends are increasing pressure on IT to ensure protection of corporate data
and prevent data leakage or loss through any combination of user, endpoint device, and desktop access
scenarios (Figure 1).

These challenges are compounded by desktop refresh cycles to accommodate aging PCs and bounded
local storage and migration to new operating systems, specifically Microsoft Windows 10 and productivity
tools, specifically Microsoft Office 2016.

Figure 1 Cisco Data Center Partner Collaboration
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Some of the key drivers for desktop virtualization are increased data security and reduced TCO through
increased control and reduced management costs.
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Cisco Desktop Virtualization Focus

Cisco focuses on three key elements to deliver the best desktop virtualization data center infrastructure:
simplification, security, and scalability. The software combined with platform modularity provides a
simplified, secure, and scalable desktop virtualization platform.

Simplified
Cisco UCS provides a radical new approach to industry-standard computing and provides the core of the
data center infrastructure for desktop virtualization. Among the many features and benefits of Cisco UCS are
the drastic reduction in the number of servers needed and in the number of cables used per server, and the
capability to rapidly deploy or reprovision servers through Cisco UCS service profiles. With fewer servers
and cables to manage and with streamlined server and virtual desktop provisioning, operations are
significantly simplified. Thousands of desktops can be provisioned in minutes with Cisco UCS Manager
service profiles and Cisco storage partners’ storage-based cloning. This approach accelerates the time to
productivity for end users, improves business agility, and allows IT resources to be allocated to other tasks.

Cisco UCS Manager automates many mundane, error-prone data center operations such as configuration
and provisioning of server, network, and storage access infrastructure. In addition, Cisco UCS B-Series
Blade Servers and C-Series Rack Servers with large memory footprints enable high desktop density that
helps reduce server infrastructure requirements.

Simplification also leads to more successful desktop virtualization implementation. Cisco and its technology
partners like VMware Technologies and IBM have developed integrated, validated architectures, including
predefined converged architecture infrastructure packages such as VersaStack. Cisco Desktop Virtualization
Solutions have been tested with VMware vSphere, VMware Horizon.

Secure

Although virtual desktops are inherently more secure than their physical predecessors, they introduce new
security challenges. Mission-critical web and application servers using a common infrastructure such as
virtual desktops are now at a higher risk for security threats. Inter-virtual machine traffic now poses an
important security consideration that IT managers need to address, especially in dynamic environments in
which virtual machines, using VMware vMotion, move across the server infrastructure.

Desktop virtualization, therefore, significantly increases the need for virtual machine-level awareness of
policy and security, especially given the dynamic and fluid nature of virtual machine mobility across an
extended computing infrastructure. The ease with which new virtual desktops can proliferate magnifies the
importance of a virtualization-aware network and security infrastructure. Cisco data center infrastructure
(Cisco UCS and Cisco Nexus Family solutions) for desktop virtualization provides strong data center,
network, and desktop security, with comprehensive security from the desktop to the hypervisor. Security is
enhanced with segmentation of virtual desktops, virtual machine-aware policies and administration, and
network security across the LAN and WAN infrastructure.

Scalable

Growth of a desktop virtualization solution is all but inevitable, so a solution must be able to scale, and scale
predictably, with that growth. The Cisco Desktop Virtualization Solutions support high virtual-desktop density
(desktops per server), and additional servers scale with near-linear performance. Cisco data center
infrastructure provides a flexible platform for growth and improves business agility. Cisco UCS Manager

15



Solution Summary

service profiles allow on-demand desktop provisioning and make it just as easy to deploy dozens of
desktops as it is to deploy thousands of desktops.

Cisco UCS servers provide near-linear performance and scale. Cisco UCS implements the patented Cisco
Extended Memory Technology to offer large memory footprints with fewer sockets (with scalability to up to 1
terabyte (TB) of memory with 2- and 4-socket servers). Using unified fabric technology as a building block,
Cisco UCS server aggregate bandwidth can scale to up to 80 Gbps per server, and the northbound Cisco
UCS fabric interconnect can output 2 terabits per second (Tbps) at line rate, helping prevent desktop
virtualization 1/0 and memory bottlenecks. Cisco UCS, with its high-performance, low-latency unified fabric-
based networking architecture, supports high volumes of virtual desktop traffic, including high-resolution
video and communications traffic. In addition, Cisco storage partners IBM help maintain data availability and
optimal performance during boot and login storms as part of the Cisco Desktop Virtualization Solutions.
Recent Cisco Validated Designs based on VMware Horizon, Cisco UCS, and IBM joint solutions have
demonstrated scalability and performance, with up to 5000 desktops up and running in 20 minutes.

Cisco UCS and Cisco Nexus data center infrastructure provides an excellent platform for growth, with
transparent scaling of server, network, and storage resources to support desktop virtualization, data center
applications, and cloud computing.

Savings and Success

The simplified, secure, scalable Cisco data center infrastructure for desktop virtualization solutions saves
time and money compared to alternative approaches. Cisco UCS enables faster payback and ongoing
savings (better ROI and lower TCO) and provides the industry’s greatest virtual desktop density per server,
reducing both capital expenditures (CapEx) and operating expenses (OpEx). The Cisco UCS architecture and
Cisco Unified Fabric also enables much lower network infrastructure costs, with fewer cables per server and
fewer ports required. In addition, storage tiering and deduplication technologies decrease storage costs,
reducing desktop storage needs by up to 50 percent.

The simplified deployment of Cisco UCS for desktop virtualization accelerates the time to productivity and
enhances business agility. IT staff and end users are more productive more quickly, and the business can
respond to new opportunities quickly by deploying virtual desktops whenever and wherever they are
needed. The high-performance Cisco systems and network deliver a near-native end-user experience,
allowing users to be productive anytime and anywhere.

The ultimate measure of desktop virtualization for any organization is its efficiency and effectiveness in both
the near term and the long term. The Cisco Desktop Virtualization Solutions are very efficient, allowing rapid
deployment, requiring fewer devices and cables, and reducing costs. The solutions are also very effective,
providing the services that end users need on their devices of choice while improving IT operations, control,
and data security. Success is bolstered through Cisco’s best-in-class partnerships with leaders in
virtualization and storage, and through tested and validated designs and services to help customers
throughout the solution lifecycle. Long-term success is enabled through the use of Cisco’s scalable, flexible,
and secure architecture as the platform for desktop virtualization.

Physical Topology

Figure 2 illustrates the physical architecture.
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Figure 2 Physical Architecture
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The reference hardware configuration includes:
e Two Cisco Nexus 9372PX switches
e Two Cisco MDS 9148S 16GB Fibre Channel switches
e Two Cisco UCS 6248UP Fabric Interconnects
e Four Cisco UCS 5108 Blade Chassis

e Thirty two Cisco UCS B200 M4 Blade Servers (2 Infra Server hosting Infrastructure VMs and 30 servers
for workload)

17



Solution Summary

e One IBM FlashSystem A9000 storage array

For desktop virtualization, the deployment includes VMware Horizon 7 running on VMware vSphere 6. The
design is intended to provide a large scale building block for both VMware Horizon RDS Hosted server
sessions and Windows 10 non-persistent VDI desktops in the following ratio:

e 2100 Remote Desktop Server Hosted (RDSH) desktop sessions
e 2900 VMware Horizon Windows 10 non-persistent virtual desktops

The data provided in this document will allow our customers to adjust the mix of RDS and VDI desktops to
suite their environment. For example, additional blade chassis can be deployed to increase compute
capacity, additional disk shelves can be deployed to improve I/O capability and throughput, and special
hardware or software features can be added to introduce new features. This document guides you through
the detailed steps for deploying the base architecture. This procedure covers everything from physical
cabling to network, compute and storage device configurations.

Configuration Guidelines

This Cisco Validated Design provides details for deploying a fully redundant, highly available 5000 seat
mixed workload virtual desktop solution with VMware and IBM Storage. Configuration guidelines are
provided that refer the reader to which redundant component is being configured with each step. For
example, grid controller 01, grid controller 02 and grid controller 03 are used to identify the three IBM
FlashSystem A9000 Storage controllers/controllers that are provisioned with this document, Cisco Nexus A
or Cisco Nexus B identifies the pair of Cisco Nexus switches that are configured and Cisco MDS A or Cisco
MDS B identifies the pair of Cisco MDS switches that are configured. The Cisco UCS 6248UP Fabric
Interconnects are similarly configured. Additionally, this document details the steps for provisioning multiple
Cisco UCS hosts, and these are identified sequentially: VM-Host-Infra-01, VM-Host-Infra-02, VM-Host-
RDSH-01, VM-Host-VDI-01 and so on. Finally, to indicate that you should include information pertinent to
your environment in a given step, <text> appears as part of the command structure.
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Solution Components
___________________________________________________________________________________________________________________________|

This section describes the components used in the solution outlined in this study.

Cisco Unified Computing System

Cisco UCS Manager provides unified, embedded management of all software and hardware components of
the Cisco Unified Computing System™ (Cisco UCS) through an intuitive GUI, a command-line interface (CLI),
and an XML API. The manager provides a unified management domain with centralized management
capabilities and can control multiple chassis and thousands of virtual machines.

Cisco UCS is a next-generation data center platform that unites computing, networking, and storage access.
The platform, optimized for virtual environments, is designed using open industry-standard technologies and
aims to reduce total cost of ownership (TCO) and increase business agility. The system integrates a low-
latency; lossless 10 Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture servers. It
is an integrated, scalable, multi-chassis platform in which all resources participate in a unified management
domain.

Cisco Unified Computing System Components

The main components of Cisco UCS are:

Compute: The system is based on an entirely new class of computing system that incorporates blade
servers based on Intel® Xeon® processor E5-2600/4600 v3 and E7-2800 v3 family CPUs.

Network: The system is integrated on a low-latency, lossless, 10-Gbps unified network fabric. This
network foundation consolidates LANs, SANs, and high-performance computing (HPC) networks, which
are separate networks today. The unified fabric lowers costs by reducing the number of network
adapters, switches, and cables needed, and by decreasing the power and cooling requirements.

Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability,
performance, and operational control of virtual environments. Cisco security, policy enforcement, and
diagnostic features are now extended into virtualized environments to better support changing business
and IT requirements.

Storage access: The system provides consolidated access to local storage, SAN storage, and
network-attached storage (NAS) over the unified fabric. With storage access unified, Cisco UCS can
access storage over Ethernet, Fibre Channel, Fibre Channel over Ethernet (FCoE), and Small Computer
System Interface over IP (iSCSI) protocols. This capability provides customers with choice for storage
access and investment protection. In addition, server administrators can preassign storage-access
policies for system connectivity to storage resources, simplifying storage connectivity and management
and helping increase productivity.

Management: Cisco UCS uniquely integrates all system components, enabling the entire solution to be
managed as a single entity by Cisco UCS Manager. The manager has an intuitive GUI, a CLI, and a
robust API for managing all system configuration processes and operations.

19



Solution Components

Figure 3 Cisco Data Center Overview

Cisco UCS
Management

Cisco UCS is designed to deliver:
e Reduced TCO and increased business agility
e Increased IT staff productivity through just-in-time provisioning and mobility support

e A cohesive, integrated system that unifies the technology in the data center; the system is managed,
serviced, and tested as a whole

e Scalability through a design for hundreds of discrete servers and thousands of virtual machines and the
capability to scale 1/0 bandwidth to match demand

¢ Industry standards supported by a partner ecosystem of industry leaders

Cisco UCS Manager provides unified, embedded management of all software and hardware components of
the Cisco Unified Computing System across multiple chassis, rack servers, and thousands of virtual
machines. Cisco UCS Manager manages Cisco UCS as a single entity through an intuitive GUI, a command-
line interface (CLI), or an XML API for comprehensive access to all Cisco UCS Manager Functions.
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Cisco UCS Fabric Interconnect

The Cisco UCS 6200 Series Fabric Interconnects are a core part of Cisco UCS, providing both network
connectivity and management capabilities for the system. The Cisco UCS 6200 Series offers line-rate, low-
latency, lossless 10 Gigabit Ethernet, FCoE, and Fibre Channel functions.

The fabric interconnects provide the management and communication backbone for the Cisco UCS B-Series
Blade Servers and Cisco UCS 5100 Series Blade Server Chassis. All chassis, and therefore all blades,
attached to the fabric interconnects become part of a single, highly available management domain. In
addition, by supporting unified fabric, the Cisco UCS 6200 Series provides both LAN and SAN connectivity
for all blades in the domain.

For networking, the Cisco UCS 6200 Series uses a cut-through architecture, supporting deterministic, low-
latency, line-rate 10 Gigabit Ethernet on all ports, 1-terabit (Tb) switching capacity, and 160 Gbps of
bandwidth per chassis, independent of packet size and enabled services. The product series supports Cisco
low-latency, lossless, 10 Gigabit Ethernet unified network fabric capabilities, increasing the reliability,
efficiency, and scalability of Ethernet networks. The fabric interconnects support multiple traffic classes over
a lossless Ethernet fabric, from the blade server through the interconnect. Significant TCO savings come
from an FCoE-optimized server design in which network interface cards (NICs), host bus adapters (HBAS),
cables, and switches can be consolidated.

Figure 4 Cisco UCS 6200 Series Fabric Interconnect
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Cisco UCS B200 M4 Blade Server

The Cisco UCS B200 M4 Blade Server (Figure 5 and Figure 6) is a density-optimized, half-width blade
server that supports two CPU sockets for Intel Xeon processor E5-2600 v3 series CPUs and up to 24 DDR4
DIMMSs. It supports one modular LAN-on-motherboard (LOM) dedicated slot for a Cisco virtual interface card
(VIC) and one mezzanine adapter. In additions, the Cisco UCS B200 M4 supports an optional storage module
that accommodates up to two SAS or SATA hard disk drives (HDDs) or solid-state disk (SSD) drives. You
can install up to eight Cisco UCS B200 M4 servers in a chassis, mixing them with other models of Cisco UCS
blade servers in the chassis if desired. Latest features of Cisco UCS Virtual Interface Cards (VICs)

Figure 5 Cisco UCS B200 M4 Front View
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Figure 6 Cisco UCS B200 M4 Back View
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Each server has a plastic tag that pulls
out of the front panel. The tag contains
the server serial number as well as the
product ID (PID) and version ID (VID). The
tag also allows you to add your own asset
tracking label without interfering with
the intended air flow.

2 Blade ejector handle 8 Blade health LED

3 Ejector captive screw 9 Console connector?

4 Drive bay 1 10 Reset button access

5 Drive bay 2 11 Beaconing LED and button
6 Power button and LED - -

Cisco UCS combines Cisco UCS B-Series Blade Servers and C-Series Rack Servers with networking and
storage access into a single converged system with simplified management, greater cost efficiency and
agility, and increased visibility and control. The Cisco UCS B200 M4 Blade Server is one of the newest
servers in the Cisco UCS portfolio.

The Cisco UCS B200 M4 delivers performance, flexibility, and optimization for data centers and remote sites.
This enterprise-class server offers market-leading performance, versatility, and density without compromise
for workloads ranging from web infrastructure to distributed databases. The Cisco UCS B200 M4 can quickly
deploy stateless physical and virtual workloads with the programmable ease of use of the Cisco UCS
Manager software and simplified server access with Cisco® Single Connect technology. Based on the Intel
Xeon processor E5-2600 v3 and v4 product family, it offers up to 1.5TB of memory using 64GB DIMMSs, up
to two disk drives, and up to 80 Gbps of I/0 throughput. The Cisco UCS B200 M4 offers exceptional levels
of performance, flexibility, and I/0 throughput to run your most demanding applications.

In addition, Cisco UCS has the architectural advantage of not having to power and cool excess switches,
NICs, and HBAs in each blade server chassis. With a larger power budget per blade server, it provides
uncompromised expandability and capabilities, as in the new Cisco UCS B200 M4 server with its leading
memory-slot capacity and drive capacity.

Cisco UCS B200 M4 Features
The Cisco UCS B200 M4 provides:

e Up to two multicore Intel Xeon processor E5-2600 v3 series CPUs for up to 36 processing cores

e 24 DIMM slots for industry-standard DDR4 memory at speeds up to 2133 MHz, and up to 768 GB of
total memory when using 32-GB DIMMs

e Two optional, hot-pluggable SAS and SATA HDDs or SSDs
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Cisco UCS VIC 1340, a 2-port, 40 Gigabit Ethernet and FCoE-capable modular (mLOM) mezzanine
adapter

Provides two 40-Gbps unified I/O ports or two sets of four 10-Gbps unified 1/0 port
Delivers 80 Gbps to the server
Adapts to either 10- or 40-Gbps fabric connections

— Cisco FlexStorage local drive storage subsystem, with flexible boot and local storage capabilities
that allow you to

— Configure the Cisco UCS B200 M4 to meet your local storage requirements without having to buy,
power, and cool components that you do not need

— Choose an enterprise-class RAID controller, or go without any controller or drive bays if you are not
using local drives

— Easily add, change, and remove Cisco FlexStorage modules

The Cisco UCS B200 M4 server is a half-width blade. Up to eight can reside in the 6-rack-unit (6RU) Cisco
UCS 5108 Blade Server Chassis, offering one of the highest densities of servers per rack unit of blade
chassis in the industry.

Cisco UCS B200 M4 Benefits

The Cisco UCS B200 M4 server is well suited for a broad spectrum of IT workloads, including:

IT and web infrastructure
Virtualized workloads
Consolidating applications
Virtual desktops
Middleware

Enterprise resource planning (ERP) and customer-relationship management (CRM) applications

Innovative Technologies

The Cisco UCS B200 M4 is one member of the Cisco UCS B-Series Blade Servers platform. As part of Cisco
UCS, Cisco UCS B-Series servers incorporate many innovative Cisco technologies to help customers handle
their most challenging workloads. Cisco UCS B-Series servers within a Cisco UCS management framework
incorporate a standards-based unified network fabric, Cisco Data Center Virtual Machine Fabric Extender
(VM-FEX) virtualization support, Cisco UCS Manager, Cisco UCS Central Software, Cisco UCS Director
software, and Cisco fabric extender architecture.

The Cisco UCS B200 M4 Blade Server delivers:

Suitability for a wide range of applications and workload requirements

Highest-performing CPU and memory options without constraints in configuration, power, or cooling
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e Half-width form factor that offers industry-leading benefits
e Latest features of Cisco UCS VICs

For more information about the Cisco UCS B200 B4, see http://www.cisco.com/c/en/us/support/servers-
unified-computing/ucs-b200-m4-blade-server/model.html

Cisco UCS VIC1340 Converged Network Adapter

The Cisco UCS Virtual Interface Card (VIC) 1340 (Figure 7) is a 2-port 40-Gbps Ethernet or dual 4 x 10-
Gbps Ethernet, Fibre Channel over Ethernet (FCoE)-capable modular LAN on motherboard (mLOM) designed
exclusively for the M4 generation of Cisco UCS B-Series Blade Servers. When used in combination with an
optional port expander, the Cisco UCS VIC 1340 capabilities is enabled for two ports of 40-Gbps Ethernet.

The Cisco UCS VIC 1340 enables a policy-based, stateless, agile server infrastructure that can present over
256 PCle standards-compliant interfaces to the host that can be dynamically configured as either network
interface cards (NICs) or host bus adapters (HBAS). In addition, the Cisco UCS VIC 1340 supports Cisco®
Data Center Virtual Machine Fabric Extender (VM-FEX) technology, which extends the Cisco UCS fabric
interconnect ports to virtual machines, simplifying server virtualization deployment and management.

Figure 8 illustrates the Cisco UCS VIC 1340 Virtual Interface Cards Deployed in the Cisco UCS B-Series
B200 M4 Blade Servers.
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Figure 8 Cisco UCS VIC 1340 Deployed in the Cisco UCS B200 M4
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Cisco Switching

Cisco Nexus 9372PX Switches

The Cisco Nexus 9372PX/9372PX-E Switches have 48 1/10-Gbps Small Form Pluggable Plus (SFP+) ports
and 6 Quad SFP+ (QSFP+) uplink ports. All the ports are line rate, delivering 1.44 Tbps of throughput in a 1-
rack-unit (1RU) form factor. Cisco Nexus 9372PX benefits are listed below.

Architectural Flexibility

e Includes top-of-rack or middle-of-row fiber-based server access connectivity for traditional and leaf-
spine architectures

e Leaf node support for Cisco ACI architecture is provided in the roadmap
e Increase scale and simplify management through Cisco Nexus 2000 Fabric Extender support
Feature Rich

e Enhanced Cisco NX-0OS Software is designed for performance, resiliency, scalability, manageability,
and programmability

o ACI-ready infrastructure helps users take advantage of automated policy-based systems management
e Virtual Extensible LAN (VXLAN) routing provides network services
e Cisco Nexus 9372PX-E supports IP-based endpoint group (EPG) classification in ACI mode
Highly Available and Efficient Design
e High-density, non-blocking architecture

e Easily deployed into either a hot-aisle and cold-aisle configuration
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Redundant, hot-swappable power supplies and fan trays

Simplified Operations

Power-0On Auto Provisioning (POAP) support allows for simplified software upgrades and configuration
file installation

An intelligent API offers switch management through remote procedure calls (RPCs, JSON, or XML)
over a HTTP/HTTPS infrastructure

Python Scripting for programmatic access to the switch command-line interface (CLI)

Hot and cold patching, and online diagnostics

Investment Protection

A Cisco 40 Gb bidirectional transceiver allows reuse of an existing 10 Gigabit Ethernet multimode cabling
plant for 40 Gigabit Ethernet Support for 1 Gb and 10 Gb access connectivity for data centers migrating
access switching infrastructure to faster speed. The following is supported:

1.44 Tbps of bandwidth in a 1 RU form factor
48 fixed 1/10-Gbps SFP+ ports

6 fixed 40-Gbps QSFP+ for uplink connectivity that can be turned into 10 Gb ports through a QSFP to
SFP or SFP+ Adapter (QSA)

Latency of 1 to 2 microseconds
Front-to-back or back-to-front airflow configurations
1+1 redundant hot-swappable 80 Plus Platinum-certified power supplies

Hot swappable 2+1 redundant fan tray

Figure 9 Nexus 9372PX Switch
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Cisco Nexus 1000V Distributed Virtual Switch

Get highly secure, multitenant services by adding virtualization intelligence to your data center network with
the Cisco Nexus 1000V Switch for VMware vSphere. This switch does the following:

Extends the network edge to the hypervisor and virtual machines

Is built to scale for cloud networks
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¢ Forms the foundation of virtual network overlays for the Cisco Open Network Environment and Software
Defined Networking (SDN)

Important Differentiators for the Cisco Nexus 1000V for VMware vSphere

The following lists the benefits of the Cisco Nexus 1000V for VMware vSphere:

e Extensive virtual network services built on Cisco advanced service insertion and routing technology
e Support for vCloud Director and vSphere hypervisor

e Feature and management consistency for easy integration with the physical infrastructure

e Exceptional policy and control features for comprehensive networking functionality

e Policy management and control by the networking team instead of the server virtualization team
(separation of duties)

Virtual Networking Services

The Cisco Nexus 1000V Switch optimizes the use of Layer 4 - 7 virtual networking services in virtual
machine and cloud environments through Cisco vPath architecture services.

Cisco vPath 2.0 supports service chaining so you can use multiple virtual network services as part of a single
traffic flow. For example, you can simply specify the network policy, and vPath 2.0 can direct traffic through
the Cisco Virtual Security Gateway for Nexus 1000V Switch for a zoning firewall.

Additionally, Cisco vPath works on VXLAN to support movement between servers in different Layer 2
domains. Together, these features promote highly secure policy, application, and service delivery in the
cloud.

Cisco MDS 9148S Fiber Channel Switch

The Cisco MDS 9148S 16G Multilayer Fabric Switch is the next generation of the highly reliable Cisco MDS
9100 Series Switches. It includes up to 48 auto-sensing line-rate 16-Gbps Fibre Channel ports in a compact
easy to deploy and manage 1-rack-unit (1RU) form factor. In all, the Cisco MDS 9148S is a powerful and
flexible switch that delivers high performance and comprehensive Enterprise-class features at an affordable
price.

MDS 9148S has a pay-as-you-grow model which helps you scale from a 12 port base license to a 48 port
with an incremental 12-port license. This helps customers to pay and activate only the required ports.

MDS 9148S has a dual power supply and FAN trays to provide physical redundancy. The software features,
like ISSU and ISSD, helps with upgrading and downgrading code with-out reloading the switch and without
interrupting the live traffic.

Features and Capabilities

Benefits
e Flexibility for growth and virtualization

e Easy deployment and management
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e Optimized bandwidth utilization and reduced downtime
e Enterprise-class features and reliability at low cost
Features
e PowerOn Auto Provisioning and intelligent diagnostics
e In-Service Software Upgrade and dual redundant hot-swappable power supplies for high availability
¢ Role-based authentication, authorization, and accounting services to support regulatory requirements
e High-performance interswitch links with multipath load balancing
e Smart zoning and virtual output queuing

e Hardware-based slow port detection and recovery

Specifications at-a-Glance

Performance and Port Configuration
o 2/4/8/16-Gbps auto-sensing with 16 Gbps of dedicated bandwidth per port

e Up to 256 buffer credits per group of 4 ports (64 per port default, 253 maximum for a single port in the
group)

e Supports configurations of 12, 24, 36, or 48 active ports, with pay-as-you-grow, on-demand licensing
Advanced Functions

e Virtual SAN (VSAN)

¢ Inter-VSAN Routing (IVR)

e PortChannel with multipath load balancing

e Flow-based and zone-based QoS

Hypervisor and Desktop Broker

This Cisco Validated Design includes VMware vSphere 6 and VMware Horizon 7.0.3.

VMware vSphere 6.0

VMware provides virtualization software. VMware’s enterprise software hypervisors for servers VMware
vSphere ESX, vSphere ESXi, and VSphere—are bare-metal hypervisors that run directly on server hardware
without requiring an additional underlying operating system. VMware vCenter Server for vSphere provides
central management and complete control and visibility into clusters, hosts, virtual machines, storage,
networking, and other critical elements of your virtual infrastructure.

VMware vSphere 6.0 introduces many enhancements to vSphere Hypervisor, VMware virtual machines,
vCenter Server, virtual storage, and virtual networking, further extending the core capabilities of the vSphere
platform.
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VMware ESXi 6.0 Hypervisor

vSphere 6.0 introduces a number of new features in the hypervisor:

Scalability Improvements

ESXi 6.0 dramatically increases the scalability of the platform. With vSphere Hypervisor 6.0, clusters
can scale to as many as 64 hosts, up from 32 in previous releases. With 64 hosts in a cluster, vSphere
6.0 can support 8000 virtual machines in a single cluster. This capability enables greater consolidation
ratios, more efficient use of VMware vSphere Distributed Resource Scheduler (DRS), and fewer
clusters that must be separately managed. Each vSphere Hypervisor 6.0 instance can support up to
480 logical CPUs, 12 terabytes (TB) of RAM, and 1024 virtual machines. By using the newest hardware
advances, ESXi 6.0 enables the virtualization of applications that previously had been thought to be
non-virtualizable.

Security Enhancements

ESXi 6.0 offers these security enhancements:

— Account management: ESXi 6.0 enables management of local accounts on the ESXi server using
new ESXi CLI commands. The capability to add, list, remove, and modify accounts across all hosts
in a cluster can be centrally managed using a vCenter Server system. Previously, the account and
permission management functions for ESXi hosts were available only for direct host connections.
The setup, removal, and listing of local permissions on ESXi servers can also be centrally managed.

— Account lockout: ESXi Host Advanced System Settings have two new options for the management
of failed local account login attempts and account lockout duration. These parameters affect
Secure Shell (SSH) and vSphere Web Services connections, but not ESXi direct console user
interface (DCUI) or console shell access.

— Password complexity rules: In previous versions of ESXi, password complexity changes had to be
made by manually editing the /etc/pam.d/passwd file on each ESXi host. In vSphere 6.0, an entry in
Host Advanced System Settings enables changes to be centrally managed for all hosts in a cluster.

— Improved auditability of ESXi administrator actions: Prior to vSphere 6.0, actions at the vCenter
Server level by a named user appeared in ESXi logs with the vpxuser username: for example,
[user=vpxuser]. In vSphere 6.0, all actions at the vCenter Server level for an ESXi server appear in
the ESXi logs with the vCenter Server username: for example, [user=vpxuser: DOMAIN\User]. This
approach provides a better audit trail for actions run on a vCenter Server instance that conducted
corresponding tasks on the ESXi hosts.

— Flexible lockdown modes: Prior to vSphere 6.0, only one lockdown mode was available. Feedback
from customers indicated that this lockdown mode was inflexible in some use cases. With vSphere
6.0, two lockdown modes are available:

o In normal lockdown mode, DCUI access is not stopped, and users on the DCUI access list
can access the DCUI.
In strict lockdown mode, the DCUI is stopped.
Exception users: vSphere 6.0 offers a new function called exception users. Exception users
are local accounts or Microsoft Active Directory accounts with permissions defined locally on
the host to which these users have host access. These exception users are not recommend-
ed for general user accounts, but they are recommended for use by third-party applications—
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for service accounts, for example—that need host access when either normal or strict lock-
down mode is enabled. Permissions on these accounts should be set to the bare minimum
required for the application to perform its task and with an account that needs only read-only
permissions on the ESXi host.
— Smart card authentication to DCUI: This function is for U.S. federal customers only. It enables
DCUI login access using a Common Access Card (CAC) and Personal Identity Verification (PIV).
The ESXi host must be part of an Active Directory domain.

VMware Horizon Version 7

Enterprise IT organizations are tasked with the challenge of provisioning Microsoft Windows apps and
desktops while managing cost, centralizing control, and enforcing corporate security policy. Deploying
Windows apps to users in any location, regardless of the device type and available network bandwidth,
enables a mobile workforce that can improve productivity. With VMware Horizon 7, IT can effectively control
app and desktop provisioning while securing data assets and lowering capital and operating expenses.

VMware Horizon

VMware Horizon desktop virtualization solutions built on a unified architecture so they are simple to manage
and flexible enough to meet the needs of all your organization's users. You use the same architecture and
management tools to manage public, private, and hybrid cloud deployments as you do for on premises
deployments

VMware Horizon Virtual machines and RDSH known as server-based hosted sessions: These are
applications hosted from Microsoft Windows servers to any type of device, including Windows PCs,
Macs, smartphones, and tablets. Some VMware editions include technologies that further optimize the
experience of using Windows applications on a mobile device by automatically translating native
mobile-device display, navigation, and controls to Windows applications; enhancing performance over
mobile networks; and enabling developers to optimize any custom Windows application for any mobile
environment.

VMware Horizon RDSH session users also known as server-hosted desktops: These are inexpensive,
locked-down Windows virtual desktops hosted from Windows server operating systems. They are well
suited for users, such as call center employees, who perform a standard set of tasks.

Advantages of Using VMware Horizon

VMware Horizon 7 provides the following new features and enhancements:

Instant Clones

— A new type of desktop virtual machines that can be provisioned significantly faster than the
traditional Composer linked clones.

— A fully functional desktop can be provisioned in two seconds or less.

— Recreating a desktop pool with a new OS image can be accomplished in a fraction of the time it
takes a Composer desktop pool because the parent image can be prepared well ahead of the
scheduled time of pool recreation.
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— Clones are automatically rebalanced across available datastores.
— View storage accelerator is automatically enabled.
e VMware Blast Extreme
— VMware Blast Extreme is now fully supported on the Horizon platform.

— Administrators can select the VMware Blast display protocol as the default or available protocol for
pools, farms, and entitlements.

— End users can select the VMware Blast display protocol when connecting to remote desktops and
applications.

— VMware Blast Extreme features include:

o TCP and UDP transport support
o H.264 support for the best performance across more devices
o Reduced device power consumption for longer battery life
o NVIDIA GRID acceleration for more graphical workloads per server, better performance, and
a superior remote user experience
e True SSO

— For VMware Identity Manager integration, True SSO streamlines the end-to-end login experience.
After users log in to VMware Identity Manager using a smart card or an RSA SecurlD or RADIUS
token, users are not required to also enter Active Directory credentials in order to use a remote
desktop or application.

— Uses a short-lived Horizon virtual certificate to enable a password-free Windows login.
— Supports using either a native Horizon Client or HTML Access.
— System health status for True SSO appears in the Horizon Administrator dashboard.

— Can be used in a single domain, in a single forest with multiple domains, and in a multiple-forest,
multiple-domain setup.

e Smart Policies

— Control of the clipboard cut-and-paste, client drive redirection, USB redirection, and virtual printing
desktop features through defined policies.

— PColP session control through PColP profiles.

— Conditional policies based on user location, desktop tagging, pool name, and Horizon Client
registry values.

e Configure the clipboard memory size for VMware Blast and PColP sessions

Horizon administrators can configure the server clipboard memory size by setting GPOs for VMware
Blast and PColP sessions. Horizon Client 4.1 users on Windows, Linux, and Mac OS X systems can
configure the client clipboard memory size. The effective memory size is the lesser of the server and
client clipboard memory size values.
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e VMware Blast network recovery enhancements

Network recovery is now supported for VMware Blast sessions initiated from iOS, Android, Mac OS X,
Linux, and Chrome OS clients. Previously, network recovery was supported only for Windows client
sessions. If you lose your network connection unexpectedly during a VMware Blast session, Horizon
Client attempts to reconnect to the network and you can continue to use your remote desktop or
application. The network recovery feature also supports IP roaming, which means you can resume your
VMware Blast session after switching to a WiFi network.

e Configure Horizon Administrator to not remember the login name

Horizon administrators can configure not to display the Remember user name check box and therefore
not remember the administrator’s login name.

e Allow Mac OS X users to save credentials

Horizon administrators can configure Connection Server to allow Horizon Client Mac OS X systems to
remember a user's user name, password, and domain information. If users choose to have their
credentials saved, the credentials are added to the login fields in Horizon Client on subsequent
connections.

¢ Microsoft Windows 10
— Windows 10 is supported as a desktop guest operating system
— Horizon Client runs on Windows 10
— Smart card is supported on Windows 10

— The Horizon User Profile Migration tool migrates Windows 7, 8/8.1, Server 2008 R2, or Server 2012
R2 user profiles to Windows 10 user profiles.

e RDS Desktops and Hosted Apps

— View Composer. View Composer and linked clones provide automated and efficient management
of RDS server farms.

— Graphics Support. Existing 3D vDGA and GRID vGPU graphics solutions on VDI desktops have
been extended to RDS hosts, enabling graphics-intensive applications to run on RDS desktops and
Hosted Apps.

— Enhanced Load Balancing. A new capability provides load balancing of server farm applications
based on memory and CPU resources.

— One-Way AD Trusts. One-way AD trust domains are now supported. This feature enables
environments with limited trust relationships between domains without requiring Horizon
Connection Server to be in an external domain.

e Cloud Pod Architecture (CPA) Enhancements

— Hosted App Support. Support for application remoting allows applications to be launched using
global entitlements across a pod federation.

32



Solution Components

— HTML Access (Blast) Support. Users can use HTML Access to connect to remote desktops and
applications in a Cloud Pod Architecture deployment.

e Access Point Integration

— Access Point is a hardened Linux-based virtual appliance that protects virtual desktop and
application resources to allow secure remote access from the Internet. Access Point provides a
new authenticating DMZ gateway to Horizon Connection Server. Smart card support on Access
Point is available as a Tech Preview. Security server will continue to be available as an alternative
configuration. For more information, see Deploying and Configuring Access Paint.

e FIPS

— Install-time FIPS mode allows customers with high security requirements to deploy Horizon 6.
e Graphics Enhancements

— AMD vDGA enables vDGA pass-through graphics for AMD graphics hardware.

— 4K resolution monitors (3840x2160) are supported.
e Horizon Administrator Enhancements

— Horizon Administrator shows additional licensing information, including license key, named user
and concurrent connection user count.

— Pool creation is streamlined by letting Horizon administrators to clone existing pools.
e Horizon 6 for Linux Desktop Enhancements

— Several new features are supported on Horizon 6 for Linux desktops, including NVIDIA GRID vGPU,
VSGA, RHEL 7.2 and Ubuntu 16.04 guest operating systems, and View Agent installation of JRE 8
with no user steps required.

— Support for managed virtual machines
— Support for smart card redirection with SSO
—  Support for Horizon Client for iOS
— Support for SLES 12 SP1
— Support for H.264 encoder software
e Additional Features
— Support for IPv6 with VMware Blast Extreme on security servers.

— Horizon Administrator security protection layer. See VMware Knowledge Base (KB) article 2144303
for more information:

https://kb.vmware.com/selfservice/microsites/search.do?language=en US&cmd=displayKC&exter
nalld=2144303

— Protection against inadvertent pool deletion.
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— RDS per-device licensing improvements.

— Support for Intel vDGA.

—  Support for AMD Multiuser GPU Using vDGA.
— More resilient upgrades.

— Display scaling for Windows Horizon Clients.

— DPI scaling is supported if it is set at the system level and the scaling level is greater than 100.

What are VMware RDS Hosted Sessions?

The following describes the VMware RDS Hosted Sessions:

An RDS host is a server computer that hosts applications and desktop sessions for remote access. An
RDS host can be a virtual machine or a physical server.

An RDS host has the Microsoft Remote Desktop Services role, the Microsoft Remote Desktop Session
Host service, and Horizon Agent installed. Remote Desktop Services was previously known as Terminal
Services. The Remote Desktop Session Host service allows a server to host applications and remote
desktop sessions. With Horizon Agent installed on an RDS host, users can connect to applications and
desktop sessions by using the display protocol PColP or Blast Extreme. Both protocols provide an
optimized user experience for the delivery of remote content, including images, audio and video.

The performance of an RDS host depends on many factors. For information on how to tune the
performance of different versions of Windows Server, see
http://msdn.microsoft.com/library/windows/hardware/gg463392.aspx.

Horizon 7 supports at most one desktop session and one application session per user on an RDS host.

When users submit print jobs concurrently from RDS desktops or applications that are hosted on the
same RDS host, the ThinPrint server on the RDS host processes the print requests serially rather than in
parallel. This can cause a delay for some users. Note that the print server does not wait for a print job to
complete before processing the next one. Print jobs that are sent to different printers will print in
parallel.

If a user launches an application and also an RDS desktop, and both are hosted on the same RDS host,
they share the same user profile. If the user launches an application from the desktop, conflicts may
result if both applications try to access or modify the same parts of the user profile, and one of the
applications may fail to run properly.

The process of setting up applications or RDS desktops for remote access involves the following tasks:
Installing Applications

— If you plan to create application pools, you must install the applications on the RDS hosts. If you
want Horizon 7 to automatically display the list of installed applications, you must install the
applications so that they are available to all users from the Start menu. You can install an
application at any time before you create the application pool. If you plan to manually specify an
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application, you can install the application at any time, either before or after creating an application
pool.

e Important

— When you install an application, you must install it on all the RDS hosts in a farm and in the same
location on each RDS host. If you do not, a health warning will appear on the View Administrator
dashboard. In such a situation, if you create an application pool, users might encounter an error
when they try to run the application.

— When you create an application pool, Horizon 7 automatically displays the applications that are
available to all users rather than individual users from the Start menu on all of the RDS hosts in a
farm. You can choose any applications from that list. In addition, you can manually specify an
application that is not available to all users from the Start menu. There is no limit on the number of
applications that you can install on an RDS host.

Farms, RDS Hosts, and Desktop and Application Pools

With VMware Horizon, you can create desktop and application pools to give users remote access to virtual
machine-based desktops, session-based desktops, physical computers, and applications. Horizon takes
advantage of Microsoft Remote Desktop Services (RDS) and VMware PC-over-IP (PColP) technologies to
provide high-quality remote access to users.

e RDS Hosts

— RDS hosts are server computers that have Windows Remote Desktop Services and View Agent
installed. These servers host applications and desktop sessions that users can access remotely. To
use RDS desktop pools or applications, your end users must have access to Horizon Client 3.0 or
later software.

e Desktop Pools

— There are three types of desktop pools: automated, manual, and RDS. Automated desktop pools
use a vCenter Server virtual machine template or snapshot to create a pool of identical virtual
machines. Manual desktop pools are a collection of existing vCenter Server virtual machines,
physical computers, or third-party virtual machines. In automated or manual pools, each machine is
available for one user to access remotely at a time. RDS desktop pools are not a collection of
machines, but instead, provide users with desktop sessions on RDS hosts. Multiple users can have
desktop sessions on an RDS host simultaneously.

e Application Pools

— Application pools let you deliver applications to many users. The applications in application pools
run on a farm of RDS hosts.

35



Solution Components

Farms

— Farms are collections of RDS hosts and facilitate the management of those hosts. Farms can have a
variable number of RDS hosts and provide a common set of applications or RDS desktops to users.
When you create an RDS desktop pool or an application pool, you must specify a farm. The RDS
hosts in the farm provide desktop and application sessions to users.

Some of the latest VMware Horizon features and enhancements are:

Flash Redirection

You can compile a black list to ensure that the URLs specified in the list will not be able to redirect
Flash content. You must enable the GPO setting FlashMMRUFrlIListEnableType to use either a white list or
black list.

Horizon Agent Policy Settings

— The VMwareAgentCIT policy setting enables remote connections to Internet Explorer to use the
Client's IP address instead of the IP address of the remote desktop machine.

— The FlashMMRUTrlListEnableType and FlashMMRUFrlList policy settings specify and control the white
list or black list that enables or disables the list of URLs from using Flash Redirection.

Horizon PowerCLI

— View PowerCLlI is deprecated. Horizon PowerCLI replaces View PowerCLI and includes cmdlets
that you can use with VMware PowerCLI.

— For more information about Horizon PowerCLI| cmdlets, read the VMware PowerCLI Cmdlets
Reference.

— For information on the API specifications to create advanced functions and scripts to use with
Horizon PowerCLI, see the APl Reference at the VMware Developer Center

— For more information on sample scripts that you can use to create your own Horizon PowerCLI
scripts, see the Horizon PowerCLI community on GitHub.

Horizon 7 for Linux desktops enhancements

— Audio input support

— Ubuntu 16.04 support

— Software H.264 Encoder to support multiple monitors

— Clipboard redirection support on all distributions

— VGPU support with NVIDIA M6 graphics card on RHEL 6.6/6.7/6.8/7.2 Workstation x64

Horizon Agent and Horizon Client can now leverage H.264 codec technology. Previously, Horizon Agent
and Horizon Client supported only a single monitor. This feature has been enhanced to support multiple
monitors.

Remote Desktop Operating System
The following remote desktop operating systems are now supported:
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— Windows 10 version 1607 Long-Term Servicing Branch (LTSB)
— Windows Server 2016

e Composer
For enhanced security, you can enable the digest access authentication method for Composer.

e Persona Management

— Persona Management supports guest operating systems that use the **v6'" version of the user
profile.

— You can use the migration tool to migrate the "v2' and "'v5" user profiles versions to the "v6'" user
profile version. The tool is installed with the Persona binary file.

Supported Windows 10 Operating Systems

Horizon 7 version 7.0.3 supports the following Windows 10 operating systems:
e Windows 10 version 1507 (RTM) Long-Term Servicing Branch (LTSB)
e Windows 10 version 1511 Current Business Branch (CBB)
e Windows 10 version 1607 Long-Term Servicing Branch (LTSB)

e Windows 10 version 1607 Current Branch (CB) as a tech preview feature

# Windows 10 LTSB version 1607 being used in this study
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Figure 10 Logical Architecture of VMware Horizon
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VMware Horizon Composer

VMware Horizon Composer is a feature in Horizon that gives administrators the ability to manage virtual
machine pools or the desktop pools that share a common virtual disk. An administrator can update

the master image, then all desktops using linked clones of that master image can also be patched. Updating
the master image will patch the cloned desktops of the users without touching their applications, data or
settings.

The VMware View Composer pooled desktops solution’s infrastructure is based on software-streaming
technology. After installing and configuring the composed pooled desktops, a single shared disk image
(Master Image) is taken a snapshot of the OS and application image, and then storing that snapshot file
accessible to host(s).
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Figure 11 VMware Horizon Composer

Composer

HYPERVISOR
-

Linked- Linked-
Clone Clone
Replica = =

STORAGE

(\

|

| Delta Disk

=1 Internal Disk

== Persistent Disk (optional)
Disposable Disk (optional)

Desktop Virtualization Design Fundamentals

An ever growing and diverse base of user devices, complexity in management of traditional desktops,
security, and even Bring Your Own (BYO) device to work programs are prime reasons for moving to a virtual
desktop solution.

VMware Horizon Design Fundamentals

VMware Horizon 7 integrates Remote Desktop Server Hosted sessions users and VDI desktop virtualization
technologies into a unified architecture that enables a scalable, simple, efficient, mixed users and
manageable solution for delivering Windows applications and desktops as a service.

Users can select applications from an easy-to-use “store” that is accessible from tablets, smartphones, PCs,
Macs, and thin clients. VMware Horizon delivers a native touch-optimized experience via PColP or Blast
Extreme high-definition performance, even over mobile networks.

Horizon VDI Pool and RDSH Servers Pool

Collections of identical Virtual Machines (VMs) or physical computers are managed as a single entity called a
Desktop Pool. In this CVD, VM provisioning relies on VMware View Composer aligning with VMware Horizon
Connection Server with vCenter Server components. In this CVD, machines in the Pools are configured to
run either a Windows Server 2012 OS (for RDS Hosted shared sessions) and a Windows 10 Desktop OS (for
pooled VDI desktops)
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Figure 12 VMware Horizon Design Overview
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IBM FlashSystem A9000 Storage

IBM FlashSystem A9000 and FlashSystem A9000R bring together the world-class ease of use from
Spectrum Accelerate software and the microsecond response times that are provided by IBM FlashCore
technology.

The unique module design and logical topology of IBM FlashSystem A9000 fundamentally differentiate them
from traditional, monolithic systems. This architectural divergence extends to the exceptional reliability,
availability, and serviceability (RAS) aspects of the system.

FlashSystem A9000 consists of three grid controllers and one flash enclosure. Each component is a 2U unit,
for a total of 8U of required rack space. FlashSystem A9000 must be installed by an IBM SSR, and it can be
placed into a customer-provided standard 19-inch rack. Communication between the grid controllers and
the flash enclosure is over InfiniBand. All cabling between the grid controllers and the flash enclosure is fully
redundant by using two sets of cables. The cables use industry standard plugs.

Each module (the flash enclosure and the three grid controllers) requires two independent power sources.
For the detailed requirements that apply to your country, see IBM FlashSystem A9000 Models 9836-415 and
9838-415 Deployment Guide, GC27-8564.

IBM FlashSystem Grid Controller

The grid controller acts as a core component, providing the interface and compute functions. It also provides
cache to accelerate both read and write operations. Furthermore, the grid controller is responsible for the
inline data reduction through data deduplication and compression. Data compression is assisted by
hardware accelerator cards.

The grid controller is based on dual Intel Xeon processors. It offers two CPU sockets, 24 dynamic device
reconfiguration 4 (DDR4) error correction code (ECC)-capable memory slots, and high-speed Peripheral
Component Interconnect Express (PCle) 3.0 connectors to attach and serve all I/O ports that are required for
FlashSystem A9000 and FlashSystem A9000R. The CPU sockets support Intel Xeon E5-26xx v3 series
processors.

IBM FlashSystem Flash Enclosure

The flash enclosure components include the flash modules (the MicroLatency modules), battery modules,
power supplies, and two fully redundant canisters.

Each flash enclosure canister contains the following components:
e RAID controller
e Two interface modules
¢ Management module
e Two hot-swappable fan modules
e Two Ethernet ports

e Two USB ports
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The two interface controllers are at the top of the container and feature two 40 Gbps InfiniBand ports. The
two 1 Gbps Ethernet ports are at the left and right edges of the canister.

Spectrum Accelerate Feature Set

FlashSystem A9000 incorporates autonomic and proactive monitoring and self-healing features. These
features enable preventative measures to preserve data redundancy before a component malfunction
occurs. The system is automatically restored to full redundancy within minutes of a hardware failure. When a
grid controller fails, its workload is directly taken over by another grid controller.

FlashSystem A9000 and FlashSystem A9000R provide an all-inclusive software license. All features,
including replication, migration, encryption, and data reduction, are included at no additional charge and
apply to the entire storage system:

Data reduction: pattern removal, data deduplication, and compression. FlashSystem A9000 and
FlashSystem A9000R use industry-leading data reduction technology that combines inline, real-time
pattern matching and removal, data deduplication, and compression. Compression also uses hardware
cards inside each grid controller. Compression can easily provide a 2:1 data reduction saving rate on its
own, effectively doubling the system storage capacity. Combined with pattern removal and data
deduplication services, FlashSystem A9000 and FlashSystem A9000R can easily yield an effective data
capacity of five times the original usable physical capacity. Data deduplication applies to data blocks of
8 KB or larger. Data reduction is implemented below the global cache to ensure rapid response times,
provide a global scope for data reduction services, and allow other data services to be unaffected,
including snapshots, replication, and host offload features, such as the VMware vStorage application
programming interface (API) for Array Integration (VAAI).

Multi-tenancy. FlashSystem A9000 and FlashSystem A9000R enable the secure isolation of logical
domains of storage resources among numerous tenants, with the ability to set different quality of
service (QoS) levels for each domain. Multi-tenancy enables the division of storage system
administration tasks into logical domains, by using role-based permissions. It also enables rapid
deployments while it minimizes the need for extensive planning, tuning, or field upgrades.

Host rate limiting: quality of service (QoS). FlashSystem A9000 and FlashSystem A9000R system
resources, such as storage and cache, constitute a virtualized environment that is shared by all hosts
and applications. This approach lends itself well to accommodate high-performance requirements for
multiple applications with similar performance objectives through fair resource allocation. QoS is
available at the domain, pool, and volume level. In environments with applications with various
performance objectives, the QoS feature enables the client to restrict input/output operations per
second (IOPS), bandwidth, or both to the correct domain, pool, host group, or volume. QoS can be
used to ensure that applications do not use too much of the storage system resources. Therefore, QoS
maximizes the resources that are available for applications that require the best performance.

Fibre Channel (FC) and internet Small Computer System Interface (iSCSI). FlashSystem A9000 and
FlashSystem A9000R both support the Fibre Channel and iSCSI communications protocols for host
attachment and remote mirroring.

Snapshots. The snapshot capabilities use a redirect on write design that allows snapshots to occur in a
sub-second time frame with no performance impact. The system supports multiple differential
shapshots of a volume. Any of the snapshots can be made writable. Then, snapshots can be taken of
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the newly writable snapshots (snapshots of snapshots). Volumes can even be restored from these
writable snapshots.

e Synchronous and asynchronous remote mirroring to another FlashSystem A9000 or FlashSystem
A9000R. Synchronous or asynchronous remote mirroring can be performed over Fibre Channel (FC) or
Internet Protocol (IP) iISCSI connections. Both protocols are also supported for two-way mirroring
connectivity. Synchronous remote mirroring is used when a zero recovery point objective (RPO) is
required. For practical reasons (latency), ensure that the distance is shorter than 100 km (62 miles). For
longer distances, asynchronous replication is more appropriate.

e Data migration. FlashSystem A9000 or FlashSystem A9000R can act as a host, gaining access to
volumes on an existing storage system. The system is configured as a proxy to respond to requests
between the current hosts and the storage while all existing data is migrated in the background.

e Hyper-Scale Mobility. IBM Hyper-Scale Mobility allows a volume to be migrated non-disruptively from
one FlashSystem A9000 to another over synchronous wide area network (WAN) distances without any
host disruption. This capability is in addition to the standard data migration that allows a FlashSystem
A9000 system to be a proxy as a host and to migrate volumes from other third-party arrays. For more
information about replication and migration, see the IBM Redbooks publication, IBM FlashSystem A9000
and A9000R Replication Solutions, REDP-5401.

e Encryption. FlashSystem A9000 or FlashSystem A9000R helps secure data with industry-standard
Advanced Encryption Standard (AES)-256 encryption for data at rest. Encryption is accomplished in
hardware to avoid any performance impact. External key management, IBM Security Key Lifecycle
Manager (SKLM) for example, is required. For more information, see the IBM Redbooks publication,
Data-at-rest Encryption for IBM FlashSystem A9000, IBM FlashSystem A9000R and XIV Storage
System, REDP-5402.

e Authentication by using Lightweight Directory Access Protocol (LDAP). LDAP can be used to provide
user logon authentication, allowing FlashSystem A9000 or FlashSystem A9000R to integrate with
Microsoft Active Directory, Open LDAP, or Oracle Java Systems Directory Server. Multiple directory
servers can be configured to provide redundancy if one server becomes unavailable. See the IBM
Redbooks publication, Using IBM FlashSystem A9000 and IBM FlashSystem A9000R with Active
Directory, REDP-5387.

e OpenStack and REST support. FlashSystem A9000 or FlashSystem A9000R can use the well-
established IBM code base for OpenStack and Representational State Transfer (REST) API support.

o VMware synergy. IBM Spectrum Control™ Base V3.1 allows a simplified deployment and efficient
integration of FlashSystem A9000 and FlashSystem A9000R with the VMware vCloud suite.

What is Versastack?

VersaStack Cl (Converged Infrastructure) is a flexible, all-flash converged infrastructure solution that brings
the flash revolution to your data center, faster. It combines the latest in compute, network, storage hardware
and virtualization software, into a single, integrated architecture that speeds time to deployment, lowers
overall IT costs and reduces deployment risk. Highly efficient components reduce the costs associated with
power, cooling and data center space. Based on 100 percent flash storage, VersaStack Cl provides the
performance and reliability business-critical applications demand.
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The hardware foundation of VersaStack CI includes IBM FlashSystem storage arrays, Cisco UCS Blade

Servers, Cisco Nexus ethernet switches and Cisco MDS fibre channel switches. VMware vSphere provides
the virtualization technology.

Figure 14 VersaStack Converged Infrastructure (Cl)

VersaStack Cl is available from qualified VersaStack Partners who help to provide an excellent converged

infrastructure ownership experience. VersaStack Partners have the knowledge and experience necessary to
help streamline the sizing, procurement, and delivery of your entire system.

Both the hardware and software components are combined into a single integrated unit that helps in faster
deployments and lowers overall IT costs.

Why VersaStack?
The following lists the benefits of VersaStack:
e Consistent Performance and Scalability
— Consistent sub-millisecond latency with 100% flash storage
— Consolidate 100’s of enterprise-class applications in a single rack

— Scales easily, without disruption
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— Continuous growth through multiple VersaStack Cl deployments
Operational Simplicity

— Fully tested, validated, and documented for rapid deployment

— Reduced management complexity

— Auto-aligned 512B architecture removes storage alignment issues
— No storage tuning or tiers necessary

Lowest TCO

— Dramatic savings in power, cooling, and space with 100 percent Flash
— Industry leading data reduction

Enterprise Grade Resiliency

— Highly available architecture with no single point of failure

— Non-disruptive operations with no downtime

— Upgrade and expand without downtime or performance loss

— Native data protection: snapshots and replication

Suitable for even large resource-intensive workloads such as real-time analytics or heavy transactional
databases

Benefits of IBM FlashSystem A9000 Series

IBM FlashSystem A9000 integrates the extreme performance of IBM FlashCore® technology, highly parallel
architecture, and comprehensive data reduction into one powerful solution enabled for the cloud.

Whether you are a service provider requiring highly efficient management, or an enterprise moving to the
cloud, IBM FlashSystem A9000 provides stable, reliable, and efficient storage.

Discover why IBM FlashSystem A9000 is an all-flash grid storage breakthrough that can empower your
business to derive more value from your data assets.

Microsecond response times powered by IBM FlashCore technology. Delivers microsecond response
times to accelerate critical applications and achieve competitive advantages.

Efficient storage economics with comprehensive data reduction, including flash-optimized pattern
removal, deduplication and compression.

Simplified storage administration with IBM Hyper-Scale Manager designed to streamline management
of FlashSystem A9000, FlashSystem A9000R, XIV, and Spectrum Accelerate systems.

Easy integration with almost any existing infrastructure, including those based on VMware, OpenStack,
and Microsoft solutions.

Consistent performance for mixed workloads thanks to a highly parallel grid architecture.
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e Multi-tenancy and quality of service capabilities to support multi-tenant deployments and avoid *'noisy
neighbors.*

o Comprehensive integrated storage services based on field-proven IBM Spectrum Accelerate software,
which includes snapshots, replication and more.

e Utilizes pattern removal; inline, global deduplication; inline compression; thin provisioning; and space-
efficient snapshots.

e Optimizes storage economics.

e Helps reduce both acquisition costs and total cost of ownership.

e Enables more granular data protection without increased cost.

e Cloud-optimized quality-of-service (QoS) features and multi-tenancy support.

e Enables simplified yet full-featured cloud deployments with QoS and multi-tenancy features.

e Addresses common cloud services management challenges such as “noisy neighbors” and highly
variable workloads.

e Delivers microsecond response times to accelerate critical applications and achieve competitive
advantages.

e Secure reliability and availability with greater than 99.999% availability, data-at-rest encryption, and 2D
RAID, including patented IBM Variable Stripe RAID.

e Versatile integration capabilities

— Integrates easily with almost any existing infrastructure, including those based on VMware,
OpenStack, Linux and Microsoft solutions

— Enables hypervisor and virtual environment integration
— Leverages a tight integration with IBM Spectrum Accelerate
e High reliability and availability
— Delivers greater than 99.999 percent availability
— Enables simplified disaster recovery with high availability and industry-leading data protection
e Exceptionally simple management tools
e Simplifies administration with a highly intuitive management interface
e Ease management with IBM Hyper-Scale technology
e Ability to grow and manage storage from a single interface with IBM Hyper-Scale technology
— Enables almost unlimited growth with single-pane-of-glass management

— Allows flexible, incremental capital investments
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— IBM Variable Stripe RAID technology
— Maintains performance while enhancing reliability without sacrificing usable capacity

e Harness the performance of a highly parallel architecture and IBM® FlashCore™ technology in one
innovative system

e Efficient storage economics with comprehensive data reduction, including flash-optimized pattern
removal, deduplication and compression

e Prevent “noisy neighbor” problems with quality-of-service (QoS) features that support multi-tenancy
and mixed workloads

e Deliver consistent, extreme performance to meet service level agreements for unpredictable, data-
intensive workloads

e Comprehensive integrated storage services based on field-proven IBM Spectrum Accelerate software,
which includes snapshots, replication and more

e Secure reliability & availability with greater than 99.999% availability, data-at-rest encryption, and 2D
RAID, including patented IBM Variable Stripe RAID

e |IBM FlashSystem Supports offers:
— Performance. IBM MicroLatency performance.

— Endurance. Flash memory will be covered for read/write endurance while you are under warranty or
maintenance.

— 7 year 24x7 Support. Up to 7 years of support available, with additional options like flash media
retention.

— Data Reduction. FlashSystem A9000 provides inline pattern removal, deduplication and
compression to make the most of your space.

— Peace of Mind. IBM provide you with complimentary lab services to help get you up and running
quickly. (NEW perpetual licensing with IBM Spectrum Accelerate / IBM Spectrum Storage Suite.)
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Architecture and Design Considerations for Desktop Virtualization
___________________________________________________________________________________________________________________________|

There are many reasons to consider a virtual desktop solution such as an ever growing and diverse base of
user devices, complexity in management of traditional desktops, security, and even Bring Your Own Device
(BYOD) to work programs. The first step in designing a virtual desktop solution is to understand the user
community and the type of tasks that are required to successfully execute their role. The following user
classifications are provided:

Knowledge Workers today do not just work in their offices all day - they attend meetings, visit branch
offices, work from home, and even coffee shops. These anywhere workers expect access to all of their
same applications and data wherever they are.

External Contractors are increasingly part of your everyday business. They need access to certain
portions of your applications and data, yet administrators still have little control over the devices they
use and the locations they work from. Consequently, IT is stuck making trade-offs on the cost of
providing these workers a device vs. the security risk of allowing them access from their own devices.

Task Workers perform a set of well-defined tasks. These workers access a small set of applications
and have limited requirements from their PCs. However, since these workers are interacting with your
customers, partners, and employees, they have access to your most critical data.

Mobile Workers need access to their virtual desktop from everywhere, regardless of their ability to
connect to a network. In addition, these workers expect the ability to personalize their PCs, by installing
their own applications and storing their own data, such as photos and music, on these devices.

Shared Workstation users are often found in state-of-the-art university and business computer labs,
conference rooms or training centers. Shared workstation environments have the constant requirement
to re-provision desktops with the latest operating systems and applications as the needs of the
organization change, tops the list.

After the user classifications have been identified and the business requirements for each user classification
have been defined, it becomes essential to evaluate the types of virtual desktops that are needed based on
user requirements. There are essentially five potential desktops environments for each user:

Traditional PC: A traditional PC is what typically constitutes a desktop environment: physical device with
a locally installed operating system.

Hosted Shared Desktop: A hosted, server-based desktop is a desktop where the user interacts through
a delivery protocol. With hosted, server-based desktops, a single installed instance of a server
operating system, such as Microsoft Windows Server 2012, is shared by multiple users simultaneously.
Each user receives a desktop "'session’ and works in an isolated memory space. Remoted Desktop
Server Hosted Server sessions: A hosted virtual desktop is a virtual desktop running on a virtualization
layer (ESX). The user does not work with and sit in front of the desktop, but instead the user interacts
through a delivery protocol.

Published Applications: Published applications run entirely on the VMware Horizon RDS hosted server
virtual machines and the user interacts through a delivery protocol. With published applications, a single
installed instance of an application, such as Microsoft Office, is shared by multiple users
simultaneously. Each user receives an application *"session'" and works in an isolated memory space.
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e Streamed Applications: Streamed desktops and applications run entirely on the user‘s local client
device and are sent from a server on demand. The user interacts with the application or desktop
directly but the resources may only available while they are connected to the network.

e Local Virtual Desktop: A local virtual desktop is a desktop running entirely on the user‘s local device and
continues to operate when disconnected from the network. In this case, the user’s local device is used
as a type 1 hypervisor and is synced with the data center when the device is connected to the network.

For the purposes of the validation represented in this document, both VMware Horizon hosted virtual
desktops and Remote Desktop Server Hosted sessions were validated. Each of the sections provides some
fundamental design decisions for this environment.

Understanding Applications and Data

When the desktop user groups and sub-groups have been identified, the next task is to catalog group
application and data requirements. This can be one of the most time-consuming processes in the VDI
planning exercise, but is essential for the VDI project’s success. If the applications and data are not identified
and co-located, performance will be negatively affected.

The process of analyzing the variety of application and data pairs for an organization will likely be

complicated by the inclusion cloud applications, for example, SalesForce.com. This application and data
analysis is beyond the scope of this Cisco Validated Design, but should not be omitted from the planning
process. There are a variety of third party tools available to assist organizations with this crucial exercise.

Project Planning and Solution Sizing Sample Questions

Now that user groups, their applications and their data requirements are understood, some key project and
solution sizing questions may be considered.

General project questions should be addressed at the outset, including:

e Has a VDI pilot plan been created based on the business analysis of the desktop groups, applications
and data?

¢ Is there infrastructure and budget in place to run the pilot program?
e Are the required skill sets to execute the VDI project available? Can we hire or contract for them?
e Do we have end user experience performance metrics identified for each desktop sub-group?
e How will we measure success or failure?
e What is the future implication of success or failure?
Below is a short, non-exhaustive list of sizing questions that should be addressed for each user sub-group:
e What is the desktop OS planned? Windows 8 or Windows 107?
e 32 bit or 64 bit desktop OS?

e How many virtual desktops will be deployed in the pilot? In production? All Windows 8/107?
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How much memory per target desktop group desktop?
Are there any rich media, Flash, or graphics-intensive workloads?

Will VMware Horizon RDSH be used for Hosted Shared Server applications planned? Are they are any
applications installed?

What is the desktop OS planned for RDS Server Roles? Windows server 2008 or Server 20127?
Will VMware Horizon Composer or another method be used for virtual desktop deployment?
What is the hypervisor for the solution?

What is the storage configuration in the existing environment?

Are there sufficient IOPS available for the write-intensive VDI workload?

Will there be storage dedicated and tuned for VDI service?

Is there a voice component to the desktop?

Is anti-virus a part of the image?

Is user profile management (for example, non-roaming profile based) part of the solution?
What is the fault tolerance, failover, disaster recovery plan?

Are there additional desktop sub-group specific questions?

Hypervisor Selection

VMware vSphere has been identified the hypervisor for both RDS Hosted Sessions and VDI based desktops:

VMware vSphere: VMware vSphere comprises the management infrastructure or virtual center server
software and the hypervisor software that virtualizes the hardware resources on the servers. It offers
features like Distributed Resource Scheduler, vMotion, high availability, Storage vMotion, VMFS, and a
multi-pathing storage layer. More information on vSphere can be obtained at the VMware web site:
http://www.vmware.com/products/datacentervirtualization/vsphere/overview.html.

# For this CVD, the hypervisor used was VMware ESXi 6.0 Update 2.

# Server OS and Desktop OS Machines configured in this CVD to support Remote Desktop Server

Hosted (RDSH) shared sessions and Hosted Virtual Desktops (both non-persistent and persis-
tent).
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Designing a VMware Horizon Environment for a Mixed Workload

With VMware Horizon 7 the method you choose to provide applications or desktops to users depends on the
types of applications and desktops you are hosting and available system resources, as well as the types of
users and user experience you want to provide.

Table 1 Designing a VMware Horizon Environment

You want: Inexpensive server-based delivery to minimize the cost
of delivering applications to a large number of users, while provid-
ing a secure, high-definition user experience.

Server OS machines

Your users: Perform well-defined tasks and do not require person-
alization or offline access to applications. Users may include task
workers such as call center operators and retail workers, or users
that share workstations.

Application types: Any application.

You want: A client-based application delivery solution that is se-
cure, provides centralized management, and supports a large num-
ber of users per host server (or hypervisor), while providing users

Desktop OS machines

with applications that display seamlessly in high-definition.

Your users: Are internal, external contractors, third-party collabo-
rators, and other provisional team members. Users do not require
off-line access to hosted applications.

Application types: Applications that might not work well with other
applications or might interact with the operating system, such as
.NET framework. These types of applications are ideal for hosting
on virtual machines.

Applications running on older operating systems such as Windows
XP or Windows Vista, and older architectures, such as 32-bit or 16-
bit. By isolating each application on its own virtual machine, if one
machine fails, it does not impact other users.

You want: Employees with secure remote access to a physical
computer without using a VPN. For example, the user may be ac-
cessing their physical desktop PC from home or through a public
WIFI hotspot. Depending upon the location, you may want to restrict

Remote PC Access

the ability to print or copy and paste outside of the desktop. This
method enables BYO device support without migrating desktop im-
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ages into the datacenter.

Your users: Employees or contractors that have the option to work
from home, but need access to specific software or data on their
corporate desktops to perform their jobs remotely.

Host: The same as Desktop OS machines.

Application types: Applications that are delivered from an office
computer and display seamlessly in high definition on the remote
user's device.

For the Cisco Validated Design described in this document, a mix of Remote Desktop Server Hosted
sessions (RDSH) using RDS based Server OS and VMware Horizon pooled Linked Clone Virtual Machine
Desktops using VDI based desktop OS machines were configured and tested.

The mix consisted of a combination of both use cases. The following sections discuss design decisions
relative to the VMware Horizon deployment, including the CVD test environment.
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Solution Hardware and Software
|

Products Deployed

The architecture deployed is highly modular. While each customer’s environment might vary in its exact
configuration, the reference architecture contained in this document once built, can easily be scaled as
requirements and demands change. This includes scaling both up (adding additional resources within a
Cisco UCS Domain) and out (adding additional Cisco UCS Domains and IBM FlashSystem A9000 storage
Arrays)

The solution includes Cisco networking, Cisco UCS and IBM FlashSystem A9000 storage, which efficiently fit

into a single data center rack, including the access layer network switches.

This validated design document details the deployment of 5000 users for a mixed VMware Horizon desktop

workload featuring the following software:

This validated design document details the deployment of the multiple configurations extending to 5000
users for a mixed Horizon workload featuring the following software:

e VMware vSphere ESXi 6.0 Update 2 Hypervisor
e Microsoft SQL Server 2012
e Cisco Nexus 1000V primary and secondary Virtual Supervisor Module

e VMware Horizon 7 Shared Remote Desktop Server Hosted Sessions (RDSH) on IBM FlashSystem
A9000 on fibre channel storage

e VMware Horizon 7 Non-Persistent Virtual Desktops (VDI) on IBM FlashSystem A9000 on fibre channel
storage

e VMware Horizon 7 Connection Server and Additional Replica Servers
e VMware Horizon 7 Composer Server

e Windows 2012 R2 Server for Profile Manager

e Microsoft Windows Server 2012 R2

e Windows 10 64-bit virtual machine Operating Systems

Figure 15 details the physical hardware and cabling deployed to enable this solution.
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Figure 15 Virtual Desktop Workload Architecture for the 5000 seat on VMware Horizon 7 on VersaStack
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Hardware Deployed

The solution contains the following hardware as shown in Figure 15:
e Two Cisco Nexus 9372PX Layer 2 Access Switches
e Two Cisco MDS 9148S 16Gb Fibre Channel Switches

e Four Cisco UCS 5108 Blade Server Chassis with two Cisco UCS-IOM-2208XP 10 Modules
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e Two Cisco UCS B200 M4 Blade servers with Intel Xeon E5-2660v3 2.60-GHz 10-core processors,
128GB 2133MHz RAM, and one Cisco VIC1340 mezzanine card for the hosted infrastructure, providing
N+1 server fault tolerance

e Ten Cisco UCS B200 M4 Blade servers with Intel Xeon E5-2680v4 2.40-GHz 14-core processors,
512GB 2400MHz RAM, and one Cisco VIC1340 mezzanine card for the VMware Horizon Remote
Desktop Server Hosted Sessions workload, providing N+1 server fault tolerance at the workload cluster
level

e Twenty Cisco UCS B200 M4 Blade servers with Intel Xeon E5-2680v4 2.40-GHz 14-core processors,
512GB 2400MHz RAM, and one Cisco VIC1340 mezzanine card for the non-persistent VMware Horizon
pooled virtual desktop workload, providing N+1 server fault tolerance at the workload cluster level

e |IBM FlashSystem A9000 storage with three grid controllers and an storage enclosure with 12TB usable
physical capacity and 60 TB effective capacity (effect capacity assumes a data reduction that is
calculated at about 5:1)

Table 2 lists the software and firmware version used in the study.

Table 2 Software and Firmware Versions used

Vendor Product / Component Version / Build / Code
Cisco UCS Component Firmware 3.1(2b) bundle release
Cisco UCS Manager 3.1(2b) bundle release
Cisco UCS B200 M4 Blades 3.1(2b) bundle release
Cisco VIC 1340 4.1(1d)

Cisco Nexus 1000V 521

Cisco Virtual Switch Update Manager 1.56

VMware VMware Horizon 7.0.3

VMware VMware Composer Server 7.0.3

VMware vCenter Server Appliance 6.0.0.20000

VMware vSphere ESXi 6.0 Update 2 6.0.0.4192238
Storage IBM FlashSystem A9000 12.0.2.c

Logical Architecture

The logical architecture of this solution is designed to support up to 5000 users within four Cisco UCS 5108
Blade server chassis containing 32 blades, which provides physical redundancy for the blade servers for
each workload type.
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Figure 16 outlines the logical architecture of the test environment, including the Login VSI session launcher
self-contained end user experience benchmarking platform

Figure 16 Logical Architecture Overview

VMware Horizon View Virtualized
— | Desktops (RDSH Sessions & VDI |, ppa— Workload Solution
Launcher Setup Desktops) { T Infrastructure Components

’ -] Data Stores
VS| Share [ RDSservervMs | g
J

1L

View Connection
Servers

| VDI Desktop VMs |

~ VMware ESXi6 on - VMware ESXi6 on to SXIO on ‘
Cisco UCS B200 M3 Servers Cisco UCS B200 M4 Servers Cisco UCS B200 M4 Servers

ﬁ This document is intended to allow you to fully configure your environment. In this process, vari-
ous steps require you to insert customer-specific naming conventions, IP addresses, and VLAN
schemes, as well as to record appropriate MAC addresses.

Figure 17 identifies the server roles in the 32 server deployment to support the 5000 seat workload. We also
break out the infrastructure virtual machine fault tolerant design.
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Figure 17 Server, Location, and Purpose
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The following table outlines the virtual machine deployments on the hardware platform.

Table 3 Virtual Machine Deployment Architecture

Server Location Purpose

Name

C1-Blade 8 Physical - Chassis 1, 2 ESXi 6.0 Hosts Infrastructure VMs

C2-Blade 8 Windows 2012-R2, VCenter
Server Appliance, VMware Con-
nection Servers, Replica Servers,
Composer Server, Domain Con-
trollers, SQL Server, Cisco N1KV
VSM, VSUM.

Cl-Bladel-7 Physical - Chassis 1,2,3 & 4 ESXi 6.0 Hosts

C2-Blade 7 81x VMware Horizon RDSH Serv-

C3-Blade 7 er VMs

C4-Blade 7

C2-Bladel-6 Physical - Chassis 2,3 & 4 ESXi 6.0 Hosts

C3-Bladel-6 & 8

2900x VMware Horizon VDI
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Server Location Purpose

Name

C4-Bladel-6 & 8 (Non-Persistent) VMs
VLANs

The VLAN configuration recommended for the environment includes a total of seven VLANSs as outlined in
Table 4.

Table 4 VLANs Configured in this Study
VLAN Name VLANID VLAN Purpose

Default 1 Native VLAN
In-Band-Mgmt 60 VLAN for in-band management interfaces
Infra-Mgmt 61 VLAN for Virtual Infrastructure
VDI 102 VLAN for VDI Traffic
vMotion 66 VLAN for VMware vMotion
OB-Mgmt 164 VLAN for out-of-band management
interfaces
VSANSs

We utilized two virtual SANs for communications and fault tolerance in this design.

Table 5 VASNs Configured in this Study

VSAN Name VSAN Purpose ID Used in Validating
this Document

VSAN 1 VSAN for primary SAN communication 300

VSAN 2 VSAN for secondary SAN communication 301

VMware Clusters

The following four VMware Clusters were used in one vCenter data center to support the solution and testing
environment:

e VDI Cluster: IBM FlashSystem A9000 storage with Cisco UCS
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— Infrastructure Cluster: Infra VMs (vCenter Appliance, Active Directory (2), DNS, DHCP, SQL Server,
VMware Horizon Connection Servers, VMware Horizon Replica Servers, VMware Horizon Composer
Server, Nexus 1000v Virtual Supervisor Modules ( VSMs, etc.), Microsoft SQL Server.

— RDSH: VMware Horizon RDSH (Remote Desktop Server Hosted) VMs (Windows Server 2012 R2
RDS Roles) provisioned with VMware View Composer.

— VDI Non-Persistent: VMware Horizon VDI VMs (Windows 10 64-bit non-persistent virtual desktops
provisioned with VMware Horizon Composer.

e VS| Launchers Cluster

— Launcher Cluster: Login VSI Cluster (The Login VSI launcher infrastructure was connected using the
same set of switches and vCenter instance, but was hosted on separate local storage and servers)

Figure 18 VMware vSphere Clusters on vSphere Web GUI

vmware® vSphere Web Client  #= U | Administator@VSPHERELOCAL » | Help +

Navigator Y [ vcSAwdipodlocal | Actions v

4 wCenter Servers 0] Geting Statted | Summary | Monitor  Manage  Related Objects

[ VCSAwdipod.local

VCSA.vdipod.Jocal CRU FREE: 202 THz
[ Tap Level Objacts ‘ : ) )

: Virtue| Mactines 1055 USED: 8037 GHz CAPACITY: 2.11 THz

Datacenters = Hosts: 3
MEMORY FREE: 13.51 T
Clusters USED: 173 T8 CAPACITY 15,24 TB
@ Infra STORAGE FREE: 3364 TB
B rosH-cL USED: 26178 CAPACITY: 4225 T

0 vorcL
Solution Configuration

This section details the configuration and tuning that was performed on the individual components to
produce a complete, validated solution. Figure 19 illustrates the configuration topology for this solution.

59



Solution Hardware and Software

Configuration Topology for Scalable VMware Horizon Mixed Workload

Component Layers

Figure 19 Solution Component Layers
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2 Cisco Nexus 9372PX Switches
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Up to 8 Cisco UCS B200 M4 Blade Servers

Storage

1 I1BM FlashSystem A9000

12 x 1.2 TB MicroLatency
Modules (21.44 TB Raw capacity)

Figure 19 above captures the architectural diagram for the purpose of this study. The architecture is divided
into three distinct layers:

e Cisco UCS Compute Platform
e Network Access layer and LAN

e Storage Access to the IBM FlashSystem A9000 Storage Array

Solution Cabling

The following sections detail the physical connectivity configuration of the VersaStack 5000 seat VMware
Horizon 7 environment.

The information in this section is provided as a reference for cabling the physical equipment in this Cisco
Validated Design environment. To simplify cabling requirements, the tables include both local and remote
device and port locations.

The tables in this section contain the details for the prescribed and supported configuration of the IBM
FlashSystem A9000 to the Cisco 6248UP Fabric Interconnects via Cisco MDS 9148S FC switches.
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‘ﬁ This document assumes that out-of-band management ports are plugged into an existing man-
agement infrastructure at the deployment site. These interfaces will be used in various configu-
ration steps.

ﬁ Be sure to follow the cabling directions in this section. Failure to do so will result in necessary
changes to the deployment procedures that follow because specific port locations are men-
tioned.

Figure 20 shows a cabling diagram for a VMware Horizon configuration using the Cisco Nexus 9000, Cisco
MDS 9100 Series and IBM FlashSystem A9000 storage Array. The IBM FlashSystem should be connected
according to best practices for the IBM flash enclosure and grid controllers.

Figure 20 VersaStack 5000 Seat Cabling Diagram
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Cisco Nexus Switch Cabling Details

Table 6 Cisco Nexus 9372-A Cabling Information
Local Device Local Port Connection | Remote Device Remote Port
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Local Device Local Port Connection Remote Device Remote Port

Eth1/17 10GbE Cisco UCS fabric Eth1/17
interconnect A

Eth1/18 10GbE Cisco UCS fabric Eth1/18
interconnect A

Eth1/19 10GbE Cisco UCS fabric Eth1/17
interconnect B

Eth1/20 10GbE Cisco UCS fabric Eth1/18
interconnect B

Eth1/49 40GbE Cisco Nexus 9372 B Eth1/49

Eth1/50 40GbE Cisco Nexus 9372 B Eth1/50

MGMTO GbE GbE management switch Any

# For devices requiring GbE connectivity, use the GbE Copper SFP+s (GLC-T=).

Table 7 Cisco Nexus 9372-B Cabling Information

Local Device Local Port Connection Remote Device Remote Port
Cisco Nexus 9372 B Eth1/17 10GbE Cisco UCS fabric Eth1/19
interconnect A
Eth1/18 10GbE Cisco UCS fabric Eth1/20
interconnect A
Eth1/19 10GbE Cisco UCS fabric Eth1/19
interconnect B
Eth1/20 10GbE Cisco UCS fabric Eth1/20
interconnect B
Eth1/49 40GbE Cisco Nexus 9372 A Eth1/49
Eth1/50 40GbE Cisco Nexus 9372 A Eth1/50
MGMTO GbE GbE management switch Any

Cisco UCS 6248UP Fabric Interconnect Cabling

Table 8 Cisco UCS Fabric Interconnect A Cabling Information

Local Device

Local Port

Connection

Remote Device

Remote Port
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Local Device Local Port Connection Remote Device Remote Port
Cisco UCS fabric Eth1/17 10GbE Cisco Nexus 9372 A Eth1/17
interconnect A
Eth1/18 10GbE Cisco Nexus 9372 A Eth1/18
Eth1/19 10GbE Cisco Nexus 9372 B Eth1/17
Eth1/20 10 GbE Cisco Nexus 9372 B Eth 1/18
Eth1/1-1/4 10GbE UCS 5108 Blade Chassis IOM 1-4

IOM-A, Chassis 1

Eth1/5-1/8 10GbE UCS 5108 Blade Chassis IOM 1-4
IOM-A, Chassis 2

Eth1/9-1/12 10GbE UCS 5108 Blade Chassis IOM 1-4
IOM-A, Chassis 3

Eth 1/13- 10GbE UCS 5108 Blade Chassis IOM 1-4
1/16 IOM-A, Chassis 4

MGMTO GbE GbE management switch Any

L1 GbE Cisco UCS fabric L1

interconnect B

L2 GbE Cisco UCS fabric L2
interconnect B

FC 2/13 8Gb FC Cisco MDS 9148S-A FC 1/37
FC 2/14 8Gb FC Cisco MDS 9148S-A FC 1/38
FC 2/15 8Gb FC Cisco MDS 9148S-A FC 1/39
FC 2/16 8Gb FC Cisco MDS 9148S-A FC 1/40

Table 9 Cisco UCS Fabric Interconnect B Cabling Information

Local Device Local Port Connection Remote Device Remote Port
Cisco UCS fabric Eth1/17 10GbE Cisco Nexus 9372 A Eth1/19
interconnect B
Eth1/18 10GbE Cisco Nexus 9372 A Eth1/20
Eth1/19 10GbE Cisco Nexus 9372 B Eth1/19
Eth1/20 10GbE Cisco Nexus 9372 B Eth1/20

63



Solution Hardware and Software

Local Device Local Port Connection Remote Device Remote Port

Eth1/1-1/4 10GbE UCS 5108 Blade Chassis IOM 1-4
IOM-B, Chassis 1

Eth1/1-1/8 10GDbE UCS 5108 Blade Chassis IOM 1-4
|IOM-B, Chassis 2

Eth1/9-1/12 10GbE UCS 5108 Blade Chassis IOM 1-4
|IOM-B, Chassis 3

Eth 1/13-1/16 | 10GbE UCS 5108 Blade Chassis IOM 1-4
IOM-B, Chassis 4

L1 GbE Cisco UCS fabric L1
interconnect B

L2 GbE Cisco UCS fabric L2
interconnect B

FC 2/13 8Gb FC Cisco MDS 9148S-B FC 1/37
FC 2/14 8Gb FC Cisco MDS 9148S-B FC 1/38
FC 2/15 8Gb FC Cisco MDS 9148S-B FC 1/39
FC 2/16 8Gb FC Cisco MDS 9148S-B FC 1/40

Figure 21 Cable connectivity between Cisco UCS 6248UP Fabric Interconnects and Cisco Nexus 9372PX
Switches

R R e el e Bt ne be be e ned
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I —— — ek . - e —
[ Cisco Nexus Switch 9372PX.A l/ / | Cisco Nexus Switch 9372PX.8

{’f(/"-_\ > T T /
, ‘ s,

ITETTOER] TOROARRav: 222 22822 3

| Cisco UCS 6248UP- Fabric-B |

I Cisco UCS 6243UP- Fabric-A

Cisco MDS 9148S Cabling

Figure 21 illustrates the cable connectivity between the Cisco MDS 9148S and the Cisco 6248 Fabric
Interconnects and the IBM FlashSystem A9000 Storage.

We used two 8Gb FC connections from each Fabric Interconnect to each MDS switch.

We utilized six 8Gb FC connections from the IBM FlashSystem A9000 storage to each MDS switch.
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Table 10 Cisco MDS 9148S A Cabling

Local Device Local Port Connection Remote Device Remote Port

Cisco MDS 9148S-A fc1/37 8Gb FC Cisco 6248UP Fabric fc2/13
Interconnect-A

fc1/38 8Gb FC Cisco 6248UP Fabric fc2/14
Interconnect-A

fc1/39 8Gb FC Cisco 6248UP Fabric fc2/15
Interconnect-A

fc1/40 8Gb FC Cisco 6248UP Fabric fc2/16
Interconnect-A

fcl/43 8Gb FC IBM FlashSystem A9000 fcl/1
storage

fc1/44 8Gb FC IBM FlashSystem A9000 stor- | fc2/1
age

fc1/45 8Gb FC IBM FlashSystem A9000 stor- | fc3/1
age

fcl/46 8Gb FC IBM FlashSystem A9000 stor- | fcl/3
age

fcl/47 8 GB FC IBM FlashSystem A9000 stor- | fc2/3
age

Fcl1/48 8 Gb FC IBM FlashSystem A9000 stor- | fc3/3
age

Table 11 Cisco MDS 9148S B Cabling

Local Device Local Port Connection Remote Device Remote
Port
Cisco MDS 9148S-B fc1/37 8Gb FC Cisco 6248UP Fabric fc2/13

Interconnect-B

fc1/38 8Gb FC Cisco 6248UP Fabric fc2/14
Interconnect-B

fc1/39 8Gb FC Cisco 6248UP Fabric fc2/15
Interconnect-B
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Local Device Local Port Connection Remote Device Remote
Port

fc1/40 8Gb FC Cisco 6248UP Fabric Inter- fc2/16
connect-B

fc1/43 8Gb FC IBM FlashSystem A9000 stor- | fc1/2
age

fc1/44 8Gb FC IBM FlashSystem A9000 stor- | fc2/2
age

fcl/45 8Gb FC IBM FlashSystem A9000 stor- | fc3/2
age

fcl/46 8Gb FC IBM FlashSystem A9000 stor- | fc1/4
age

fcl/47 8 GB FC IBM FlashSystem A9000 stor- | fc2/4
age

Fc1/48 8 Gb FC IBM FlashSystem A9000 stor- | fc3/4
age

VersaStack Fabric to IBM FlashSystem A9000 FlashSystem Cabling

IBM FlashSystem A9000 grid controllers 01, 02 and 03 connection to MDS A and B Switches using VSAN
300 for Fabric A and VSAN 301 Configured for Fabric B.
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Figure 22 IBM FlashSystem A9000 storage connectivity to Cisco MDS FC switches
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Figure 23 Fibre Channel Cable Connectivity from IBM FlashSystem A9000 to Cisco MDS 9148S to Cisco
6248 Fabric Interconnects
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Cisco Unified Computing System Base Configuration

This section details the Cisco UCS configuration that was done as part of the infrastructure build out. The
racking, power, and installation of the chassis are described in the install guide (see
www.cisco.com/c/en/us/support/servers-unified-computing/ucs-manager/products-installation-guides-
list.html) and it is beyond the scope of this document.

For more information about each step, refer to the following documents: Cisco UCS Manager Configuration
Guides - GUI and Command Line Interface (CLI) Cisco UCS Manager - Configuration Guides - Cisco

Cisco UCS Manager Software Version 3.1(2b)

This document assumes the use of Cisco UCS Manager Software version 3.1(2b). To upgrade the Cisco
UCS Manager software and the Cisco UCS 6248 Fabric Interconnect software to a higher version of the
firmware,) refer to Cisco UCS Manager Install and Upgrade Guides.

Configure Fabric Interconnects at Console

To configure the fabric interconnect, complete the following steps:

1. Connect a console cable to the console port on what will become the primary fabric interconnect.

2. If the fabric interconnect was previously deployed and you want to erase it to redeploy, follow these
steps:
a. Login with the existing user name and password
b. Enter: connect local-mgmt
c. Enter: erase config
d. Enter: yes to confirm

3. After the fabric interconnect restarts, the out-of-box first time installation prompt appears, type “con-
sole” and press Enter.

®° 1020.164.2 - PuTTyY N

4. Type “setup” at the setup/restore prompt, then press Enter.

5. Type “y” then press Enter to confirm the setup.
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7. Enter and confirm the password and enter switch Fabric A.

Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup. (setup/restore) ? se
up

You have chosen to setup a new Fabric interconnect. Continue? (y/n): y
Enforce strong password? (y/n) [yl: n

Enter the password for "admin":
Confirm the password for "a

Is this Fabric terconnect part of a cluster(select 'no' for standalone)? (ye
s/no) [n]: yes

Enter the switch fabric (A/B) []: A

8. Complete the setup dialog questions.

s/no) [n]: yes
Enter the switch fabric (A/B) []1: A
Enter the system name: UCS-VSAN
Physical Switch Mgmt0 IP address : 10.29.132.8
Physical Switch Mgmt0 IPv4 netmask : 255.255.255.0
IPv4 address of the default gateway : 10.29.132.1
Cluster IPv4 address : 19.29.132.10

VIP 19.29.132.10 and Mgmt IP 10.29.132.8 are not in same subnet;
Please re-enter IPs.

Cluster IPv4 address : 10.25.132.10
configure the DNS Server IP address? (yes/nc) [n]l: n

configure the default domain name? (yes/no) [n]l: n

Join centralized management environment (UCS Central)? (yes/no) [n]:

9. Review the selections and type “yes”.
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Following configurations will be applied:

Switch Fabric=A

System Name=UCS-VSAN

Enforced Strong Password=no

Physical Switch MgmtO IP Address=10.29.132.8
Physical Switch MgmtO IP Netmask=255.255.255.0
Default Gateway=10.29.132.1

Ipvé value=0

Cluster Enabled=yes

Cluster IP Address=10.29.132.10

NOTE: Cluster IP will be configured only after both Fabric Interconnects are
initialized

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/n
o) : yesl

10. Console onto second fabric interconnect, select console as the configuration method and provide the
following inputs.

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect. This Fabric
interconnect will be added to the cluster. Continue (y/n) ? v

Enter the admin password of the peer Fabric interconnect:
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect Mgmt0 IPv4 Address: 10.29.132.9
Peer Fabric interconnect Mgmt0 IPv4 Netmask: 255.255.255.0
Clustexr IPv4 address :10.29.132.10

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect Mg
Imt0 IPv4 Address

Base Cisco UCS System Configuration

To configure the Cisco Unified Computing System, complete the following steps:

1. Open a web browser and navigate to the Cisco UCS 6248 Fabric Interconnect cluster address.
2. Click the Launch UCS Manager link to download the Cisco UCS Manager software.

3. If prompted to accept security certificates, accept as necessary.

70



Solution Hardware and Software

4. When prompted, enter admin as the user name and enter the administrative password.
5. Tolog in to Cisco UCS Manager, click Login.

Set Fabric Interconnects to Fibre Channel End Host Mode

To set the Fabric Interconnects to the Fibre Channel End Host Mode, complete the following steps:

1. On the Equipment tab, expand the Fabric Interconnects node and click Fabric Interconnect A.
2. On the General tab in the Actions pane, click Set FC End Host mode.

3. Follow the dialogs to complete the change.

e
CISCO

UCS Manager

All - Equipment / Fabric Interconnects [ Fabric Int

* Equipment General Physical Ports Fans PSUs

Equiprnent
» Chassis

» Rack-Mounts Fault Summary

* Fabric Interconnects ® o G
u] o

Fabric Interconnect A (prirmany)

»  Expansion Module 1

» Fans
<] m >
v Fixed Module
Status
» P5Us
» Fabric Interconnect B (subordinate) Cherall Status . 4 Operable
Therrmal 4 0K
Ethernet Mode . End Host
FC hode . End Host

Admin Evac Mode : Off
Oper Evac Mode @ OfF

‘ﬁ Both Fabric Interconnects automatically reboot sequentially when you confirm you want to oper-

ate in this mode.

Configure Fibre Channel Uplink Ports

To configure the Fibre Channel Uplink Ports, complete the following steps:

1. After the restarts are complete, from the General tab, Actions pane, click Configure Unified ports.

2. Click Yes to confirm in the pop-up window.
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atlvan]us —
clsco UCs Mana ge

2l - Equipment / Fabric Interconnects / Fabric Intercs

* Equiprment General Physical Ports Fans PSUs=

» Chassis

e

» Rack-hMounts Fault Summary
* Fabric Interconnects ® G 0
] o o (]
» Expansion Module 1
» Fans
< | m >
» Fixed Module
Status
» PSUs
» Fabric Interconnect B (subordinate) Chwerall Status . 4 Operable
Thermal . 4 OK
Ethernet Mode : End Host
FC hMode : End Host

Adrmin Evac Mode © OFF
Dper Evac Maode - OFF

<| m >

Actions

Configure Evacuation

Configure Unified Ports h

3. Click Configure Expansion Module Ports.

+ Configure Unified Ports E3
Unified Computing System Manager
Configure Fixed Module Ports @

The position of the slider determines the typs of the ports.

Instructions
’V All the parts to the left of the slider are Ethernet parts (Blus), whils the ports ta the right are Fibre Channel ports (Purple).

Port Transpork If Role or Port Channel Membership Desired IF Role

Fort 1 =ther Server |
Faort 2 ether Server

Port 3 ether Server

Fort 4 ether Server

Faort 5 ether Server

Fort & ether Server

Port 7 ether Server

Fort 5 ether Server

Faort @ ether Server

Fort 10 ether Server

Port 11 ether Server

Fort 12 ether Server

Fort 13 ether Unconfigured

Port 1< ether Unconfigured

S e oo iid]

2 Up @l Admin Down [l Fail | Link Down

Configure Fived Module Ports || Canfigure Expansion Madule Ports | Finish | cancel |

4. Move the slider to the left.

Ports to the right of the slider will become FC ports. For our study, we configured the last four ports on the
Expansion Module as FC ports.
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= Configure Unified Ports b

Unified Computing System Manager

Configure Expansion Module Ports

FC Ports

- Instructions
The pasition of the slider determines the type of the paorts,
All the ports bo the left of the slider are Ethernet ports (Blue), while the ports ko the right are Fibre Channel ports (Purple).
Port Transport If Role or Port Channel Membership Desired IF Role
Paort 1 =ther Unconfigured =
Port 2 ether Unconfigured
Port 3 ether Unconfigured
Port 4 ether Unconfigured
Fort 5 ether Uniconfigured
Fort 6 ether Unconfigured

5. Click Finish, then click Yes to confirm. This action will cause a reboot of the Expansion Module.

~ Configure Unified Ports

Unified Computing System Manager

Configure Expansion Wodule Ports 7

o ot ot e
S |

ure Unified Ports

Applying this configuration will cause the immediate reboot of Fabric Interconnect and/or Expansion Moduls(s),
because changes ko the Fixed module require a rebook of the Fabric Interconnect and changes on an Expansion Module require a reboot of that module.

Are you sure yvou wank to apply the changes?
— Mo |

Insky
’7 The position of the slider determines the type of the ports,

All the ports to the left of the slider are Ethernet ports (Bluel, while the ports to the right are Fibre Channel ports (Purple).

Porkt Transporkt If Role or Port Channel Membership Desired IF Role
Port 1 sther Unconfigured -|
Fort = sther Unconfigured
Pork 3 ether Unconfigured
Fort 4 sther Unconfigured
Pork S ether Unconfigured
Fort & sther Unconfigured
Pork 7 ether Unconfigured
Port & ether Unconfigured
FC Port 9 Fc FC Uplink [Ethernet Uplink =1
L Up B Admin Down Bl Fail | Link Down *
Configure Fixed Module Pores | [ confiaure Eepansion Module ports || Finish | cancel |

After the expansion module reboot, your FC Ports configuration should look like the screenshot below:

S Manage W G 0

Q 1

tisco o 1 7
Al . ipment / Fabric | Fabric Alprimar... | Expansion Module 1 / FCPorts
FCPorts
v Equipment
} Chassis Vo hchvarced Fiter - # Ecpor 2 Print | [ All [|Uneonfigured [ | Network || Storage [ Monitar
v Rack-Mounts Slat Port ID WWPN If Rale If Type Querall Status Admin State
* Fabric: It 1
s fmereennects 2 13 20:40:54:7F EE:83:42:00 Metwork Physical Up Enahlzd
v Fabric Interconnect A (primary)
* Expansion Module 1 2 a4 20rdE:5:7F EE:83:42:00 Metwork Physical Un Enabled
» Ethemet Ports 2 15 20:4F: 54:7F EE:B3:42:00 Metwork Physical Up Enzhled
2 16 20:50:54:7F-EE:83:42:00 Metwork Physical Up Enahlzd
FCPat 13
FC Port 14
FCPart 15
FC Part 16

6. Repeat this procedure for Fabric Interconnect B.
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7. Insert Cisco SFP 8 Gbps FC (DS-SFP-FC8-SW) modules into ports 13 through 16 on both Fabric Inter-
connects and cable as prescribed later in this document.

Edit Chassis Discovery Policy
Setting the discovery policy simplifies the addition of B-Series Cisco UCS chassis.
To modify the chassis discovery policy, complete the following steps:

1. In Cisco UCS Manager, in the navigation pane, click the Equipment node and select Equipment in the list
on the left.

2. In the right pane, click the Policies tab.
3. Under Global Policies, set the Chassis/FEX Discovery Policy to 4-link.

4. Set the Link Grouping Preference to Port Channel.

Equipment

Main Topology View Faloric Interconnects Servers Thermal Decommissioned Firrmvare Management Policies

_ Autoconfig Palicies Senser Inheritance Palicies Server Discouery Palicies SEL Palicy Fower Groups

Action 4 Link M
Link @rauping Preference e Maone | Part Channel

Multicast Hardware Hash @ Disabled | Enabled

Rack Server Discovery Policy

Action o (e lmmediste User Acknowledged

Serub Policy: | <not set> v

Rack Management Connection Policy

Action (e Auto Acknowledged User Acknowledged

Power Policy

Redundancy MNon Redundant (e M+ Grid

MAC Address Table Aging

Aging Time Newer (e Mode Default (0 other

5. Click Save Changes.

6. Click OK.

Acknowledge Cisco UCS Chassis

To acknowledge all Cisco UCS chassis, complete the following steps:

1. In Cisco UCS Manager, in the navigation pane, click the Equipment tab.
2. Expand Chassis and select each chassis that is listed.

3. Right-click each chassis and select Acknowledge Chassis.
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®0C 0
asco’ UCS Manager v

Al . Equipment / Chassis / Chassis 1
. W - Eaipment General | Servers  Service Profles IO Modules  Fens  PSUs  Hybrd Display  Slots Installed Fimwere  SELLogs  Pawer Contro
quipment

+ Chassis

s Fault Summary Physical Display

» Chassis 2

S ® © o ©

» Chassisa

» Rack-Mounts

» Fabric Interconnects Status

Overall Status: 4 Operable

# Status Details

Actions

Acknawledge Chassis
Decommissicn Ghassis

Remove Chassis

Properties

Turn on Locater LED

Wiew POST Results D B

Start Fault Suppression Product Name : Cisco UCS 6108

O
@
e
=)
©
(1)

Wendor Cisco Systems Inc FID : N20-CA508
Suppression Task Properties Revision o Serisl: FOX1842H32G

Locator LED @

Usar | abel

4. Click Yes and then click OK to complete acknowledging the chassis.
5. Repeat for each of the remaining chassis.

Synchronize Cisco UCS to NTP

To synchronize the Cisco UCS environment to the NTP server, complete the following steps:

1. In Cisco UCS Manager, in the navigation pane, click the Admin tab.
2. Select All > Timezone Management.
3. In the Properties pane, select the appropriate time zone in the Timezone menu.

4. Click Save Changes, and then click OK.

o

Click Add NTP Server.

Faults, Events and Audit Log All I Time Zone Management

v All Tirme Zone Managerment

» Faults, Events and Audit Log + — 4 Epot M Prit
6 v User Managernent
Mame
v Key Management
¥  Communication Management w limezone
% » Stats Management MTP Server 10081284 131

MTP Server 10.581.254. 202

v Capability Catalog

Adapters

6. Enter the NTP server IP address and click OK.
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7. Click OK.

Enable Server and Ethernet Uplink Ports

To enable server and uplink ports, complete the following steps:

1. In Cisco UCS Manager, in the navigation pane, click the Equipment tab.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module.
3. Expand Ethernet Ports.

4. Select ports 1 through 16 that are connected to the Cisco 10 Modules of the four B-Series 5108 Chassis,
right-click them, and select Configure as Server Port.

5. Click Yes to confirm uplink ports and click OK.

6. In the left pane, navigate to Fabric Interconnect A. In the right pane, navigate to the Physical Ports tab >
Ethernet Ports tab. Confirm that ports have been configured correctly in the in the Role column.

®O0O0

= Q 7
o 1’ o1 7
Al .| Eauipment s Fabric 1 Fabric A(primar... / Fixed Module / Ethernet Ports
Ethernet Parts
~ Equipment
v Chassis o Advarsed Filer 4+ Epont Pt [w|All || Uncanfigured || Metwork || Server | FGGE Ulink | o] Unified Uplink || Appliance Storage || FGoE Storage || Unified Storage [v| Monitor
» Chassis 1 Slet Agar. Pert ID Pert ID MAC ¥ Role If Type Overal Status Adrrin State
r Chassio2 1 o 54.7FEE 83428 Server Physical e Enabled
Chassis 3 @

+ Chassiod 1 0 2 54:7FEE:83:42.E0 Server Physical Up Enabled
> Rack-Waunis 1 o 3 S47FEE 8342 EA Senver Physical Up Ensbled
~ Fabric Interconnects 1 o 4 54:7FEE:83:42.E8 Server Physical Up Enabled

« Fabric Intercannect A (primany]

1 o s S4.7FEE8342EC Senver Physical Up Ensbled
> Expansion Module 1
+ Fans 1 o [ 54:7FEE:85.42ED Server Physical Up Enabled
1 o 7 S4:7FEE83.42.EE Sever Physical Up Enabled
1 o 8 54:7FEE85.42:EF Server Physical Up Enabled
) psue 1 o s S47FEE83:42F0 Sever Physical Up Enabled
~ Fabric Intercannect B (subordinate) . o 0 54:7FEE 8342 F 1 Server Physical Up Enabled
~ Expansion Module 1 1 o n 7R EE 83 A2F2 Server Physical Up Ensbled
» Ethemet Pors
1 o 12 S4:7FEE83.42Fa Server Physical Up Enabled
 FG Potts
FC Port 13 1 o 13 54:7FEE:83:42F4 Server Physical Up Enabled
FC Port 14 1 o u 54 TFEE 8342 FD Server Physical Up Enabled
FC Port 15
1 o 15 S4:7FEE:8342F6 Server Physical Up Enabled
FG Port 16
+ Fa 1 0 6 54:7F-EE:83.42:F7 Server Physicel Up Enabled

7. Repeat the above steps for Fabric Interconnect B. The screenshot below shows the server ports for Fab-
ric B.
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ot ® © o0 @
asco = !
o 18 1 7
Al . Eauipment ] Fabric J Fabric J Fixed Hodule / EthernetPorts
‘% Ethernet Ports
5 W - Eaipment

quipmen

i . Bdvaced Filer  + Bxpot @ Print | []All []Unconfigured [ Network [[Server []FGoE Uplink || Unified Uplink || Applisnce Storage || FGoE Storage || Unified Storage [ o/|Menitor

> Chassis 1 Slet Agar. Port ID Port ID MAC  Rele FType Ouerall Status Adrmin State

> Chassis 2 1 o 1 5. 7FEETT 5048 Server Physica Up Enabled
b Chassis3 @

@ + Chassisd 1 ] 2 54.7F EE77.5B:A9 Server Physical Un Enabled
» Reck-Mounts 1 o 3 54.7F.EET7: 5B:AA Server Physicd U Ensled
~ Fabric Interconnects 1 0 4 S4.7FEE77:58:48 S Physical Up Enabled

v Fabric Interconnect A (primary)
1 ] 5 547F.EE77: 5B:AC Senver Physica U Enabled
» Expansion Module 1
» Fans 1 o 0 54:7F.EE:77:98:AD Server Physical U Enabled
» Fixed Module 1 0 7 54:7F-EE:77.58:A Server Physical Up Enabled
= » PSUs
1 ] 8 54.7F.EE77:5B:AF Senver Physica U Ensbled
+ Fabric Interconnect B (subordinate]
e + Exgansion Moduls 1 1 ] E] 54.7F.EE77:5B:80 Senver Physica U Enabled
> Fans 1 0 10 S47FEET BB Senver Physical Up Enabled
« Fixed Modul
s 1 ] " 547F-EE77:58:62 Server Physical U Enabled
@ 1 ] 12 54.7F.EE77: 5863 Senver Physica U Ensbled
FC Ports
- PsUs 1 ] 13 54.7F-EE:77:58:84 Senver Physica U Enabled
@ PsUI 1 H 14 54 7F EE.77. 9885 Senver Physical U Enatled
PsU2
1 i} 8 54 7F:EE77: 56:B6 Server Physical Up Enabled
1 ] 16 54.7F-EE77: 5867 Senver Physica U Ensbled

To configure network ports used to uplink the Fabric Interconnects to the Cisco Nexus 9172PX switches,
complete the following steps:

1. In Cisco UCS Manager, in the navigation pane, click the Equipment tab.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module.
3. Expand Ethernet Ports.

4. Select ports 1 through 4 that are connected to the Nexus 9172PX switches, right-click them, and select
Configure as Network Port.

5. Click Yes to confirm ports and click OK.

6. In the left pane, navigate to Fabric Interconnect A. In the right pane, navigate to the Physical Ports tab >
Ethernet Ports tab. Confirm that ports have been configured correctly in the in the Role column.

7. Verify the Ports connected to Cisco Nexus upstream switches are now configured as network ports.

8. Repeat the above steps for Fabric Interconnect B. The screenshot shows the network uplink ports for
Fabric B.

9. Successful configuration should result in ports 1-4 configured as network ports as shown in the screen
shot below:

Port ID MAC I Role W Typs Owerall Status Adrmin State
1 54:7F:EE:EF:2C: BO Metwork Physical Up Enabled
2 54:7F:EE:EF:2C:B1 Network Physical Up Enabled
3 o4 7FEE:EF. 2C: B2 Metwork Physical Ua Enzhbled
a 54: 7F:EE:EF:2G: B3 Mtk Phosical U Enablad

Create Uplink Port Channels to Cisco Nexus 9372PX Switches

In this procedure, two port channels are created: one from Fabric A to both Cisco Nexus 9372PX switches
and one from Fabric B to both Cisco Nexus 9372PX switches.
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To configure the necessary port channels in the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Under LAN > LAN Cloud, expand node Fabric A tree:

3. Right-click Port Channels.

4. Select Create Port Channel.

5. Enter 11 as the unique ID of the port channel.

6. Enter FI-A-Uplink as the name of the port channel.

7. Click Next.

Create Port Channel

Set Port Channel MNarme | 11

Marne | Fl-4-PORTUPLIMNE
Add Ports

8. Select ethernet ports 1-4 for the port channel

9. Click Finish.

Yoy VI 53] (O]
casco  ULO Manage o 18 1 .
" | N/ LN Cloud J Fabric A/ Port Channels
Port Channels
- LAN S|
+ LAN Cloud + = Vosdverced Fiter 4 Export S Print
v Fabric A Marme Fabric D ¥ Type  Rele Transpert
[Fed GiEmElD v Port-Channel 11 vPC-11-Nexus A Aggregation Network Ether
* Port-Channel 11 vPC-11-Hex
Eth Interface 2/1 A Physical Network Ether
Eth Interface 2/1
Bt Interfece 272 B, Eth Interface 2/2 A Physical Network Ether
Eth Interfacs 2/3 Eth Interface 2/3 A Physical Network Ether
Eth Interface 2/4
ertace 2f Eih Interface 2/4 IS Physical Natwork Eiher

Repeat steps 1-9 for Fabric Interconnect B, substituting 12 for the port channel number and FI-B-Uplink for
the name. The resulting configuration should look like the screenshot below:

aliafn anage LRV (V)

asco UCS Manage PO

LAH / LAN Cloud / Fabric B / Port Channels

Al v
Port Channels
+ LAN [~
v LAN Cloud + = TohcvarcedFier 4 Expon o Prim
v Fabric & MName Fabric 1D If Type If Rale Transport
- Fabric 8 v Port-Channel 12 wPC-12-Hexus B Aggregation Hetwork Ether
Port Channels
Eth Interface 2/1 B Physical Network Ether
v Part-Channel 12 wPC-12-Nex,
» Uglink Eth Interfaces Eth Interface 2/2 B Physical Hetwork Ether
v VLAN Optimization Sets . Eth Interface 2/3 B Physical Netwark Ether
VLAN .
' ® Eth Interface 2/4 B Physical Metwark Ether
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Create Uplink Port Channels to Cisco MDS 9148S Switches

In this procedure, two port channels are created: One from Fabric A to Cisco MDS 9148S switch A and one
from Fabric B to Cisco MDS 9148S switch B.

To configure the necessary port channels in the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
2. Under SAN > SAN Cloud, right-click Fabric A Create Resource Pools
Create Required Shared Resource Pools
This section details how to create the MAC address, iSCSI IQN, iSCSI IP, UUID suffix and server pools.

Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, complete the following
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Pools > root.

3. Right-click MAC Pools under the root organization.

4. Select Create MAC Pool to create the MAC address pool.

5. Enter MAC_Pool_A as the name for MAC pool.

6. Optional: Enter a description for the MAC pool.

Create MAC Pool ? X

MNarrie ¢ WDI-MAC-POOL

Define Marme and Description

Description : | MACPOOL-VDI
Add MAC Addresses

Assignment Order: |(e) Default Sequential |

7. Enter the seed MAC address and provide the number of MAC addresses to be provisioned.
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Create a Block of MAC Addresses ?

First MAC Address: | 0025 B5: 1F:00: 00 | Size 1 =

To ensure uniqueness of MACs in the LAM fabric, wou are strongly encouraged to use the following
MAC prefo:
00:25:B5o00ono0

< -

8. Click OK, then click Finish.

9. In the confirmation message, click OK.

Create KVM IP Address Pool

An IP address pool on the out of band management network must be created to facilitate KVM access to
each compute node in the Cisco UCS domain.

To create the pool, complete the following steps:

1. Click the LAN tab in UCS Manager, expand the Pools node, expand the root node, right-click IP Pools,
then click Create IP Pool.

Create Block of IPv4 Addresses

From - 000 Size E D
Subnet Mask: |255.255.255.0 Default Gateway : 0.0.0.0
Prirmary DMS ; (0.0.0.0 Secondary DNS ; (0.0.0.0

2. Provide a Name, choose Default or Sequential, and then click Next.

Create |IP Pool

Define Mame and Description Mame o ENM-POOL
Description o EAM-EXTIP-POOL
Add IPva Blocks . .
Assignment Order: |0 0 Default (e Sequential

3. Click the green + sign to add an IPv4 address block.
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Create Block of IPv4 Addresses

Prirary DMS ;. |0.0.0.0 Secondany DMS ;. 0.0.0.0

4. Complete the starting IP address, size, subnet mask, default gateway, primary and secondary DNS val-
ues for your network, then click OK.

Create IP Pool 2 X
Define Name and Description | _ v acuarced Fiier 4 Expon & Print E=
Marre From To Subnet Default Gateway Prirmany DMS Secondary DMNS
No.29.164.7. 1029164 79 10,23 164110 2850855 2550 10291641 10106180 10.10.81.51
Add IPvo Blocks
) Add Delete

v QI oot

6. Click OK.

Create WWPN Pools
To configure the necessary WWPN pools for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

2. Select Pools > root.

3. Under WWPN Pools, right click WWPN Pools and select Create WWPN Pool.
4. Assign a name and optional description.

|
Create WVWAWWEN Pool

Define Marme and Description Marne : WP - PO O LA D
Descripgtion : |WN|:‘N—|:‘OOL—VDI
Add Wi Bloc ks
Assignment COrder : |:§j Default | Sequential
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5. Assignment order can remain Default.

6. Click Next.

7. Click Add to add block of Ports.

Create VWA Blaock

u| 2000 00 25 B S 00000 00 | iz =] I =

To ensure uniqueness of WWH=s in the SAMN fabric, you are strongly encouraged to
uses the following YWiWwi prefoa:

20:00:00:25:b 53000000

«<» -

8. Enter number of WWNNSs. For this study we had 80 WWNNSs.
9. Click Finish.

Create UUID Suffix Pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment,
complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root.

3. Right-click UUID Suffix Pools.

4. Select Create UUID Suffix Pool.

Create UUID Suffix Pool

Define Mame and Description MNarne o UUID-POOL-YDI

Description : | UUID-POOL-%DI

Add UUID Blocks

Prefo

P 1 Pl
e Derived | other |

Assignment Order: |(e) Default | Sequential |

e

5. Enter UUID_Pool-VDI as the name of the UUID suffix pool.

6. Optional: Enter a description for the UUID suffix pool.
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7. Keep the prefix at the derived option.

8. Click Next.

9. Click Add to add a block of UUIDs.

10. Create a starting point UUID seed for your environment.

11. Specify a size for the UUID block that is sufficient to support the available blade or server resources.

Create a Block of UUID Suffixes

From: | 0000- 000000000001 | Size :

Create Server Pool

To configure the necessary server pool for the Cisco UCS environment, complete the following steps:

& Consider creating unique server pools to achieve the granularity that is required in your environ-
ment.

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root.

3. Right-click Server Pools.

4. Select Create Server Pool.

5. Enter Infra_Pool as the name of the server pool.

6. Optional: Enter a description for the server pool.

7. Click Next.

8. Select two (or more) servers to be used for the VMware management cluster and click >> to add them to
the Infra_Pool server pool.
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9. Click Finish.
10. Click OK.
11. Create additional Server Pools for Horizon Linked Clone servers and Horizon RDSH servers

Create VLANS

To configure the necessary virtual local area networks (VLANS) for the Cisco UCS environment, complete the
following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

# In this procedure, six unique VLANS are created. Refer to Table 12.

Table 12 VLANs Created

VLAN Name VLAN ID VLAN Purpose VNIC Assignment
Default 1 Native VLAN VNIC-Template-A
vNIC-Template-B
In-Band-Mgmt | 60 VLAN for in-band management interfaces vNIC-Template-A
vNIC-Template-B
Infra-Mgmt 61 VLAN for Virtual Infrastructure vNIC-Template-A
vNIC-Template-B
vMotion 66 VLAN for VMware vMotion VNIC-Template-A
vNIC-Template-B
VDI 102 Virtual Desktop traffic VNIC-Template-A
vNIC-Template-B
OB-Mgmt 164 VLAN for out-of-band management interfaces | vNIC-Template-A
vNIC-Template-B

2. Select LAN > LAN Cloud.

3. Right-click VLANSs.

4. Select Create VLANs

5. Enter MGMT as the name of the VLAN to be used for in-band management traffic.
6. Keep the Common/Global option selected for the scope of the VLAN.

7. Enter 60 as the ID of the management VLAN.

8. Keep the Sharing Type as None.

9. Click OK, and then click OK again.
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Create Yv9LAMNS

WLAM MamefPrefo: : Managerment
rulticast Policy MNare <not set>= ¥ Create Multicast Policy
e Cormrmond Global Fakbric & Fakbric B Both Fabrics Configured Differenthy

“ou are creating global WLANSs that map to the same WLAM IDs in all available fabrics.
Enter the range of WwLAMN IDs.(e.g. "2003-2019", "29,53540-45", " 23", "23.534-45"]

WLAN 1Ds | GO |

Sharing Type |- MMone Prirnary |lzolated Cormmmunity |

10. Repeat the above steps to create all VLANs and configure the Default VLAN as native.

" . AN/ LaNCoud
. LN “ LAM Uplinks | VLAMs | Ssreerlinks  MAC ldentity Assignment P ldsntity Assignmsnt  CnoS Globa Policies Faults  Events  FSM
v LAN Cloud - Dudl Mode  Fabric A Fabric B VLAN Groups  VLAN Optimization Sets VP Optimization Sets
b Fabric A
» FabricB Acvarced Fher Expant Frint
(005 Syster Class
) Narne I Fatric D Typs Transpert Mative VLAN Sharin,
» LAN Pin Groups
» Threshold Policies | VLAN default (1) 1 Dual Lan Ether Yes Mone
» NLAN Groups VLAN In-Band-M.. 60 Dual Lan Ether Na hone
VLAN Infra-bgrt 61 Dual Lan Ether M Hone
VLAN default [1)
VLAN In-Band-Mgrt o0) VLAN MKV (67) & Dual Lan Ether Mo Mone
LAN Infra-tgrrt (61} VLAN OOB-Marre. 164 Dual Lan Ether M Hone
VLAN My (57] - VLAN PVS-PYE[. 68 Dual Lan Ether Mo Mone
VLAN COB-Marrt (164)
VLA PYS-PXE (c8) VLANVDI(102) e Dual Lan Ether M Hone
WLAN VDI (102) WLAN vMction (66) 66 Dual Lan Ether Me Mone
YLAN whdation (66)

Create VSANs

To configure the necessary virtual storage area networks (VSANSs) for the Cisco UCS environment, complete
the following steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

# In this procedure, two VSANS are created. When these VSANSs are created, be sure to add them
to the port-channel uplink created earlier.

2. Select SAN > SAN Cloud.

3. Under Fabric A, right-click VSANSs.

4. Select Create VSANSs.

5. Enter VSAN-300 as the name of the VSAN to be used for in-band management traffic.
6. Select Fabric A for the scope of the VSAN.

7. Enter 300 as the ID of the VSAN.

8. Click OK, and then click OK again.
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Create Storage VSARN

Mame ;.  WSarM-200
FC Foning Settings

FC £oning : s Dizakbled Enakled

Do HOT enable local zoning if fabric interconnect is connected to an upstrearm FC/FCoE switch.

e Common! Glabal Fabric A Fakbric B Ecoth Fabrics Configured Differenthy

Wou are creating a global WSARMN that maps to A NVLAM can be used to carny FCoE traffic and ca
the same WSAM ID in all available fabrics. WEAN.

Enter the WSAMN ID that maps to this WSAR. Enter the WLAMN ID that maps to this WVSAN.
WEAM D | 200 FCoE WLAM: 1

9. Repeat the above steps on Fabric B with VSAN3O0 to create the VSANs necessary for this solution.

Create Storage WSARMN

Mame @ | WSaR-307|
FC Zoning Settings

FiZ Zoning : | w Disakbled Enakled

Do HOT snable local zoning if fabric interconnect is connected to an upstrearn FC/FCoE switch.

w0 Cormrmond Global Fakbric & Fakbric B Both Fabrics Configured Differently

"ou are creating a global WSAN that maps to A WLAN can be used to carry FCoE trafhic :
the same WSAMN 1D in all available fabrics. WA

Enter the WwSAMN ID that maps to this WSARN. Enter the WLAMN ID that maps to this WSARN.
WEAM D =201 FCoE WLAM : 1

VSAN 300 and 301 are configured as shown below:

SAN / Storage Cloud / VSANs

VSANs

+ - Achvanced Fiter Export Prirt
Mame 1s] Fakhric ID If Type If Raole Transport FCoE VLAM 1D Operational State
w Fabric A
w WVSANE
WEAN WSAN-.. 300 A Wirtual Storage Fc 300 QK
w Fabric B
w WSANS
WEAN WSAN-.. 301 B Wirtual Storage Fc 301 QK

10. After configuring VSANs both sides, go into the port-channel created earlier in the section ‘Create up-
links for MDS 9148S' and add the respective VSANSs to their port channels. VSAN3O0O in this study is as-
signed to Fabric A and VSAN3O01 is assigned to Fabric B. (VSAN300 Should only be on Fabric A and
VSAN301 on Fabric B).
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SAM 5 Storage Cloud S Fabric A J WSAHNs J WSAN VSAN-AS K300 (300)

Henearal Faults Events

Fauh Summany Propertics
® G’ G) Mlarne C WSAN-_ASK-S00
=1 o o o I=] =00
Fakbric 1D :oA
et kT I 1
Tions (= a1y wEee a2
IF Torpe= o wWirtual
Delete Locals ;. Excternal
Transport Type : Fe
FCoE wlar 1D =00

Cypoerational Stats @ OK
Cramer : Local
FC Zoning Settings

FC Zoning - - Disakbled Enakbled

SaM f Stormge Cloud / Fabric B f WSaAk=s f VSAN VYSAN-ASK - -S01 (301)

Senceral Faults Ewvents

Faul S U sy Properties
® G 0 Mame I WSAN-ASK- 301
[m} [m} [m} [m} [ B =01
Fakoric 1D B
o M etwrork Typme - San
If Tywpe - Wirtual
Delete Locale ;. BExternal
Transport Type : Fo
FCoE WLAMN 1D =11 |

Operational State : OK
Chermer . Local
FC Foning Settings

FC Zoning : @ Disakled Enakled

11. Go to the Port-Channel for each Fabric and assign the VSAN appropriately.

SAN Cloud / Fabric A / Uplink FC Interfaces [ FClInterface 2113

General Faults Events

Actions Properties
D T 13 Slat 1D 12
Disable Interface Fabric IO A
User Label
<| n >
Port Type . Physical Metwaork Type : San
Transpart Type @ Fe Role . Network
Locals . bdernal Port : sysfawitch-Afslot-2fswitch-fofport-13

VSAN o |Fahric Ahssan VSAN-AL ¥ Fill Pattern - ldle (#) Arbff

Megetiated Speed : |Fahric Afvsan VSAN-AZK-300 (300)
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SAN Cloud SAN Cloud / Fabric B / Uplink FC Interfaces | FCInterface 2113

v SAN Cloud General | Faults  Events

v Fabric A
v FdricE Actions Properties

+ FC Port Channels
v FCE Part Channgls
v Uplink FC Interfaces

[} 13 Slat ID 2

Disahle Interface Fabric 1D B

User Label

FC Interface 2/14 Port Type Physical Netwark Type: San

FGInterace 3/15 Transport Type - Fe Role Network

FC Interfaze 2/16
 Uslnk FOGE terces Locale External Port sysfswitch-B/slot-2/switch-fe/ port-13
» VSANS WEAN n VSAN-ASK-301 (A01) ¥ Fill Pettern Idle: (o) Ak
SAN Pin Groups Negatisted Speed: | Fabric Bjvsan YSAN-A2K-301 (301)

Create Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given
server configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters,
host bus adapter (HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment,
complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click Host Firmware Packages.

4. Select Create Host Firmware Package.

5. Enter VM-Host as the name of the host firmware package.

6. Leave Simple selected.

7. Select the version 3.1(2b) for both the Blade Package

8. Click OK to create the host firmware package.

Create Host Firmware Package

Marme :  HOST-FPW-PACKAGE

Description :  FW-PACK-HOSTS
Howe weold wou like to configure the Host Firmmware Package?

e Simple Advanced

Blade Package : |3_ 2RI v

Rack Package : |<not set= w

Set Jumbo Frames in Cisco UCS Fabric

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, complete the following
steps:
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1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select LAN > LAN Cloud > QoS System Class.
3. Inthe right pane, click the General tab.
4. On the Best Effort row, enter 9216 in the box under the MTU column.
5. Click Save Changes in the bottom of the window.
6. Click OK.
Al . LAN / LAN Cloud / QoS System Clss
* L&N A~ General Events FsM
* LAN Cloud
» Fabric A Priority Enabled CoS Packet Weight Weight MTU Multicast
Drop %) Optimized
» Fahric B
Phatinum 5 0 10 o= 210 ] O
» LAM Pin Groups
» Thieshold Policies Gold 4 9 2 nomdl O
v VLAN Groups Sitver 5 . 18 p— - |
» VLANs H
* Applsnces Bronze ] 5 15 f— O
» Fahric A
» Fabric B Best Any 5 von 216 0
Effort
» VLANs
Fibre 3 ] o NA

v Intemnal LAN

Channel

Create Network Control Policy for Cisco Discovery Protocol

T
C

1.

2.

o create a network control policy that enables Cisco Discovery Protocol (CDP) on virtual network ports,
omplete the following steps:

In Cisco UCS Manager, click the LAN tab in the navigation pane.
Select Policies > root.

Right-click Network Control Policies.

Select Create Network Control Policy.

Enter Enable_CDP as the policy name.

For CDP, select the Enabled option.

Click OK to create the network control policy.
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Policies / root / Network Control Policies / Enable-CDP

General Ewvents

Actions Properties
D=lete Marne Enable-CDP
Show Policy Usags Description : | Metwork_Discovery-Policy|
Cruner : Local
cOP : Disabled (= Enabled
< n >
MAC Register Mode = Only Mative Wlan All Host Wlans
Action on Uplink Fail : | (e Link Down Warning

MAC Security

Forge - Allow Deny

LLDP

Transrnit © & Disabled Enabled
Receive ® Disabled Enabled

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click Power Control Policies.

4. Select Create Power Control Policy.

5. Enter No-Power-Cap as the power control policy name.

6. Change the power capping setting to No Cap.

7. Click OK to create the power control policy.

Policies ! root / Power Control Policies / No-Power-Cap

Seneral Ewvents

Actions Properties
Delete Marne . Mo-Power-Cap
Show Policy Usage Description : Power Cap Contral Policy
Chamer : Local
Fan Speed Policy : | Any v
< o 5 Power Capping

If wou choose cap, the server is allocated a certain a
highest priority. If you choose no—cap, the server is

® Mo Cap cap

Cigco UCS Manager only enforces power capping whe
run at full capacity regardless of their priority.

Cisco UCS System Configuration for Cisco UCS B-Series

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
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Palicias [/ meot /| BIOE Palic)

Select Policies > root.
Right-click BIOS Policies.

Select Create BIOS Policy.

Enter B200-M4-BIOS as the BIOS policy name.

Configure the remaining BIOS policies as follows and click Finish.

= [ BR00-Ma-BI05S

Mamn Advanced Eloed Opticns Serar Managemsnt Ewenis

Actinns Fropedies

Dwiete Mlarvss

Sk Palicy Lisage Dot ity
L=t

Prealiczierm J resaat § BHOS Peolicios 5

Blamir | At s o ] Boot Opticns

_ R

Tasrko oot

Enbarnced intol Seoodast o
Hyper Threading

Tore PMulin Proosssing
Execute Cheabled D
Wirtualizetion Technolagy WT)
Harscdhwiarse Pra-fatchar
Adjacent Cache Line Pre-fetchesr
CrSL Streanner Pre-fatoh
Dl 1P Pre-fotcher

Chrect Cache Accons
Processor O Steie
FProoessor TE

Frocessor OO0 Report
Proc e sscr S0 e ot

P o & Ssor 37 o ot

P o & ssor RO

SR Performmances

M Variables MTRRE Satting
Lessal X2 AFNC

Fromape r T o Fornsl coawe

Energy Performance
Freguency Floor Owerride

Eres

Baras S wmzasw £ EENCEES FroxEE

Reboct on BIOS Settings
Cuiet Boot

Posi Enror Pauss

H200-Ma-HMS

Change : B

& desabled anabled Plaglomn Defos

desabled enabled = Platfomn Deledss

Regurms e O Powsr Lods = T Ll = il ol st

Front Panel Lockout

- Phatf o Dafault

desabled enabled (& Plaefomm Defa

Consistent Device MNamng desabled enabled (= Platfomn Delass

B O - B B S

FLAS hlle oy
disabied (=
o i i e ol -
disaltded (-
all
disatded (=
o i sl e ol -
i ksl e ol
o i it
o | st e o
o i et e ol
o i i e ol -
- ol i sl e ol
- o | salded
ELEE =T |
oA i madtsle ol -
disakled

& sl o

Figg b =1 Fareang b St -

Lt e
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oo N
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L e
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Configure Update Default Maintenance Policy

To update the default Maintenance Policy, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Select Maintenance Policies > default.

4. Change the Reboot Policy to User Ack.

5. Click Save Changes.

6. Click OK to accept the change.

Create Maintenance Policy ? >

Marme USR-ACK
Description User—ACkK_Policy

Soft Shutdown Tirmer: | 150 Secs -

Reboot Policy [ Immediste (s User Ack Tirmer Automatic |

~'| On Mext Boct|{Apply pending changes at next reboot.)

<D -

Create VNIC Templates for Cisco UCS B-Series

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, complete
the following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create VNIC Template.

5. Enter vNIC_Template_ A as the vNIC template name.

6. Keep Fabric A selected.

7. Do not select the Enable Failover checkbox.

8. Under Target, make sure that the VM checkbox is not selected.
9. Select Updating Template as the Template Type.

10. Under VLANS, select the checkboxes for MGMT, Default, Infra, VDI and vMotion.
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11. Set Native-VLAN as the native VLAN.

12. For MTU, enter 9000.

13. In the MAC Pool list, select MAC_Pool_A.

14. In the Network Control Policy list, select CDP_Enabled.

15. Click OK to create the vNIC template.

v

16. Click OK.
Create vNIC Template 5
Mare : WHIC-TERMPL-2
Description
Fabric 10 . = Fabric A Fabric B Enable Failower
Redundancy
Redundancy Tygpe . e Mo Redundancy Prirmary Termplate Secondary Termplate
Target

~ | Adapter
WA

Warning

If WM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating termplate is selected, it will be owenwritten

Template Twpe : | = Initial Template Updating Template
WLANSs
Acvanced Fiker Export Print E e
Select Marme Mlative WLAM

~ Infra-RMgmt tal
~ H1 KW

~r OOB-kMgmt

~ PVS-PXE =

«<» o

17. In the navigation pane, select the LAN tab.

18. Select Policies > root.

19. Right-click vNIC Templates.

20. Select Create VNIC Template.

21. Enter vNIC_Template_B as the vNIC template name.

22. Select Fabric B.

23. Do not select the Enable Failover checkbox.

24. Under Target, make sure the VM checkbox is not selected.

25. Select Updating Template as the template type.
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26. Under VLANS, select the checkboxes for MGMT, Default, VDI, Infra, and vMotion.
27. Set Native-VLAN as the native VLAN.

28. For MTU, enter 9000.

29. In the MAC Pool list, select MAC_Pool B.

30. In the Network Control Policy list, select CDP_Enabled.

31. Click OK to create the vNIC template.

32. Click OK.

Create VHBA Templates for Cisco UCS B-Series

To create multiple virtual host bus adapter (vHBA) templates for the Cisco UCS environment, complete the
following steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
2. Select Policies > root.

3. Right-click vHBA Templates.

4. Select Create VHBA Template.

5. Enter vHBA-FAB-A as the vHBA template name.

6. Keep Fabric A selected.

7. Select VSAN30O for Fabric A from the drop down.

8. Change to Updating Template.

9. For Max Data Field keep 2048.

10. Select VDI-WWPN (created earlier) for our WWPN Pool.
11. Leave the remaining as is.

12. Click OK.

94



Solution Hardware and Software

SAM / Policies / root / wvHBA Templates / wHBA Template vHBA-FAB-A

wHEA Interfaces

Delete

Show Policy Usage

<

Faults Ewents

Marme
Description
Cnarmer
Fabric 1D

Redundancy Type

WSAN
Target
Termplate Tyoe

Max Data Field Size

wHBA-FAB-a
wHEA-FABRIC-A
Local
- A =]

s Mo Redundancy Prirmany Termplate

WS AN - A -E 00 -
Adapter
Initial Termplate (e Updating Template

2042

Secondary Termplate

Policies

WMEAP T P ool VDI-WWRMN(14/80) v

CeS Policy FC v

Pin Group =not set> -

Stats Threshold Policy default w

13. In the navigation pane, select the LAN tab.

14. Select Policies > root.

15. Right-click vHBA Templates.

16. Select Create VHBA Template.

17. Enter vHBA-FAB-B as the vHBA template name.

18. Select Fabric B.

19. Select VSAN301 for Fabric B from the drop down.

20. Change to Updating Template.

21. For Max Data Field keep 2048.

22. Select VDI-Pool-WWPN (created earlier) for our WWPN Pool.

23. Leave the remaining as is.

24. Click OK.

Configure Boot from SAN

All ESXi host were set to boot from SAN for the Cisco Validated Design as part of the Service Profile
template. The benefits of booting from SAN are numerous; disaster recovery, lower cooling and power
requirements for each server since a local drive is not required, and better performance, name just a few.

To create a boot from SAN policy, complete the following steps:

1. Go to UCS Manager, right-click the ‘Boot Policies’ option shown below and select ‘Create Boot Policy.
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v Policies A General Events

» oot (5

[

v Adapter Policies Actions Properies
» BICS Defaults Delete Marnz . A9000-BF-SAN
» BIOS Palicies Show Palicy Usage Description . ADD0O0-BootFrom-SAN
v Boot Policies
Chwner . Local

Boot Polic

Reboot on Boot Order Change O
Boot Palicy Boot-iSCS|

Boot Policy default < m >

Enfarce vNIC/WHBA/ISCSI Narme -

Baot Mod : L Uefi
Boot Policy diag oot kode # Legacy e

2. Name the boot policy and expand the ‘vHBAs’ menu as shown below:

Create Boot Policy

Marme BOOT—A9KSAN_Pol
Description ;. BOOT-AS000SAN_Policy
Reboot on Boot Order Change

Enforce wHICHwHBASISCTS! Mame :
Bocot hiode e Legacy Ue=fi

WARMING S:

The type (primanyssecondany) does not indicate a boot order presence.

The effective order of boot devices within the same device class (LAMN/StoragesiSCTSI) is determined by PCle bus scan order.

f Enforce vNIC/YrHBASISCSI NMame is selected and the wRNIC/HHEBASISTSl does not exist, a config error will be reported.

If it is not selected, the wHNICs/fvHBASs are selected if they exist, othernwise the wHNIC/wHBA with the lowest PCle bus scan order is used.

) Local Devices BootOrder

- — Acivarces Filker Export Prirt

= whNICs
- Farme COrder - P IS H Type W LM Pla Slot Mo, E

- Mo data awvailable

) wHBAs
@ ISCSI vNIGs
) SIMC Mounted vhiedia

@ EFl Shell

=) vHBAs

Add SAM Boot

3. After selecting the ‘Add SAN Boot’ option, add the primary vHBA as shown below. Note that the vHBA
name needs to match exactly. We will use the vHBA templates created in the previous step.

Add SAMN Boot 7 =

wHEA :  AagSkK-vHBEA

Twpe : = Prirmary Secondary Ay

D e

4. Repeat the steps to add a secondary SAN Boot option.
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Add SAN Boot ? X

wHBA :  AQK-vHBEAZ

Type Frimary Secondary Ay

< o

5. Add the SAN Boot Targets to the primary and secondary. The SAN boot targets will also include primary
and secondary options in order to maximize resiliency and number of paths.

6. Add the SAN Boot Targets to the primary and secondary. The SAN boot targets will also include primary
and secondary options in order to maximize resiliency and number of paths.

Mame Crder - WA HBAS IS 2SS w Type= W ] LUM MNa...
- =AM Prirnany focO Primary
SAMN Target Pri.. Primary 50:01 a1: 10 1
SAMN Target Sec.. Second. .. s50:01 a1:12 1
- SAMN Secondary fo1 Second. ..
SAM Target Pri... FPrimary 50:01: 01:23 1
SAMN Target Sec... Second... B5O:01: 7 0121 1

7. From the Hyper-Scale Manager GUI, find and enter the IBM FlashSystem A9000 WWN for ModuleO1, Fi-
bre Channel Port 1. This information can be found in the Hyper-Scale Manager GUI under System-> Ac-
tions -> Hardware -> View/Modify Ports in the right hand panel of the screen. Then select the Actions
button for Port (Module 1) and select View/Edit FC Port and then at the bottom right hand side will be the
WWPN:
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* Actions System Patch Panel

Properties Monitor Hardware Health

Dashboard > View/Modify Ports

Pool, Domain, Volume > Modify IP Interfaces

Association > 9

Support > o

LDAP > e
I Hardware > o

Capacity > o

Targets > (i

Statistics > o

Compression

FC PORTS

Port (Module 1) Role Status
1 Target OK (Online)

Port (Module 1) Role Status

2 Target OK (Online)

Port (Module 1) Status
3 OK (Online)

8. Select View/Edit FC Port to find WWPN.

FC Port

FC PORTS

Port (Module 1) Role Status
1 Target OK (Online)

Port (Module 1) Role Status
2 Target OK (Online)

Port (Module 1) Role Status
3 Target OK (Online)

Alternatively, the WWPN can be found by using the following XCLI command, Xcli command line to get the
A9000 ports list

IBM-HSM - ¥hdware Workstation
-l | O TORN] ujJ== W=
ne 53 IBM-HSM

splications ~ Places ™ |Erminal = Tue 14:40

ibm-hsm@localhost:~ = [=] x

| File Edit WView Search Terminal Help
[ibm-hsm@localhost ~]% opt/IBM/IBM_Storage_Extended_CLI/xcli -m 10.29.164.72 -u admin -p adminadmin fc_port_list

/opt/IBM/IBM_Storage_Extended_ CLI/xcli -m 10.29.164.72 -u admin -p adminadmin fc_port_list

98



Solution Hardware and Software

WWPN located on the bottom left of View/Edit FC Port window:

llser Enobled Error Count Firmare
f

9. When the FlashSystem A9000 WWNs have been recorded, use port Module 1.FC Port 1 for the first Boot

Target WWPN:
Add SAN Boot Target E -
Boct Target LLN 1
Boot Target WWPN i 1:'
Ty = Primnany Secondery
< o

10. Add a secondary SAN Boot Target by clicking the ‘Add SAN Boot Target to SAN Primary’ while the pri-
mary SAN Boot option is highlighted. This time enter the IBM FlashSystem A9000 WWPN for Module

2.FC Port 2.
Add SAM Boot Target ? X
Bot Target LN 1

Type Primary & Secondany

11. Repeat these steps for the secondary SAN boot target and use WWPN for Module 1 Port 2 and Module
3, Port 1 in the primary and secondary SAN boot options.

12. Below you can see a properly configured boot from SAN UCS policy. The next step is to create and at-
tach the boot volumes to the hosts from within the Hyper-Scale Manager GUI:
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Create Boot Policy

Mame . SAN-BOOT
Description © BAN_BOOT_POLICY

Reboot on Boot Crder Change
Ernfarce wMNIC wHBAISCS] Mame :

Boot Mode . | Legacy Uefi

WARNINGS:

The type (primanyf secondary) does not indicate a boot order presence.

The effective order of boot devices within the sarme device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.

If Enforce vMICHrHBAJiSCS] Name is selected and the wMNICHWHBASISCS] does not exist, & config error will be reported.

If it is not selected, the wMICs/vHEAs are selected if they exist, othenwise the vMNIC/ WHBA with the lowest PCle bus scan order is used.

13. Provisioning a volume for SAN boot for IBM FlashSystem A9000 is simple. The only difference between a
SAN volume and a vCenter datastore is that you will only connect the SAN boot volume to the single host
that will be booting from the volume.

14. First a Storage Pool must be created that will be used to hold all the Volumes created for the VDI appli-
cation. Storage pool form the basis for controlling the use of storage space by imposing a capacity quo-
ta on specific applications.

15. Within the IBM Hyper-Scale Manager GUI, select the +New icon from the top navigation pane and select
Pool.

i Carwes
CREATE NEWW
Wolurme
Host
Cluster
Consistency (Group
QoS Performance Class
Pool
Dorrmainm
User

User Group

Systerm

16. Enter the Name, Snapshot Reserved (GB), Pool Size (GB), System and Domain that the pool will be cre-
ated in:
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Create Pool

Belonging QoS (0)

LNEW ]

4 Units: GB | v

Name (& ® Regular " Quantity

Cisco_VDI_Pool Thin 1
Hard Size (GB) & Snapshot Reserved (G.. Pool Size (GB) i
N/A o]

System

A9-Pod-7822803

Domain (i

/Global Space/

only (when
) (when 100¢9

Uncompre

Sompr

17. Within the IBM Hyper-Scale Manager GUI, select the +New icon from the top navigation pane and select
Volume. Create multiple volumes since there are a large number of ESXi hosts and you need to create
separate boot volumes for each one

CREATE NEW

Volurme

Host

Cluster

Consistency Group
QoS Performance Class
Pool

Domain

User

User Group

Swyvstem

18. Enter Name, Quantity, Size, System, Domain and Pool to create the volumes.
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Create Volume
QoS (0)
Mirror (0) CG (0)

Mapping Migration (0)

Volume

Belonging m Online Mobility (O)

i Units: GB
Name ‘i Quantity
ESXiBoot_{001} 32
Volume Size i
11
System
A9-Pod-7822803
Domain i
/Global Space/
Pool

Cisco_VDI_Pool

19. To connect the LUN to an ESXi host, select a newly created volume under the Volumes tab and then se-
lect ‘Mapping’ from the hub to the right and then select Add at the bottom:

The screenshot below shows that ESXi Boot LUNs have been created:

Volume ~ Volum... Reduction Status Compression ... WWN
I ESXiBoot_001 11GB Deduplicated & Com... @ Compressed 6001738C768059130000|(
ESXiBoot_002 1GB Deduplicated & Com... @ Compressed 6001738C7C80591300000

20. Select Mapping from the hub and then Add to map the volume to a host.

= Actions  Volume Mapping

-3 ca
= Migration (O)

Belonging = Online Mobility (O)

No
Mappings

21. Click the drop-down list under host and select Add Host to create a new host entry, this will open a new
tab.
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22. Enter the Name for the host and then select the + sign next to Ports to add the WWPN of the host. You
can click the + sign multiple times so that you can enter all WWPN of the Host at one time Select the
WWPN from the list or manually enter the WWPN. Select Create & Close to continue.

QoS (undefined) Connectivity

Mapping (undefined) Clusters (undefined)

Sys. / Doms U.Groups (undefined)

L
Name Type
InfraO1 Default

SYSTEMS / CLUSTERS Y DOMAINS

System Cluster

A9-Pod-7822803

DOMAINS CLUSTER'S DOMAINS

Domain

/Gilobal Space/

PORTS

23. Click the + next to Ports and enter Port Address.

Port Address
20000025B5039A08

Port Address
20000025B5039A09

24. The Host will auto-populate in Volume Mapping. Select Apply to finish mapping Boot LUN.
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Host

InfraC1

Create Service Profile Templates for Cisco UCS B-Series

To create service profile templates for the Cisco UCS B-Series environment, complete the following steps:

1. Under the Servers tab in UCSM Select Service Profile Templates.

2. Right-click and select Create Service Profile Template.

3. Name the template B-Series.

4. Select the UUID pool created earlier from the dropdown in the UUID Assignment dialog.

Create Service Profile Template

You must enter @ name for the senvice profile template and specify the template type. You can also specify

Identify vice Profile Template ternplate and enter a description.

Storage Provisioning Narme -  SP-B200M4

The termplate will be created in the following organization. Its name rust be unique within this organization
Hetworking ‘Where : org-root

The template will be created in the following organization. Its name rust be unique within this organization.

SAN Connectivity Type Initial Template (o) Updating Terplate
Specify how the UUID will be assigned to the server associated with the service generated by this ternplate.
uuip
ZFoning
wNIC/HHBA Placement UUID Assignment: VDI-UUID-Pools(35/ 128) v
The UUID will be assigned from the selected pool
vMedia Policy The availableftotal UUIDs are displayed after the pool name.
5. Click Next.

6. Click Next through Storage Provisioning.

7. Under Networking, in the “How would you like to configure LAN connectivity?” dialogue, select the Ex-
pert radio button.

8. Click Add.
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Create Service Profile Template

Ogtionally specify LAM configuration information
Identify Service Profile

Template

Dynarnic vNIC Connection Palicy. Seleat a Polioy to use (no Dynamic vNIC Policy by defaull) v
Storage Provisioning

Create Dynamic vhIC Connection Policy

Metwarking
) s
SAN Connectivity How wiauld you like to configure LAN connectivity?
o Simgle ) Expert Mo vMICs  Use Connectivity Palicy
Zoning Specify the virtual network adepters (WMICs) that server should use to connect to a LAN. Ta specify more then two wNICs, select the Expert
configuration made:
vNIC 0 {Fabric A) vNIC 1 (Fabric B)
¥NIC/rHBA Placement
Mame :ethd Mame :ethl
vhedia Policy Select VLAN: | default - 1 (Nane) v Select VLAN: | default - 1 [Nane) v

9. Name it vNIC-A.

10. Select check box for Use vNIC Template.

11. Under vNIC template select the vNIC-A.
12. For Adapter Policy select VMware.

Create vNIC

Marne :  wMIC-A

Use vMIC Template :

WHIC Template © | yMIC-Template-A ¥

Adapter Performance Profile

Redundancy Pair : O Peer Marne :

Create wMNIC Termplate

7 X

Adapter Palicy DU MWare v

13. Repeat networking steps for vNIC-B.

Create vNIC

Marne :  vMIC-B

Use wMHIC Template :

Redundancy Pair: O Peer Mame :

vNIC Ternplate wMNIC-Template-B ¥

Adapter Performance Profile

Create Ethernet Adapter Policy

Create vMNIC Template

Adapter Policy DoWMWare v

14. Click Next.

Create Ethernet Adapter Policy
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Create Service Profile Template 7 X

Cptionally specify LAMN configuration information.

Identify Service Profile
Template

Dynamic vNIC Connection Policy: Select a Policy to use (no Dynamic wNIC Policy by default) v

Create Dynamic wMIC Connection Policy

Howw would you like to configure LAN connectivity?

Simple ‘e Expert Mo vNICs Use Connectivity Policy

Click Add 1o specily one or more vNICs that the server should use 1o connect 1o the LAN

Zoning
Marng MAC Address Fabric 1D Mative VLAM

wNIC/vHBA Placement wNIC vNIC-B Derived derived

rNIC ¥NIC-A Derived derived
vMedia Policy
Server BootOrder
Maintenance Policy

+1 Add

15. Click Next.

16. Under SAN Connectivity, select the Expert radio button in the “How would you like to configure SAN
Connectivity?

17. Select WWNN Assignment from the Pool created earlier.

18. Click Add.

Create Service Profile Template ? X

Opticnally specify disk palicies and SAN configuration infarmation

Identify Service Profile

Template

How would you like ta canfigure SAN connectivity?

Storage Provisioning ) Simple ) Expert () Mo wHBAS () Use Connectivity Policy
A server is identified an a SAN by its Warld Wide Mode Mame [WWHHM). Specify how the system should assign a WWHM ta the server associated
wiith this prafile

Networking World Wide Node Name

WWNN Assignment: WDI-WWNN(47/80) v
Zoning
The WWWNN will be assigned from the selected pool
VNICIVHBA Placement The availablejtotal WWHNNs are displayed after the pool name

< m >
vMedia Policy

Specify the virtual host bus adapters (vHBAS) that the ssrver should use to cannect to a SAM. Ta specify more than twa vHBAs, select the Expert

Server Boot Order configuration mode.

vHBA (Fabric A) vHBA 1 (Fabric B)
Maintenance Policy Marme : fco Marne +fel
Select VSAN: |default v Select VSAN: | default \
Server Assignment
Create VSAN Craate VSAN
. . . WARNING: there are not enough WWHN addresses available in the
Operational Palicies WARNING: thers are not enough WWH addresses available in ths defauk WWPH pool. This uHEA will be created with an mvlid

default WWPN pool. This wHBA will be created with an invalid

WIWN address: WWWN address,

<Prov noer | (EEERP oo
19. Name the adapter vHBA-A.

20. Click Use vHBA Template.

21. Select vHBA Template: vVHBA-A.
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22. Select Adapter Policy: VMWare.

Create vHBA ? X

Marme © vHBA-4
Use wHBA Termplate :
Redundancy Pair: O Peer Mame :

vHBA Ternplate © | yHEA-FAB-A ¥ Create vHEA Template

Adapter Performance Profile

Adapter Policy Create Fibre Channel Adapter Policy

23. Repeat steps for vHBA-B on Fabric B.

Create vHBA ? X

Marme . vHEA-B
Use vHBA Ternplate

Redundancy Pair: O Peer Marme

VHEA Template : | HBA-FAB-E v E Create vHBA Template

Adapter Performance Profile

Adapter Policy: | Vidware v Create Fibre Channel Adapter Policy

24. No Zoning will be used. Click Next.
25. Click Next through vNIC/vHBA Placement policy.
26. Click Next through vMedia Policy.

27. Use the Boot Policy drop down to select the Boot Policy created earlier, then click Finish.
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Create Service Profile Template ?

Optionally specify the bact palicy for this service profils template
Identify Service Profile

Template
Select & boct palicy
A ~
Storage Provisioning Boot Policy:| AS000-BF-SAM v Greate Baot Palicy
arne : ASDOO-BF-SAN E|
Netwnrking Deseription . ASD00-BootFram-SAN -
Reboct on Boct Order Change  © No
SAN Connectivity Enforce vMICAHBASISCSI Mame © Yes
Boot Maode . Legacy
Zoning WARNINGS:

The type (primany/secondany) does not indicate a boot order presence.

The effactive order of boot devices within the same device class [LAN/StoragefiSCSI) is determined by PCle bus scan order.
¥NICAHBA Placement If Enforce vNIC/AHBA/ISCS] Name is selected and the vHIC/vHBA/ISCSI doss not sxist, a config srror will be reported

If it is not selected, the wNICsivHBAS are selected if they exist, ctherwise the vNIC/HBA with the lowest PGle bus scan order is used.

BootOrder
viedia Policy
+ — TeAdvarced Fiter 4+ Expon % Print Ll
Narne Order & wNIG/AHE.. Type VWM LUM Namme  Slot Murn..  Boot Name  Boot Path  Description
Remat 1 -
Maintenance Policy —8 a
w SA. oo Prirnary
Server Assignment
5S¢ Frirnary 500173 1
Operational Policies k=t Secondarny 5000173 1
-SA. fel Secaondans hd

< Prev Next > Cancel

28. Select maintenance Policy and Server Assignment.
29. Click Finish and complete the Service Profile creation.

Create Service Profiles

To create service profiles for each of the blades in the VersaStack solution, complete the following steps:

1. From the Servers tab in UCS Manager, under the Service Profile Templates node, right-click the Service
Profile Template created in the step above, then click Create Service Profiles from Template.

Al Serrers [/ Pools |

v Servers General Storage MNetwork ISCEIwMNICs Boot Order Paolicies Ewer

* Service Profiles

v root @ Actions Properties
v Service Profile Termplate s Create Service Profiles From Template Marne
roct .
M e Create a Clone Description

» Service Template Service-Profile-In . .
Unigque |dentifier

» Service Template Service-Profile-Te
. Power State

Associate with Serser P ool

Service Termgpl &

Create Service Profiles From Template Type

»  Sub-Organizatic
Create a Clone # Associate

» Policies -

» Pools Address

» Schedules Associate with Server Pool &3] haintenan

Change UUID

2. Provide a naming prefix, a starting number, and the number of services profiles to create, then click OK.
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Create Service Profiles From Template 7 X

Maming Pref WDI-BZ2O0OMA-HOST
Marne Suffix Starting Mumber : 1

Mumber of Instances 28

The requested number of service profiles (for example, 28) are created in the Service Profiles root
organization.

IBM FlashSystem A9000 Configuration for Cisco Validated Design

The IBM FlashSystem A9000 contains no special configurations, tuning or value changes from the default
values. For the validated design, the FlashSystem A9000 contains twelve 1.2TB MicroLatency Modules fully
populated.

An IBM Support Service Representative Engineer or authorized partner will perform the installation and initial
setup of the array. Setup (racking, power, cabling and array setup) is typically completed in less than one
hour and will only require between 6-12 cables (that number is variable based upon number of SAN FC
connections) for the system.

The Cisco UCS hosts are redundantly connected to the array controllers (via the Cisco MDS 9148S) with four
FC connections to each controller from two HBAs on each Cisco UCS host over the 8/16GB Fibre Channel
protocol for a total of eight logical paths for 128GB/s of total throughput with no single point of failure. The
FlashSystem A9000 will support up to twelve FC connections in total in the baseline system and using all
twelve connections is recommended in production deployments in order to maximize resiliency and
throughput capabilities of the array.

IBM FlashSystem A9000 Configuration

The IBM FlashSystem A9000 used in this CVD, required a total of 8 rack units: 6 for the grid controllers and
2 for the array enclosure. The front view of the array can be seen in Figure 24.
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Figure 24 IBM FlashSystem A9000 Storage Front View

The IBM MicroLatency Modules can be accessed without removing the bezel for maintenance activities.
Behind the bezel on the IBM FlashSystem A9000, the Battery Backup Units and redundant vault devices for
each controller and storage enclosure can be accessed as shown in Figure 25.

Figure 25 IBM FlashSystem A9000 Storage Front View

Figure 26 shows the back of the array which houses the three controllers. The rear of the array in this
example includes Fibre-Channel (12x 16GB/s ports) and 10Gb iSCSI (6x 10GB/s ports) connectivity.
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Figure 26 IBM FlashSystem A9000 Connectivity Overview (Back View)
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The grid controller is available in two versions that provide different I/O connectivity options. All grid
controllers must be equipped with either the iISCSI-only option or the Fibre Channel with iISCSI options.
When configured with Fibre Channel and iSCSi the system will include two dual port 16 Gb Fiber Channel
adapters and One dual port 10 GbE adapter. When configured with the iSCSI-only option the system will
include two dual port 10 GbE adapters.

Figure 27 FlashSystem A9000 configuration with FC and iSCSI Ports
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Figure 28 FlashSystem A9000 Configuration with iSCSI
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Connectivity to Cisco MDS 9148S

Figure 29 illustrates the IBM FlashSystem A9000 16GB FC connections to the redundantly paired Cisco MDS
9148S switches, yet again taking care to make certain there is no single point of path failure within the Cisco
Validated Design. Not shown in this diagram are power and array/SAN management port connections.
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Figure 29 IBM A9000 Connectivity to Cisco MDS 9148S FC Switches and Fabric 6248UP

IBM FlashSystem ASDDD storage
3 Storage Grid Controllers & 1 Disk Shelf

W BGE FC Uplinks from IBM AS00D Storage- & 8GB FE Uplinks from IBM A9D00 Storage-
{VSAN 300]

[WSAN 301)
Connecting to Clsco MDS 91485 FC Switch-A e s Connecting to Clsco MDS 91485 FC Switch-8

Clsca 6248 UP: F-A Clsco 6248 UP: A8

Cluster Link
4 x AGB Uplinks to AS0O0 4 % BGBE Uplinks to AS000

Starage-[VSAN 300) Starage-(VSAN 301)

Cluster Link

6xBGB FC connection from MDS
91485 Switch to L
@ x 8 GB Uplnks 1o
MG Saorage [VEAN] -

All IBM FlashSystem A9000 systems require a single IP address for management with a maximum of two.
One IP address is assigned to each controller Ethernet port (ethO) on Controllers 1 and 3. Initial setup of the

array and assignment of these IP addresses is accomplished by the IBM Service Support Representative
during installation.

All GUI-based operations shown in this section can also be accomplished through the XCLI command line
interface. For the sake of consistency, we will show all configuration steps via the GUI In addition, IBM
FlashSystem A9000 features a restful API for additional extensibility and usage across a multitude of

platforms and languages including PowerShell, Python and the VMware vRealize Automation Suite, among
many others.

How to Install IBM Hyper-Scale Manager

The prerequisites to install IBM Hyper-Scale Manager can be found here:

https://www.ibm.com/support/knowledgecenter/STIKMM_12.0.3/hsm_ug_ch_introduction.html

Create a New Linux OS Virtual Machine

To create a new Linux OS virtual machine, complete the following steps:

1. Create a new VM to host Hyper-Scale Manager, click New Virtual Machine.
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Mew Virtual Machine
MNew vApp

2. Click Create a new virtual machine.

» | Fsh Mew Virtual Machine . (T
» I'@ Mew WM from Library...

11 New Virtual Machine

(Z)

1 Selectcreation type

d  1a Selecta creation type

2 Edit sefings

Selecta creation type
How would you like to create a virtual machine?

Create a new virtual machine

2a Selecta name and folder Deploy from template

ecta compute resource Clone an exisfing virlual machine

Clone virtual machine to template

Clone template to template

Convert template to virtual machine
21 Customize hardware

J Readyto complete

This option guides you through creating a new virtual machine.
You will be able to customize processors, memory, network
connections, and storage. You will need to install a guest
operating system after creation.

Next

Cancel
3. Enter a name for the VM.
¥ New Virtual Machine (2 »
1 Selectcreation type Selecta name and folder

Specify a unique name and target location
s 1a Select a creation type

2 Editsettings Enter a name for the virtual machine.

2a Selecta name and folder Icisc—hsm|

cta compute resource

Select a location for the virtual machine

Virtual machine names can contain up to 80 characters and they must be unique within each wCenter Server VM folder.

4. Select compute resource.
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“5h New Virtual Machine

) »
1 Select creation type Selecta compute resource
Selectthe destination com pute resource for this operation
v 1a Select a creation type
2 Editsettings - :
[ @ Search |
~  2a Selectaname and folder h .
| EETE r FlashSE-DataCenter
elecl a compute resource FlashSE-Cluster
2c Select storage
Select a cluster, host, vApp or resource pool to run this
2d & 1patibility virtual machine.
3 Readyto complete
Com patibility:
o Compatibility checks succeeded
Back Next Cancel
5. Select the data store to store the HSM Linux VM to be created and stored.
¥ New Virtual Machine (2) »
1 Selectcreation type Select storage
Selectthe datastore in which to store the configuration and disk files
4 1a Selecta creation type
2 ELIEAITLE WM Storage Policy: | Datastore Default -] @
v 2a Selectaname and folder The following datastores are accessible from the destination resource that you selected. Select the destination datastore for the
+  2b Selecta compute resource  Vitual machine configuration files and all of the virtual disks.
¥4 2c Selectsiorage Name Capacity Provisioned Free Type Storage DRS*
2d Select com patibility B VMworld_Demo_AS000 96250 GB 53.07 GB 93538 GB VMFS
. EH vmw-V7K-NearLine-DS-01 2.00TB 443TB 41793 GB VMFS
Ze
B rbur-VM-V7K-DS-01 2.00TB 3247TB 41743 GB VMFS
=l i AL B VMWorld_Disk_Demo 1,023.75 GB 807.88 GB 312.06 GB VMFS
3 Readyto complete B Local-flashsemd-7 27100 GB 974.00 MB 27005 GB VMFS
E Local-flashsemd-3 271.00 GB 2291 GB 270.05 GB VMFS
EH Local-flashsem4-8 271.00 GB 977.00 MB 270.05 GB VMFS
B Local-lashsem4-1 271.00 GB 15.80 GB 255.20 GB VMFS -
Enl I T o S o v
Compatibility:
@ cCompatibility checks succeeded
Back Next Cancel

6. Select compatibility.
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[ %5 New virtual Machine (2) |
1 Selectcreation type Selectcompatibility
Select com patibility for this virtual machine depending on the hosts in your environment
~  1a Selecta creation type
2 Edit setings The host or cluster supports more than one VMware virtual machine version. Select a compatibility for the virtual machine.
~ 2a Selectaname and folder
+~  2b Selecta compute resource  Compatible with: | ESXi 6.0 and later |~ ] @
= e EEEIEiIEE This virtual machine uses hardware version 11 and provides the best performance and latest features
2e Selecta guest OS
21 Custy
3 Readyto complete
Back Next Cancel
7. Select the Guest OS Family. This is Linux Based VM to be installed for IBM HSM.
(7} |

31 New Virtual Machine

1 Selectcreaton ype

4

1a Selecta creation e
2 Edit settings

2a Selectaname and folder

2p Selecta compute resource

2c Select storage

2d Select com patibility

2e Selecta guestOS

2f Customize hardware

Ly

3 Ready to complete

Selecta guestOs
Choose the guest OS that will be installed on the virtual machine

Identifying the guest operating system here allows the wizard to provide the appropriate defaults for the operating system
installation

Guest 0S Family: | Linux

Guest OS Version: | Red Hat Enterprise Linux 7 (64-bit)

Compatibility: ESXi 6.0 and later (VM version 11}

Back Next Cancel

8. Create a VM with at least 2 CPU and 4 GB memory and at least 76GB free in /home.

¥31 New Virtual Machine 2) "
1 Selectcreation type Customize hardware
Configure the virtual machine hardware
~  1a Selecta creation type
2 Editselings ((Mirtual Haraware | v Options | SDRS Rules
v 2a Selecta name and folder
» @ *CPU 2 - ®
~ 2b Selecta compute resource P — —
~ 4 -~ GB -~ |
~  2c Selectstorage > ®E “Memory [ =) e [=)
« 24 Select compatibility » &8 “New Hard disk 90 B (ee [~]
« 2o SeiectaguestOs » @, New SCSI controller VMware Paravirtual
S i ST s > *New Network [ VM Network [~ | ™ connect...
3 Readyto complete » (@ *New CD/DVD Drive | Datastore ISO File ‘ ~ | 4 Connect...
| Client Device | ~] (<]

> New Floppy drive

» [@@ Video card | Specify custom settings [~]

» & VMCI device
» (@ New SATA Controller

» Other Devices

New device: ——— Select

Compatibility: ESXi 6.0 and later (VM version 11)

Back Next Cancel

9. Review all the parameters and click Finish to complete the creation of the Linux VM for Hyper-Scale

manger.
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i New Virtual Machine 7
1 Selectcreation type Provisioning type Create a new virtual machine
v 1a Selecta creation type Virtual mac cisc-hsm
2 Editsetfings Folder: FlashSE-DataCenter
v 2a Selecta name and folder Cluster: FlashSE-Cluster
v 2b Selecta compute resource Datastore: v -MearLine-DS-0
- 2c Selectstorage Guest OS name: Red Hat Enterprise Linux 7 (64-bit
v 2d Select compatibility CPUs: 2
v 2e Selecta guestOS ey 468
~  2f Customize hardware RS
y NIC 1 network 1 Network
NIC 1 type VMXMNET 3
SCSi controller ware Paravirtual
Create hard disk irual disk
Capacity: GB
Datastore n-V7K-NearLine-DS-01
Virtual device node 8Cs
Mode: Dependent
Compatibility: ESXi 6.0 and later (VM version
Back Finish Cancel

The screenshot below shows the Linux Virtual Machine being created.

VIMRC - - &

cisc-hsm - VMware Remote Console

Red Hat Enterprise Linwx 7.2

Install Red Hat Enterprise Linwx 7.2

Test this media & install Red Hat Enterprise Linux 7.2

Troubleshoot ing

Automatic boot in 45 seconds. ..

10. Select Language.
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Af cisc-hsm - VMware Remote Console l_l_-
VMRC ~ = Ol T =

RED HAT ENTERPRISE LINUX 7.2 INSTALLATION
ER us Help!

- redhat

WELCOME TO RED HAT ENTERPRISE LINUX 7.2

What language would you like to use during the installation process?

English (United Kingdom)

Afrikaans Afrilz

ACICT Amha Efgushndra)

R . Englfsh (Australia)

=TT English (Canada)

: English (Denmark)

Asturianu Astur English (Ireland)

Benapyckas Be larus English (New Zealand)
Benrapckun Bulgar English (Nigeria)

Tre=Tt Benc English (Hong Kong SAR China)
(1 <«

Quit
11. Configure Installation options.
i cisc-hsm - VMware Remote Console |;|i__—
VMRC ~ > chh <
INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.2 INSTALLATION
- redhat
BN us Help!

LOCALIZATION
DATE & TIME KEYBOARD
Americas/INew York timezone English (US)
E LANGUAGE SUPPORT
English (United States)
SECURITY

SECURITY POLICY
No content found

SOFTVVARE

INSTALLATION SOURCE SOFTWARE SELECTION
Local media GINOME Desktop

Suit

12. Configure additional installation options.

D cisc-hsm - VMware Remote Console [= = == |
VMRC ~ > c&h T <
INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.2 INSTALLATION
- redhat
ER us Help!

SECURITY

SECURITY POLICY
No content found
sorTwane

INSTALLATION SOURCE ﬁ SOFTWARE SELECTION

Local media GINOME Desktop

INSTALLATION DESTINATION KDumMP
Automatic partitioning selected Kdump is enabled

NETWORK & HOST NAME
Wired (enol67...032) connected

13. Set root password.
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VMRC ~ il - & 1T

redhat
B us Help!

USER SETTINGS

@ ROOT PASSWORD D USER CREATION

Root password is set - No user will be created

2 Starting package installation process

MANAGE MORE. STRESS LESS.
RED HAT SATELLITE

- redhat

=t cisc-hsm - VMware Remote Console lLIi-

CONFIGURATION RED HAT ENTERPRISE LINUX 7.2 INSTALLATION

14. Reboot to complete the installation.

P cisc-hsm - VMware Remote Console [= = ==
VMRC ~ - cih 3
CONFIGURATION RED HAT ENTERPRISE LINUX 7.2 INSTALLATION

- Tredhat

Help!

Complete!

ed an

Red Hat Enterprise Linux is now successfully
= ad and r

Ge

Li.  Use of this product is subject to the license agreement found at fusr/share/redhat-release/EULA

15. Select language.

i cisc-hsm - VMware Remote Console

Welcome

Bienvenido.

Deutsch Deutschland
English United S tat
Espafiol Espaiia
frangais Fran
pycekni Paccnitckan Mepepauna
gl

SRS
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16. Select keyboard language.

| g
Typing
Select your keyboard layout or an input method.
Camaroon Muttilingual (Bvorak) praviais
Cameroon Multilingual (qwerty) Preview
English (Cameroon) Praview
English (Canads) praview
English (Colemak) Preview
English (US) v  Preview

17. Select time zone.

=

VMR ~ | 1l > & T «

Time Zone

We think that your time zone is EDT (Poughkeepsie, United States). Press Next to continue or search foracity to [ o
manually set the time zone.

18. Create a local user.
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cisc-hsm - VMware Remote Console ===
vMRC ~ [ «
F—— pr— [

About You

We need a few details to complete setup

Full Name | mievan -

Username | [N -~

Set Up Enterprise Login

19. Create the local user password.

t cisc-hsm - VMware Remote Console =-1= _
VMRC — = «
Pravieus Passwaord e
Set a Password
Be careful nat to lose your passwaore
PY— | [esssssas
varity [sscsesas] =

The screenshot below shows the RedHat Enterprise Linux is ready to use.

clsc-hsm - VMware Remote Console (== -

VMRC ~ - B 3L «

Ready to Go

You're all set!

Thank you for choosing Red Hat Er inux Waorkstation.
We hope that y.

| Start using Red Hat Enterprise Linux Workstation

When the VM HSM Linux VM is rebooted and ready to use, install the Hyper-Scale Manager.
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Hyper-Scale Manger Installation

The IBM Hyper-Scale Manager can be downloaded from IBM Support: Fix Central,

https://www.ibm.com/support/fixcentral/

To install the Hyper-Scale Manager, complete the following steps:

1. Begin installation of Hyper-Scale Manager.

vMrRe ~ | Il ~ & L

M Applications ~  Places ~  [[iierminal =

sun12:57 O @ O ~

root@cisco—hsm:~
File Edit View Search Terminal Help
[root@cisco-hsm Desktopl# 1s -al

total 4
drwxr-xr-x. 2 root root 6 Mar 12 12:56 .
dr-xr-x---. 13 root root 4896 Mar 12 12:56 ..

[root@cisco-hsm Desktopl# cd ..

[root@cisco-hsm ~]# 1s

anaconda-ks.cfg Documents IBM-Hyper-Scale-Manager 5.1.1.bin Music Public Videos
Desktop Downloads initial-setup-ks.cfg Pictures Templates
[root@cisco-hsm ~]# chmod u+x IBM-Hyper-Scale-Manager_5.1.1.bin

[root@cisco-hsm ~]# ./IBM-Hyper-Scale-Manager 5.1.1.bin

e

2. Select ports to be used by Hyper-Scale Manager.

wre ~ | Il - & I

<

M Applications ¥  Places ¥ Dminal'

sun13:30 O @ O ~

root@cisco-hsm:~

File Edit View Search Terminal Help

IBM Hyper-Scale Manager 5.1.1

You are about to install IBM Hyper-Scale Manager in the [/home/msms] directory.

Permissions to this directory are designated orily to the 'msms' user created during installation.
Keep in mind that both the installation and '/opt'
Press Enter to accept the installation location,
Please enter HTTP port number to use with IBM Hyper-Scale Manager or O to disable HTTP port [8080] >
Please enter HTTPS port number to use with IBM Hyper-Scale Manager [8443] >

Please enter HTTPS port number to use with cloud integration feature [8448] =

IBM Hyper-Scale Manager version 5.1.1 will be installed under /home/msms/hyperscale.
Are you sure you want to install now? [y/nl =y

directories require directory traversal permissions (x-permission)

for the 'msms' user.
or type a different path to change the installation directory.

|

3. Accept the license agreement.
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VMRC ¥ |

ﬂ' b <«
M Applications *  Places ¥ _’minaL' sunl3:30 O @ O ~

root@cisco-hsm:~ - = x

File Edit View Search Terminal Help
Please enter HTTPS port number to use with cloud integration feature [8440] >

IBM Hyper-Scale Manager version 5.1.1 will be installed under /home/msms/hyperscale.

Are you sure you want to install now? [y/n] >y

IBM Hyper-Scale Manager license agreement will be shown.

Press 'Enter' to view the license agreement.

During the review of the license, you can press 'l' and 'Enter' to accept and continue with the installation, or '2' and 'Enter' to decline
and abort the installation.

1

International License Agreement for Non-Warranted Programs

Part 1 - General Terms

BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON
AN "ACCEPT" BUTTON, OR OTHERWISE USING THE PROGRAM,
LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YOU ARE
ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT
AND WARRANT THAT YOU HAVE FULL AUTHORITY TO BIND LICENSEE
TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

* DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN
"ACCEPT" BUTTON, OR USE THE PROGRAM; AND

* PROMPTLY RETURM THE UNUSED MEDIA AND DOCUMENTATION TO THE

Press Enter to continue viewing the license agreement, or

enter "1" to accept the agreement, "2" to decline it, "3"

to print it, "4" to read non-IBM terms, or "S9" to go back

to the previous screen.

1

In IBM's continuing efforts to improve our offerings, we would appreciate your allowing us access to your IBM Hyper-Scale Manager usage data

We intend to anmalyze this data to possibly enhance future offerings and to improve your client experience.
If you agree, this information will be sent to IBM, will be used for the described purposes, and will be treated as IBM Confidential.
Do you agree? [Y/n] >

Information on the services installed is shown in the screenshot below.

VMRE ~ | BB = o L «
M appiications o mincas = I 0o =

root@cisco-hsm:~ = a =

File Edit  View Saarch Terminal  Help

| oo vou asarear [ysnl =
PRmtaiiling THM lyper Stale Manager RPM package
[ 1 @ew)

Updating / installing

[SNCTCES)
Floase walt
Installing clold integratrion featurs.

Pereparing ror new insta
T i e K
Starting rabbitmg server (via systemctl): [ OK 1

ConTiguring reyslo
Setting up ngi

Generating SSL Certificate

ConTiguring new service [ibm_spectrum_contral]

i
Craating o Spact rum Cont rol user

SECURLTY NOTES

Tha Fallowirg merts most be cpemed oh thisihas
- Port 5672 for rabbitmg on the internal int E\rfa:n (ley
- Port 4369 for ampg on the internal interface (lo) .

- Port 8440 on tha extarnal interfacea.

I7 you are using the linux derault Tirewall. you can use the Tollowing cemmands to open the port:

Firawall-emd --parmanant --zoma=trusted - -sdd-interfaca=lo
firewall-cmd --permanent add-port R44@/tsn
permanent --zon ed - -add-port=4369/tcp
e rmanant - -zome=trusted - -add-peort=S&872/tch

: relo,
1T you are using & different Tirewsll software plesse refer to the software documentation for help.

If SELinux im snablsd on this machine the port must ba snablad. This can bs dons using tha following command :
setsebool -P nis_enabled

L s @

Information regarding the installation and firewall-cmd is shown below.

VMRC ~ | NN > & T «
® Applications ~  Places ~ [JEREErminat ~ Sun13:40 O 4

root@cisco-hsm:~ = a =

File Edit View Search Terminal Help

The following ports must ba opaned on this host:

- Port 5672 for rabbitmq on the internal interface (lo).
- Port 4369 for ampg on the internal interface (lo) .

- Port 8440 on the external interface.

IT you are using the linux default firewall, you can use the following commands to open the port:
firewall-cmd --permanent --zone=trusted --add-interface=lo

Tirawall-cmd --parmanent --add-port=8440/tcp

firewall-cmd --permanent --zone=trusted --add-port=4369/tcp

firewall-cmd --permanent --zone=trusted --add-port=5672/tcp

firewall-cmd --reload

If you are using a different firewall software please refer to the software documentation for help.

If SELinux is enabled on this machine the port must be enabled. This can be done Using the following command:
satsebool -P nis_enabled

If the rabbitmg-server sarvice is reported as not running it can be restarted by the following command: systemctl rastart rabbitmg-sarver

NO(E' An initial username ‘admin’' with an initial password 'adminl!’' has been defined for the initial access (via the CLI or GUI) to the IBM
pectrum Control .

IMPORTANT To avoid unauthorized access to the IBM Spectrum Control, the password for this username should be changed as soon as possible.

ou can control IBM Spectrum Control services using the shell command 'service ibm_spectrum_control {start|stop|status}’

Cloud integration feature was installed successfully

Starting xivms service
IBM-Hypar-Scale-Manager version 5.1.1 (build 20161229-1146) 1is starting...

[EECEEEE] MM

[EECIEEET MM MM MM
BB BB MM

e
[epieya

4 1
BEBBER MM MM I

The complete installation of Hyper-Scale Manager is shown below.
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] Cisc-hsm - VMware Remote Console [= T = T
vmRe = | I - &b =D «
™ Applications ~  Places ~ [[llErminat ~ Sun13:39 O ) O ~
e R e
Fila Edit View Search Tarmina L Help
HH HH b A PP PP EE RR RR
HHHHHHHH S PPPPPPP EEEEEEE RRRRRRR
HH HH Y PP RR RR
HH Yy PP EEEEEEE
AA [ EEEEEEE
A A LL EE
AAABMAA L EEEEEEE
AR AN Ll
AA AA L EEEEEEE
MM MM AN NN NN AN EEEEEEE RRRRRRR
MMM MMM A A NNN NN A A El RR RR
MM MM MM AAAMAN NN NN NN AAAAAA EEEEEEE RRRRRRR
MM MM AR AA NN NNNN Al AA EE RR RR
MM MM AA AR NN NN AN AR EEEEEEE RR RR
d.ibm.local :8443
ion.
Reboot is required. Click ¥ to reboot now or N to reboot later Y/[N‘\.
||-] root@cisco—hsm:~ 1/4 &Y

After the installation is complete, the next steps are to configure Hyper-Scale Manager to manage the
FlashSystem A9000.

Configure Hyper-Scale Manager for the FlashSystem A9000

To configure the Hyper-Scale Manager, complete the following steps:

1. Run the IBM-Hyper-Scale Manager. The Welcome screen to new install of Hyper-Scale Manager dis-
plays.

Welcome to
IBM Hyper-Scale

In just a few quick steps, you can set up your first System:
FlashSystem® A9QS000 or ASO0OO0R,
XIV Gen3 or Spectrum Accelerate.
Before you begin, make sure you have:

IP/DNS of at least one IBM Storage System

Storage Admin credentials to authenticate to that system

Let's Start

2. Enter the IP Address of FlashSystem A9000.
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IBM Hyper-Scale = Start Over

=
O

Enter System IP/DNS address

IP/DNS

192168.62.160|

Continue Step 1/3

3. Enter a User name and Password for the Administrative User.

IBM Hyper-Scale = Start Over

O

Log in to your System

Continue

The Hyper-Scale Manager capability message is shown below.

IBM Hyper-Scale <> Start Over

IBM Hyper-Scale Manager uses a mediator
Management Server to

boost your management capat

Continue

4. Enter the Monitoring account for FlashSystem A9000.
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IBM Hyper-Scale - Start Over

L]

Continue Step 3/3

The Hyper-Scale Manager successful installation screen is shown below.

IBM Hyper-Scale

Congratulations!

RS RS

It is recommended to restrict the access to the
Management Server, you can do it after logging in under
Management Server configuration

Show me the Dashboard

5. Select System under +New menu to add to an existing Hyper-Scale Manager.

CREATE NEW

WVolurme

Host

Cluster

Consistency Group

QoS Performance Class
Pool

Domain

User

User Group 3

System

6. Enter a minimum of 1 IP Address for the FlashSystem A9000
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EESSITT® inventory (Home)

Health Configuration

= } MNotifications

Add System

I/ Host Name 1 €3

1P/ Host Name 2
1P/ Host Name 3

Cancel Apply

IBM Hyper-Scale Manager GUI Overview and ESXi Host Setup

1. Enter a User name and Password for the Administrative User.

IBM Hyper-Scale

Enter your user name

U

Enter your password

* Automate your VMware environment using cloud integration

Access product and APl documentation

The Hyper-Scale Manager GUI is shown below.
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The Hyper-Scale Manager GUI provides a hew web-based management GUI for all members of the IBM
Spectrum Accelerate family, including the XIV Storage System Geng3, IBM FlashSystem A9000 and IBM
FlashSystem A9000R, as well as any IBM Spectrum Accelerate installations. The following functional
highlights are included:

e Customizable Dashboard

e Context-oriented Ul in a single-pane web-based application so that you can view all relevant
information for every object at a glance

e Smart view of object relationships and dependencies in a visual map
e Instant object-centered management and monitoring

e Advanced filters for focusing on the required object

e Quick tracing of objects and fast navigation between objects

e Health score of all systems in the inventory

e Integrated statistics information

The Hyper-Scale Manager GUI Dashboard includes a Health Widget that displays the number of systems in
the inventory and a high-level view of the health of the installed inventory. The Data Reduction widget
display the data reduction savings as a result of compression and data deduplication of written data. The
Capacity Widget display current and projected information about various capacity aspects of all systems in
the inventory. Real-time Statics Widget displays latency and input/output operations per second (IOPS)
information for all systems in the dashboard. You have the capability to see more granular performance and
capacity metrics for individual, or groups of datastores over a wider timespan under the ‘Statistics View’ tab
for up to a year.
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Hyper-Scale Manager Dashboard Overview

Figure 30 IBM

o @ e

1BMABK

264

Written @

When the System has been added to the Hyper-Scale Manager, the next step is to complete the SAN zoning
of the Cisco MCS 9148S switches so that the storage array and Cisco UCS servers are able to
communicate.

To complete the SAN zoning for the Cisco MCS 9148S switches, complete the following steps:

1. Record the WWN’s of the array from within the Hyper-Scale Manager GUI,. This information can be
found in the Hyper-Scale Manager GUI under System -> Actions -> Hardware -> View/Modify Ports in
the right hand panel of the screen. Then select the Actions button for Port (Module 1) and select
View/Edit FC Port and then at the bottom right hand side will be the WWPN:

3% Actions System Patch Panel

Properties

Monitor Hardware Health
Dashboard View/Modify Ports
Pool, Domain, Volume Modify IP Interfaces
Association
Support
LDAP

I Hardware
Capacity

Targets

CNCN-NCNCN-N

Statistics

v V. ¥ ¥ ¥ ¥ ¥V ¥V V¥V V¥V V¥

Compression

FC PORTS

Port (Module 1) Status
1 OK (Online)

Port (Module 1) Status

2 oK (Online)

Port (Module 1) Status
3 OK (Online)

2. Select View/Edit FC Port to view WWPN.
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FC Port

FC PORTS
View/Edit FC Port

Port (Module 1) Status
1 OK (Online)

Port (Module 1) Status
P OK (Online)

Port (Module 1) Status
3 OK (Online)

The WWPN is shown in lower left corner.

oo

@®| Enabled Initiator

O/ Disabled ®) Target
Configured Rate (Gbit) Current Rate (Gbit)

Auto v T
Port ID Link Type
1.FC_Port:1:1 Fabric Direct Attach
WWPN Status
5001738059130110 OK (Online)

When the FlashSystem A9000 WWNSs have been recorded, the Cisco MDS 9148S zonesets are created and
activated. The WWNs of the UCS servers will automatically become visible to the IBM FlashSystem A9000
array (note that it can sometimes take up to 30 minutes for the UCS WWNs to become visible).

Adding a Cisco UCS Host

The next step is to create hosts within the Hyper-Scale Manager GUI. Volumes need to be connected to
hosts and/or host groups in order for the two to communicate.

To create a Host within the Hyper-Scale Manager GUI, complete the following steps:

1. From the +New button, select Host.
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CREATE NEW

Volume

Host

Cluster

Consistency Group
QoS Performance Class
Pool

Domain

User

User Group

System

2. Create a Single Host.

Add Host

QoS (undefined) Connectivity

Mapping (undefined) Clusters (undefined)

Sys. / Doms U.Groups (undefined)

[ nEw
L
Name Type
InfraO1 Default

SYSTEMS / CLUSTERS / DOMAINS
System
A9-Pod-7822803

DOMAINS CLUSTER'S DOMAINS

Domain

/Global Space/

3. Select + to the right of Ports to add selection boxes for WWPN.

Port Address
20000025B5039A08

Port Address
20000025B5039A09
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# In the screenshots above, you can see that a host is being created and the Cisco UCS servers
WWNs have been added.

Below, you can see a properly setup UCS host within the Hyper-Scale Manager GUI. Repeat the steps listed
above to create hosts and configuring the Fibre Channel WWNSs for all UCS servers.

Figure 31 Host with Two WWNs

= Actions Host Properties

Qos (0) | Oy & | Connectivity

Mapping (1) (=3 B3 5 Clusters (0)

Sys./Doms | []. U.Groups (0)

L Units: GB (v

e~

InfraO1 Default v

Deduplicated & Compressed

Written-Before Com.. Volumes & Snapsho...
=0 11

In FlashSystems A9000/R physical usage (stored)
is managed on the System level only

Port Address
20000025B5039A08

Port Address
20000025B5039A09

IBM FlashSystem A9000 Data Storage Layout

A key benefit of the IBM FlashSystem A9000 is that it rapidly enables customers to quickly and logically
design their Vmware Horizon datastore implementation. The IBM FlashSystem A9000 offer unique patented
designs to ensure maximum availability and that include IBM Variable Stripe RAID, IBM engineered error
correction code (ECC), IBM optimized over-provisioning, advanced wear-leveling on IBM MicroLatency
modules, write buffer and hardware offload, and IBM garbage collection (among other things) at the array
level so Vmware administrators only need to name the datastore, input the size and then attach it to the
appropriate host(s). In addition, the IBM FlashSystem A9000 array includes a vSphere Web-client plug-in
that enables the administration of the array completely within the vSphere Web-client if they so choose.

For this Cisco Validated Design, we will break up our datastores by logical use case. This is often an
overlooked benefit of an All-Flash Array - the ability to design your datastores with a logical layout rather
than being forced to adhere to VM per datastore sizing limitations based upon storage performance
bottlenecks. That is, several thousand VMs can be run from a single datastore without issue, though we
recommend including fault tolerance into your design.

131



Solution Hardware and Software

For the Vmware Horizon implementation used in this document, we elected to use the following datastore
setup:

Table 13 Layout for the IBM FlashSystem A9000 Storage Array

VDI Component | Datastore Contents # o:oli:tsas— Datastore Size
VMware Horizon | 1 VMware vCenter 6 Appliance 1 4 TB (4444GB)
Infrastructure 2 Active Directory/DNS/DHCP Servers
Datastore 4 VMware Horizon Connection/Replica Servers

1 Windows 2012 User Roaming Profile Share

Server

1 Windows 2012 KMS Server

1 SQL Database Server

2 VSM Appliances (Cisco Nexus 1000V)

1 VSUM (Cisco Virtual Switch Update Manag-

er)
VMware Horizon | 81 Windows Server 2012 R2 Servers for RDS 1 10 TB (11059
RDSH Datastore | Server Roles. 2100 User sessions. GB)
Non Persistent
xg/'l"‘éa;:k':;;zo” 2900 Non-Persistent VDI Desktops 2 " 11005;?38)
Datastore
ESXi Boot Datas- | ESXi SAN boot for Cisco UCS B200 M4 Serv- 32 10 GB
tore ers (11059 GB)

# Storage was provisioned using the decimal data units representation (giga, tera) and to match
the expected representation of VMware which uses the binary units representation (gibi, tebi)
additional capacity was presented.

For example, below is the example of a InfraVOL created with 4TB datastore. The actual volume size
selected is 4,444 Gb to get the desirable 4TB of size due to the decimal units calculation.
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Figure 32 InfravVOL Data Store Provisioned 4 TB

= Actions  Volume Properties

=40121001

ial Mumbear

550 Caching state & Created By

[RIP admin

The following images provide examples of datastores created for data, SAN boot, and RDSH/VDI datastores.

srv01_Beot LUN 1nGe N/A Deduplcated & Com... @ Compressed Compressed 0% - IBMASK, /Ghbal Spacs/
&rv02_Boat_LLIN 1GE MiA Deduplicated & Com... @ Compressed Compressed 22% - IERAGK /Global Space/
srv03_Beot_LUN 1GE [ Deduplicated & Com o Compressed Compressed T . IERAAGK /Gkbal Space/
&rv04_Boot_LLIN nGe MiA Deduplcated & Com... @ Compressed Compressed 22% - IERAGK, /Gkobal Spacel
srv05_Boot_LUIN 1GE MAA Deduplicated & Com (-] Compressed Compressed TH . IERAGK /Global Bpacel
snv0B_Beot_LUN 1GEB NiA Deduplicated & Comn... @ Compressed Compressed 8% =« IBMASK, {Ghbal Space/
1 #  Olick here to adjust filler
MM 37 Volumes H csv
Volume Volu... Stored Reduction Status Compression S.. Compression 8., Written by H.. System Domain
ROSH-DS 1,060 GB /A Deduplicatsd & Compress . @ Compressed Cempressed % = IBMATK [Global Spacsf
Whi-08-02 1,060 GB /A Dzduplicated & Compress. (-] Comprassad Comprasssd F9%  — IBMAZK [Gbobal Spacs!
Wh-0e-01 1,060 GB /A Dzduplicated & Compress. (-] Comprassad Comprasssd F9%  — IBMAZK JGbobal Spacs!

Create Volume and Data Stores on IBM FlashSystem A9000

Creating and even resizing a datastore on the FlashSystem A9000 array is incredibly simple and can be
accomplished in just a few clicks.

To create and resized a datastore, complete the following steps:
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1. Click the +New Button from the Top Navigation pane from within the Hyper-Scale Manager GUI.

CREATE NEW

Volume

Host

Cluster

Consistency Group
QoS Performance Class
Pool

Domain

User

User Group

System

2. Name and size the Volume, select the System, Domain and Storage Pool to complete its creation.

Create Volume

R—
—
p—

CED

T

Name i Quantity

Infra-DataStore 1
Volume Size i
4444
System
A9-Pod-7822803
Domain i
/Global Space/
Pool
Cisco_VDI_Pool

3. To connect the LUN to an ESXi host, select a newly created volume under the Volumes tab:
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= Actions Volume Mapping

Mirror (O) G (0)

Mapping G+ ¢ Migration (0)

Volume
Belonging [=»  Online Mobility (O)

UM oo

Host
InfraO1

Host

Infra02)| ~

4. Select ‘Mapping’ from the hub to the right and then select Add at the bottom. Select the + Button to the
right of Hosts to add one or more hosts to the Volume:

= Actions Volume Mapping

Mirror (0) £ : <D oG (0)

Mapping = 1 Migration (O)

Belonging => } Online Mobility (O)

@IS croseer

Host

InfraO1 ( Standalone Host )

Host

Infra02 ( Standalone Host )

5. Storage setup has been completed and the datastore now needs to be added from within vSphere.
From within the vSphere client, select a host from the Host Group that was connected to the volume in
the previous step, go to Related Objects and then Datastore and click the icon to add the new datastore.
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vmware® vSphere Web Client =

MNavigator b & @ 10.10.60.108 Actions -

4 Home D Getting Started  Summary  Monitar  Manage | Related Objects

(v |@ =8
- L vCsSAvdipod local
v\.-"DI-DP«TPxCENTER

«J Infra

R 101060108

" [ Wirtual Machines | Wil Templates in Falders | Metwarks | Distribute:

B8 @ & HE B | gadons -

Hame 1 v Status Type

@10_10_50_115 = Infravol @& Mormal YMFS5

6. Select the VMFS option and click Next.

Mew Datastore (7) »

v N -

2 Name and device selection (=) WVMFS
3 Partition configuration Create a WMFS datastore on a digkiLLIM.
4 Readyto complete (_JNFS
Create an NFS datastore on an MFS share over the network.
(WWOL

Create a Yirtual Volumes datastore on a storage container connected to a storage provider,

Mesxt Cancel

7. Name the datastore and select the appropriate volume from the list shown. It might be necessary to
rescan the vHBA on the host in order to see a newly created datastore.

New Datastore @
v 2 Type The datastore will be accessible to all the hosts that are configured with access to the selected disk/LUN. If you do notfind the
disk/LUM that you are interested in, it might not be accessible to that host Try changing the host or configure accessibility of
Y 3 Name and device selection that disk/LUN
4 Partition configuration Selecta hostio view its accessible disks/LUNs: | flashsem4-1.flashse-ad.ibm local | = \
5 Ready to complete I_Q Filter v_I
Name LUN | Capacity Hardware Acc... | Drive Type | Snapshot V...
IBM Fibre Channel Disk (naa.60017328c7c80591300000000000... 10 404TE Supported HDD
i 1 items
Back Next Cancel

8. Leave the partition configuration options at default values and click Next.
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#3 New Datastore BN

~ 1 Location Partition Layout Datastore Defails

+ 2 Type Partition Configuration Use all available pariitions -

~ 3 Name and device selection Datastore Size —_—y [4138.80 < GB

g% 4 Pariiion configuration

5 Readyto complete

InfraViol

Capacity. 4.047TB
Free Space 4.047TB

Back Next Cancel

9. Click Finish to complete the datastore setup.

10. Repeat this process for each of the datastores listed in the DatastoreError! Reference source not
found..

Configure User Profile Manager Share on IBM FlashSystem A9000

A VDI user profile share was built using Windows Server 2012 R2 to closely mirror a production environment
where user profiles are stored in a network location. The user profiles are created for the Login VSI users
who sign in during the automated Knowledge Worker benchmark test runs. The server was hosted on the
infrastructure datastore where our snapshot policies were applied for backing up the system.

The profiles were stored on a separate ProfileShare (E:) partition on the Windows 2012 Profile Server
configured.
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VDI- User Profiles

Figure 33 Profile Share Server for the Users Configured on the IBM FlashSystem A9000

SN A LoginVsl
Home Share Wieww
e - T . » This PC » ProfileShare (B} » LoginVsl »
-
- Favorites Mame Date modified Type
oy

Bl Desktop . administrator Ve 3,220 3:54 PM File folder
& Downloads . LoginVsll.ve 2723 7 1:20 PM File folder
5l Recent places LoginVSIZ. Ve 2/23 7 1:19 PR File folder
. LeginVsI3.Ve 2/23/2017 1:18 PM File folder
18 This PC . LeginVSl4.VE 7 1:19 PR File folder
m Desktop LoginVSI5.VE 119 PR File folder
- | Documents LoginVsI6.WE 7 o PP File folder
& Downloads . LeginVsI7. Ve 7 1:20 PM File folder
ot Music . LoginVsla.ve 18 PM File folder
=| Pictures LoginVSI9.VE 118 PR File folder
2 Videos . LeginVSITOVE 19 PR File folder
a, Local Disk (C:) . LeginVsI11.ve 12 PM File folder
@ ProfileShare (E:) . LeginVsI12.Ve 19 PM File folder
LoginVsI13.V6 7 1:37 PM File folder

€l Metwork 0 PM File folder

"7 1:20 PM  File folder

. LoginVSI14.W6E
. LoginV5115.W6

Mo
rord
w

Figure 34 RDSH Session Host User Profiles Configured on the same ProfileShare Server on IBM
FlashSystem A9000 Storage

L T = RDSH
Home Share Wiew
< - 4 | . » This PC » ProfileShare (E:) » RDSH »
4 3% Favorites Mame = Date modified Type
Bl Desktop . RDSHWVSI1.VDIPOD.WZ2 24, 19 PM File folder
& Downloads . RDSHVSI2ZVDIPOD.WVZ 2/ :19 PM File folder
=l Recent places . RDSHVSIZVDIPOD.W2 2. 18 PM File folder
. RDSHVSIAVDIPOD.W2 242 18 PM File folder
o |88 This PC . RDSHWVSIS.VDIPOD.WZ2 25237 119 PR File folder
I | pm Desktop . RDSHWVSIBVDIPOD.WZ 2723/ 19 PM File folder
I | 2 Documents . RDSHWVSITVDIPOD.WVZ 2723/ :39 PM File folder
I | Downloads . RDSHWVSISVDIPOD.WZ 24523/ 19 PM File folder
I L Music . RDSHVSISVDIPOD.WZ 2523/ 40 PR File folder
I | = Pictures . RDSHVSITOVDIPOD.W2 2/ :19 PM File folder
I | B Videos . RDSHVSIT1.VDIPOD.W2 2. 19 PM File folder
I fsy Local Disk (C2) . RDSHVSI2VDIPOD.WV2 2. 18 PM File folder
I —w ProfileShare (E:) . RDSHWSI13.WVDIPOD.WV2 25237 119 PR File folder
. RDSHVSI14AVDIPOD.V2 2723/ 19 PM File folder
I- €l Metwork . RDSHVSI15.VDIPOD.W2 2423/ 19 P File folder

Configure MDS 9100 Series

To configure the MDS 9100 series, complete the following steps:

L In this solution, we utilized the Cisco MDS 9148S Switches for Fiber Channel Switching. For
racking, cable and initial setup of the MDS switches, please refer to the Quick Start Guide:
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/mds9000/hw/9148/quick/guide/
MDS 9148 QSG.pdf

1. When the MDS switch is racked and can be logged into, it can now be configured to communicate with
the Cisco UCS Fabric Interconnects.
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2. In this study, we used two separate fabrics each with their own unique VSAN. Fabric A is configured for
VSAN300 while Fabric B for VSAN301. In our initial Cisco UCS configuration, you will see where we con-
figured fiber cables on ports 13 and 16 and configured a FC port-channel. FI-A’s FC port channel is
configured for VSAN300 and FI-B’s FC port-channel for VSAN301.

Figure 35 VSAN 300 Configured for Fabric A

SAN / SAN Cloud / Fabric A / Uplink FC Interfaces [ FCInterface 2/13

General Faults Events

o AR Slet ID 2
Disable Interface Fabric ID A
User Lakel
< m >
Port Type : Physical Hetwork Type : San
Transpart Type : Fe Role Network
Lecale : External Port sysfswitch-Afslot-2fswitch-fefport-13
YSAN : [n vsAN-AsK-200 (300) * Fill Pattsrn Idle () Aref

Megotisted Speed : |Fahric Ajvsan VSAN-ASK-300 [300)

Figure 36 VSAN 301 Configured for Fabric B

SAN / SAN Cloud / Fabric B / Uplink FC Interfaces / FC Interface 2113

General Faults Events

D 13 Slat ID c 2
Disable Interface Fabric ID B
User Label
< ] >
Port Type Physical MNetwark Type : San
Transpart Type Fe Rale : Network.
Locale BExternal Part : sysiawitch-B/slot-27switch-fo/port- 13

WESAN Fabric Bfvsan VSAN-AF ¥ Fill Pattern - ldle (o) Arbff

Megotiated Speed : |Fabric Bjvsan VSAN-ASK-201 (301)

# Physically, the Fabric Interconnects extended ports 13 and 14 run to the MDS switch ports 1 and
2.
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Figure 37 MDS Switch VSAN Configuration Connectivity

BN AS000 FlashSystem Siorage
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i
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We used a total of 12 8Gb FC links, four from each grid controller, to the MDS 9148S SAN Switch for high
availability and maximum throughput.

After the ports and port channels are configured, the next steps are to configure the zones and Active
Zoneset Database in the MDS switches. The commands listed below detail how to add a single host on both
9148S A and B. You will need to configure all hosts that will access the IBM FlashSystem array in these
commands. The entire MDS 9148S FC switch configuration is included in Appendix A .

MDS-A

zoneset name A9000 VDI vsan 300

Member {ESXi hostname-fcO}

Exit

Zoneset activate name A9000 VDI vsan 300
Zone commit vsan 300

Exit

Copy running-config startup-config

MDS-B

zoneset name A9000 VDI vsan 301
Member {ESXi hostname-fcl}
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Exit
Zoneset activate name A9000 VDI vsan 301
Exit

Copy running-config startup-config

Installing and Configuring VMware ESXi 6.0

This section provides detailed instructions for installing VMware ESXi 6 Updatel in an environment. After the
procedures are completed, two booted ESXi hosts will be provisioned.

Several methods exist for installing ESXi in a VMware environment. These procedures focus on how to use
the built-in keyboard, video, mouse (KVM) console and virtual media features in Cisco UCS Manager to map
remote installation media to individual servers and connect to their boot logical unit numbers (LUNS).

Download Cisco Custom Image for ESXi 6 Update2

To download the Cisco Custom Image for ESXi 6 Update 2, complete the following steps:

1. Click the following link vmware login page.

2. Type your email or customer number and the password and then click Log in.
3. Click on the following link:

4. https://my.vmware.com/web/vmware/details?downloadGroup=0EM-ESXI60U2-CISCO&productld=491

5. Click Download Now.

6. Save it to your destination folder.

# This ESXi 6.0 Cisco custom image includes updates for the fNIC and eNIC drivers. The versions
that are part of this image are: eNIC: 2.3.0.10; fNIC: 1.6.0.28

KVM Access to Hosts

To log in to the Cisco UCS environment, complete the following steps:

1. Log in to Cisco UCS Manager.

2. The IP KVM enables the administrator to begin the installation of the operating system (OS) through re-
mote media. It is necessary to log in to the Cisco UCS environment to run the IP KVM.

3. Open a Web browser and enter the IP address for the Cisco UCS cluster address. This step launches the
Cisco UCS Manager application.

4. Log in to Cisco UCS Manager by using the admin user name and password.
5. From the main menu, click the Servers tab.

6. Select Servers > Service Profiles > root > VM-Host-01.
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7. Right-click VM-Host-01 and select KVM Console.
8. Repeat steps for 4-6 for all host servers.

Set Up VMware ESXi Installation

To prepare the server for the OS installation, complete the following steps on each ESXi host:

1. In the KVM window, click the Virtual Media tab.
2. Click Add Image.

3. Browse to the ESXi installer ISO image file and click Open.

»

Select the Mapped checkbox to map the newly added image.
5. Click the KVM tab to monitor the server boot.
6. Boot the server by selecting Boot Server and clicking OK. Then click OK again.

Install ESXi
To install VMware ESXi to the SAN-bootable LUN of the hosts, complete the following steps on each host:

1. Onreboot, the machine detects the presence of the ESXi installation media. Select the ESXi installer
from the menu that is displayed.

2. After the installer is finished loading, press Enter to continue with the installation.
3. Read and accept the end-user license agreement (EULA). Press F11 to accept and continue.

4. Select the IBM FlashSystem A9000 boot LUN.

WHuare ESHI 6.0.0 Installer

Select a Disk to Install or Upgrade

s Contains a YWHMFS partition
# Claimed by YHMuare Virtual SAM (VWSAMD

Storage Dewvice

UCSB-MRAID12G (noa . 6edc ¥ 229 1Z2a600B81bF81L. . .2 ¥44.13 GiB
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(IBM 2810XIV (naa.6001738¢c7¢80591600000....) 10 GB that was previously set up as the installation
disk for ESXi and press Enter to continue with the installation.

Select the appropriate keyboard layout and press Enter.
Enter and confirm the root password and press Enter.

The installer issues a warning that existing partitions will be removed from the volume. Press F11 to con-
tinue with the installation.

After the installation is complete, clear the Mapped checkbox (located in the Virtual Media tab of the
KVM console) to unmap the ESXi installation image.

# The ESXi installation image must be unmapped to make sure that the server reboots into ESXi

and not into the installer.

10. The Virtual Media window might issue a warning stating that it is preferable to eject the media from the

guest. Because the media cannot be ejected and it is read-only, click Yes to unmap the image.

11. From the KVM tab, press Enter to reboot the server.

Set Up Management Networking for ESXi Hosts

Adding a management network for each VMware host is necessary for managing the host.

To configure the ESXi host with access to the management network, complete the following steps:

1.

2.

8.

9.

After the server has finished rebooting, press F2 to customize the system.

Log in as root and enter the corresponding password.

Select the Configure the Management Network option and press Enter.

Select the VLAN (Optional) option and press Enter.

Enter the VLAN in-band management ID and press Enter.

From the Configure Management Network menu, select IP Configuration and press Enter.
Select the Set Static IP Address and Network Configuration option by using the space bar.
Enter the IP address for managing the first ESXi host.

Enter the subnet mask for the first ESXi host.

10. Enter the default gateway for the first ESXi host.

11. Press Enter to accept the changes to the IP configuration.

12. Select the IPv6 Configuration option and press Enter.
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13. Using the spacebar, unselect Enable IPv6 (restart required) and press Enter.

14. Select the DNS Configuration option and press Enter.

# Since the IP address is assigned manually, the DNS information must also be entered manually.

15. Enter the IP address of the primary DNS server.

16. Optional: Enter the IP address of the secondary DNS server.

17. Enter the fully qualified domain name (FQDN) for the first ESXi host.
18. Press Enter to accept the changes to the DNS configuration.

19. Press Esc to exit the Configure Management Network submenu.

20. Press Y to confirm the changes and return to the main menu.

21. The ESXi host reboots. After reboot, press F2 and log back in as root.

22. Select Test Management Network to verify that the management network is set up correctly and press
Enter.

23. Press Enter to run the test.
24. Press Enter to exit the window.

25. Press Esc to log out of the VMware console.
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Download VMware vSphere Client

To download the VMware vSphere Client, complete the following steps:

1. Open a web browser on the management workstation and navigate to the VM-Host-01 management IP
address.

2. Download and install the vSphere Client.
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# This application is downloaded from the VMware website and Internet access is required on the
management workstation.

Download VMware vSphere CLI 6

To download VMware vSphere CLI 6, complete the following steps:

1. Click the following link VMware vSphere CLI 6.0

2. Select your OS and click Download.

3. Save it to your destination folder.

4. Run the VMware-vSphere-CLl.exe

5. Click Next.

6. Accept the terms for the license and click Next.
7. Click Next on the Destination Folder screen.

8. Click Install.

9. Click Finish.

# Install VMware vSphere CLI 6.0 on the management workstation.

10. Log in to VMware ESXi Hosts by Using VMware vSphere Client.

Log in to VMware ESXi Hosts by using VMware vSphere Client

To log in to the vM-Host-01 ESXi host by using the VMware vSphere Client, complete the following steps:

1. Open the recently downloaded VMware vSphere Client and enter the IP address of vM-Host-01 as the
host you are trying to connect to: <<var vm host 01 ip>>.

2. Enter root for the user name.
3. Enter the root password.
4. Click Login to connect.

Download Updated Cisco VIC eNIC Drivers

To download the Cisco virtual interface card (VIC) eNIC and fNIC drivers, complete the following steps:

# The eNIC version is 2.3.0.7 and the fNIC version is 1.6.0.28 were used in this configuration

1. Open a Web browser on the management workstation and navigate to:
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5.

https://my.vmware.com/web/vmware/details?downloadGroup=ESXI60U2&productld=491&rPId=12932
#drivers_tools

Download the Cisco eNIC and fNIC driver bundle.

Open the eNIC driver bundle. This bundle includes the VMware driver bundle which will be uploaded to
ESXi hosts.

Open the fNIC driver bundle. This bundle includes the VMware driver bundle which will be uploaded to
ESXi hosts.

Save the location of these driver bundles for uploading to ESXi in the next section.

# If the link above has changed, go to www.cisco.com for the latest ISO image of Cisco UCS-

related drivers. This ISO will either have the drivers included or may have an HTML file with the
location of the latest network drivers.

Load Updated Cisco VIC eNIC and fNIC Drivers

To install VMware VIC Drivers on the ESXi host servers, complete the following steps:

1.

2.

3.

8.

9.

From each vSphere Client, select the host in the inventory.

Click the Summary tab to view the environment summary.

From Resources > Storage, right-click datastorel and select Browse Datastore.
Click the fourth button and select Upload File.

Navigate to the saved location for each downloaded VIC driver and select :

— ESXi6.0_fnic_driver_1.6.0.28-4179603.zip or
— ESXi6.0_enic-2.3.0.7-3642661.zip

Click Open on each and click Yes to upload the file to datastorel.
Click the fourth button and select Upload File.
Make sure the files have been uploaded to both ESXi hosts.

From the management workstation, open the VMware vSphere Remote CLI that was previously installed.

10. At the command prompt, run the following commands to account for each host

# To get the host thumbprint, type the command without the --thumbprint option, then copy and

paste the thumbprint into the command.
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esxcli -s <<var vm host ip>> -u root -p <<var password>> --thumbprint
<host thumbprint> software vib update -d
/vmfs/volumes/datastorel/ESXi6.0 enic-2.3.0.7-offline bundle-4303638.zip

esxcli -s <<var vm host ip>> -u root -p <<var password>> --thumbprint
<host thumbprint> software vib update -d /vmfs/volumes/datastorel/
fnic driver 1.6.0.28-offline bundle-4179603.zip

11. Back in the vSphere Client for each host, right click the host and select Reboot.
12. Click Yes and OK to reboot the host.

13. Log back into each host with vSphere Client.

# Verify the eNIC driver version installed by entering vmkload mod -s enic and vmkload mod
-s fNIC at the command prompt.

Install and Configure VMware vCenter Appliance

Log in to the VM-Host-01 ESXi host by using the VMware vSphere Client and complete the following steps:

1. Open the recently downloaded VMware vSphere Client and enter the IP address of VM-Host-01 as the
host you are trying to connect to.

2. Enter root for the user name.
3. Enter the root password.
4. Click Login to connect.

To build the VMWare vCenter VM, complete the following steps:

1. From the vSphere 6 download page on the VMware Web site, download the vCenter ISO file for the
vCenter Server appliance onto your system.

2. Open the vSphere ISO via Windows Explorer and double-click the vcsa-setup.htm file. Install VCSA Ap-
pliance from Installer

' Favories Hame “ Date modified Type | Size: |
dbschema 9j412015 12:06 AM File Folder
8 [ Deskiop visa 9/4/2015 12206 AW File Folder
Liby
= o Orares wesa-cli-installer 9j412015 12:06 AM File Folder
j Documents
b music  readme 9j412015 12:06 AM Text Document 2KB
w
] Pictures  readme-de 9j412015 12:06 AM Text Document 2KB
B Videos  readme-fr 9j412015 12:06 AM Text Document 2KB
2 Ramesh Guduru  readme-ja 9j412015 12:06 AM Texk Document ZKB
=l "'A Computer |readme-ka 9/4/2015 12:06 &M Text Document 2K8
& 0
i Local Disk (C:) | readme-zh-Cl 9/4/2015 12:06 AM  Text Document 2KB
a Perf-Data (D:)
readme-zh-TW 942015 12:06 AM  Text Dacument 2¥B
[=1%.% DVD Drive (E:) YMware YCSA p—
2 |vesa-setup 9j412015 12:06 AM HTHML Document 3,069 KB

dbschema
visa

wisa-ci-installer
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A browser will open with an option to Install.

3. Click Install.

vCenter™ Server Appliance” 6.0

Install

4. Follow the onscreen prompts. Accept EULA.

[F wMware vCenter Server Appliance Deployment

1 End User License Agreement End User License Agreement

O CE e ceT Please read the following license agreement before proceeding.

B U D EIT T VMWARE END USER LICENSE AGREEMENT P

2
3
4 Select deployment type
PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN YOUR
5 Setup Single Sign-on USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE
~ ~ INSTALLATION OF THE SOFTWARE.
6 Single Sign-on Site
7 Select appliance size IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING THE SOFTWARE, YOU
(THE INDIVIDUAL OR LEGAL ENTITY) AGREE TCO BE BOUND BY THE TERMS OF THIS END USER
8 Select datastore LICENSE AGREEMENT ("EULA"). IF YOU DO NOT AGREE TO THE TERMS OF THIS EULA, YOU MUST NOT
DOWNLOAD, INSTALL, OR USE THE SOFTWARE, AND YOU MUST DELETE OR RETURM THE UNUSED

9 Configure database SOFTWARE TO THE VENDOR FROM WHICH YOU ACQUIRED IT WITHIN THIRTY {30} DAYS AND
- REQUEST A REFUND OF THE LICENSE FEE, IF ANY, THAT ¥YOU PAID FOR THE SOFTWARE.
10 Network Settings
11 Ready to complete EVALUATION LICENSE. If You are licensing the Software for evaluation purposes, Your use of the Software is

only permitted in a non-production environment and for the peried limited by the License Key. Notwithstanding
any other provision in this EULA, an Evaluation License of the Software is provided “AS-15" without
indemnification, support or warranty of any kind, expressed or implied

1. DEFINITIONS.

1.1 “Affiliate”™ means, with respect to a party at a given time, an entity that then is directly or indirectly controlled v
R e nnAsr famman famtral with ar fanteele $hat marks and hars Seantral® mazne an sunarchin unatina A sirmilae
I accept the terms of the license agreement. Print

Back MNext Finish Cancel

5. Enter the IP of the ESXi host the vCenter Appliance will reside. Click Next. Provide Host IP or FQDN and
User Name, Password Credentials of the Host to Connect.

S‘ VWiMware vCenter Server Appliance Deployiment

~ 1 End User License Agreement Connect to target server
Specify the ESXi host or vCenter Server on which to deploy the vZenter Server Appliance
3 Set up virtual machine F@DM or IP Address | 101060113 |
4 Select deployment e
5 Setup Single Sign-on Heername [ oot |o
6 Single Sigh-on Site Fassword I cosecned I
7 Select appliance size
8 Select datastore /& Before proceeding, ifthe target is an ESXi host

9 Configure database
= Make sure the ESXi hostis notin lock down mode or maintenance maode

* When deploying to a vSphere Distributed Switch (/DS), the appliance must be deployed to an epherneral
portgroup. After deployment, it can be moved to a static or dynamic portgroup

10 Network Settings
11 Customer Experience
Improvement Program

12 Reaihy to complete

Back | | Mest Finish Cancel

6. Click Yes to accept Certificate Warning.
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Certificate Warning

An untrusted S5L certificate is installed on 10.10.60.113 and secure
communication cannot be guaranteed. Depending on your security
policy, this issue might not represent a security concern.

The S8HA1 thurnhbprint of the cedificate is:
BE:7270:A1:86:CD.DDF995:CCEDBB:D ST 0D 46:T6:0B:94:.C3

To accept and continue, press Yes

7. Provide a name for the vCenter appliance, then click Next to continue.

S‘ VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Set up virtual machine

Specify virtual machine settings for the vCenter Server Appliance to be deployed
« 2 Connect to target server pecify 9 PR ploy

3 Set up virtual machine Appliance name WOSA | Li ]

4 Select deployment type

5 Set up Single Sign-on Q5 user name: root

6 Single Sign-on Site

05 password
¥ Select appliance size | sssesses | Ui )

8 Select datastore Confirm 05 password I " I

9 Configure database

10 Network Settings

11 Customer Experience
Improvement Program
12 Ready to complete

| Back | | et | Finish ‘ Cancel |

8. Select Install vCenter Server with and Embedded Platform Services Controller (unless your environment
already has a PSC).
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ﬂ' VMware vCenter Server Appliance Deployment

« 1 End User License Agreement Select deployment type

- B (BT (o T e Tt Select the services to deploy onto this appliance.

« 3 Set up virtual machine wCenter Server 6.0 requires a Platform Services Controller, which contains shared services such as Single Sign-On,
Licensing, and Certificate Management. An embedded Platform Services Controller is deployed on the same
4 Select deployment type Appliance WM as vCenier Server. An exiernal Platform Services Coniroller is deployed in a separate Appliance Wi

For smaller installations, consider vCenter Server with an embedded Platform Services Controller. For larger

S Set up Single Sign-on installations with multiple vCenter Servers, consider one or more external Platform Services Controllers. Refer to the

6 Single Sign-on Site wvCenter Server documentation for more information.

7 Select appliance size Mote: Once you install vCenter Server, you can only change from an embedded to an external Platform Services
Controller with a fresh install

8 Select datastore

9 Configure database

Embedded Platform Services Controller VM or Hoat

10 Network Settings i
(@) Install vCenter Server with an Embedded ! et
11 Ready to complete - 1 Controler
Platform Services Controller s e ~

wvCenter Server

External Platform Services Controller VM or Host

r .
N Platform Services
() Install Platform Services Confroller : it I
() Install vCenter Server (Requires External
Platform Services Controller) L S
vCenter Server vCanter Servar
‘ Back ‘ I Next | Finish | Cancel |

9. Create a new SSO domain (unless your environment already has and SSO domain. Multiple SSO domains
can co-exist).

10. Provide Single Sign On Password and Site Name Credentials.

E Viware vCenter Server Appliance Deployment

+ 1 End User License Agreement Set up Single Sign-on {(SS0)

Create or join a S50 domain. An S50 confiauration cannot be chanoed after deployment.
~ 2 Connecttotarget server ! 2 d Rloyi

+ 3 Set up virtual machine @ Creale a new S50 domain
+ 4 Select deployment type € Jain an S50 domain in an exsting voenter 6.0 platform services contraller

5 Set Single on
wCentar S50 User namea: administrator

6 Select appliance size

7 Select datastore ¥Center S50 Fassward: [en | @
8 Configure database

9 Network Settings Confirm password: | ssssssss |

10 Customer Experience .

e S50 Domain name: | wsphere.local | i )
10 R =S SS0 Site name: I vdipod| I o

/% Before proceeding, make sure that the wCenter Single Sign-0n domain name used is different than your
Active Directory domain name.

| Back || mea | Finish | cancer |
11. Select the proper appliance size for your deployment. In our study, Large was selected.

[ VMware vCenter Server Appliance Deployment

~ 1 End User License Select i size
Specify a deployment size for the new appliance

+ 2 Connect to target server

+ 3 Set up virtual machine Appliance size:

+ 4 Select deployment type
+ 5 Setup Single Sign-on
7 Select datastore

8 Configure database This will deploy a Large WM configured with 16 vCPUs and 32 GB of memory and requires 450 GB of disk space.
This option contains vCenter Server with an embedded Platform Services Controller.

Description:

9 Network Settings

10 Ready to complete

12. Select the Data store
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|ji VYMware vCenter Server Appliance Deployment

+« 1 End User License Agreement Select datastore

Selectthe storage location for this deployment
« 2 Connect to target server 4 oy

Egi=atuniintuallinachins The following datastores are accessible. Selectthe destination datastore for the vitual machine configuration files

« 4 Select deployment type and all of the virtual disks
« 5 Setup Single Sign-on
 © Select appllance size Name Type Capacity Free Provisioned Thin Provisioning
datastare1 (1) WMFS 7365 GB TOB.72 GH 29.78 GB true
datastoret WMFS 3GH 238 0GB 0.61 GB true
Infra-Ds WMFS 4,139.25 GB 4.138.28 GB 0.97 GB true

I Enable Thin Disk Mode @)

Back et Finish Cancel

# In our study we used the embedded PostgreSQL database.

13. Select Use an embedded database (PostgreSQL).

' viviware vCenter Server Appliance Deployiment

w1 End User License Agreerment Configure database

e T ETCEED D (e TG e Configure the database for this deploviment
w3 Set up virtual machine & se an ermbedded database (PostareSCl)
e A4 Select deployimient thpe O Use Oracle database

w5 Set up Single Sign-on

e B Select appliance size

w F Select datastore

B Configure database

14. Enter Network Settings for appliance.

# It is important to note at this step that you should create a DNS A record for your appliance prior
to running the install. The services will fail to startup and your install will fail if it cannot resolve
properly.

15. Provide the Necessary Network Gateways and DNS Server Information. Review the install settings and
click Finish.
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& Vidware vConter Server Appiance Deployment

+ 1 End User License Agreement Ready to complete
v20C 10 torgat & Please révdew your Selings before stating the instaliaton

+ 3 Set up virtual machine Target server iedo 10.10.60.108
Name | A
v 4 Select deployment type InsIaltason pe sty
" 5 Set up Single Sign.on Deployment type Embedded Platform Serdces Controller
6 Select 3 o size Deployment Large (up 10 1000 hosts, 10,000 VMs)
v configuration
W 7 Select datastore Datastoee
v 8 Configure database Disk mode
Natwork mapping Network 1 10 MOMT-VLAN
9 Network Sedt
v e IP a%ocation Pvd , siabic
v 10 Customer Experience Host Name
Mg overment Program Time smcheonzation. Smchronge sppliance time with ESXG host
Database embedded

11 Ready to complete

Proper enabled » Trye

stomer Expenence improvement Program » Disabled

) USS! name = admir Mor

) Domain name = vephera local

- me = oo

wk 1 IP address = 1010608
A

2550

t gateway = 1010
101061 30101081

Back 8 Finish Cancel

16. When your install completes successfully, you can now login to your Web Client and begin adding hosts
and configuring clusters.

17. Login in to VCenter Appliances Web GUI:

https://10.10.60.8/vsphere-client. Or use FQDN https://VCSA.vdipod.local/vsphere-client as administrator

[ vMware wvCenter Server Appliance Deployment

Installation Complete
YourvCenter Server is successfully installed.
Fostinstall steps

1. wiZenter Server is installed in evaluation mode. Activate vCenter Server by using the wSphere Web Client within 50
days. When the evaluation period of this vCenter Server expires, all hosts will be disconnected from this vCenter
Server.

2. Use the wSphere Weh Clientto manage vCenter Server. Log in with the Single Sign-On administrator account
administrator@vsphere local

*ou can now login to vSphere Web Client: https /G EAwdipod localivsphere-client as administrator@wvsphere local

Close

18. Log into the vSphere Web Client.
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User name: Administrator@vsphere.local

VMware"vCenter” Single Sign-On

19. Login using IP Address of the Appliance and Download vSphere.

VMware vSphere

Welcome

Getting Started

If you need to access vSphere remotely, use the following program
to install vSphere Clhent software. After runneng the installer, start

the cient and log in to this host.

- Download vSphere Chent

If you need more help, please refer to our documentation Ebrary:

- wSphere Documentation

For Administrators

wSphere Web Client

vSphere Web Clhent allcws you o manage
wrtual machenes and view yowur virtual
nfrastructure through a web browser.

- m to vSphere Web Chent

Web-Baszed Datastore Browser
Use your web browser to find and
dowmnioad files (for examole, virtual
machine and wvirtual dick files).

= Srowse dotastores in the wSphere

For Developers

vSphoare Web Scrvices SDK
Learn about cur Iatest SDiKs, Tooliuts, and

APIs for managing VMware ESX, ESXi, and
VMwere vCenter. Get sample code,

reference documentation, Dartiopate i our

20. Click the link labeled Log in to vSphere Web Client.

21. If prompted, run the VMWare Remote Console Plug-in.

22. Log in using the root user name and password.
23. Click the vCenter link on the left panel.

24. Login vSphere Web GUI.


http://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/smartstack_vdi_citrix_cs700.docx/_jcr_content/renditions/smartstack_vdi_citrix_cs700_135.png
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vmware* vSphere Web Client A=

|) Navigator ;H 43 Home
| Histary O || home I

vCanter Inventary Lists
& X = y s
[J Hosts and Clusters 12§ ‘ @ = iy
Ville ] TR RS wCenter Hosts and Wi and Starage Metwarking Content Hybrid Glaud vRealize Cisco vVirtual
3 storage Inventory Lists Clusters Templates Libraries tanager Orchestrator  Swilch Update
€3 Networking

[5% Palicies and Profiles
&3 Hybrid Cloud Manager
() vRealize Orchestrator

3] e o S E = B

Vivv v iveyv vy

TaskConsole  Event Console wCenter Host Profiles WM Storage Customization
&% administration Operations Palicies Specification
Manager Manager

Tasks
|3 Loa Browser

e $ & A s

Administration

< Tags
Roles System Licensing Customer
& New Search > Configuration Experience
Improvement...
[H Saved Searches >

& watch How-to Videos

25. Click the Datacenters link on the left panel.
26. To create a Datacenter, click the icon in the center pane which has the green plus symbol above it.

The screenshot below shows an example of a VDI-DC Data Center.

New Datacenter ()
Datacenter name: IVDI—DATACENTER |
Laocation: ) vosSAvdipod.local

[ OK ][ Cancel ]

27. Type VDI-DC as the Datacenter name.
28. Click the vCenter server available in the list. Click OK to continue.
29. Create a Cluster.

What is vCenter

v Vo [l Actions - YDIDC
b im
L

9 Add Host ;

L )
bﬁ Rl Nfaw.Fulder . b
N n VI Distributed Switch b

30. Right-click Datacenters > VDI-DATACENTER in the list in the center pane, then click New Cluster.

31. Name the cluster Infra-CL.
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GJ Mew Cluster

(2 e

Hame
Location
» DRS
» wvSphere HA
» EWC
» irtual S

linfra-CL

WO-DATACEMNTER
[ Turn ord
[ Turn ord

| Disable
[ Turn ord

-

OK ] [ Tancel ]

32. Select DRS. Retain the default values.

33. Select vSphere HA. Retain the default values. Configure Cluster Specific Setting.

4 New Cluster

(Z) »

Mame

Lacation

~ DRS
Automation Level
Migration Threshald
- wSphere HA

Ho=t Manitaring
~ Admission Contral

Admission Control Status

Falicy

= i Manitaring
Wil Maonitaring Status

Monitaring Sensitivity

» EVC

» Airtual SARN

|Infra—CI_

YDI-DATACENTER
[f] Turn Qrd

[ Fully autornated | - |

Canservative ——" Agaressive

[f] Turn Qrd

[ Enable host monitaring

Admission contral will prevent powering on Y= that violate availability constraints

[] Enable admission control

Specify the type ofthe palicy that admission cantral should enfarce.

(=) Host failures cluster tolarates: |1 %l
() Percentage of cluster resources reserved as failover spare capacity:

Reserved failover CRL capacity: 25 % CPU

Reserved failover Memory capacity: | 25 —| % Mernory

[ Disabled ED!

Cwerrides for individual Yhs can be set from the Wk Overrides page from Manage
Settings area.

Lo “» High

[ Disable [~ ]
[ Turn ard

‘& If mixing Cisco UCS B 200 M4 servers within a vCenter cluster, it is necessary to enable VMware
Enhanced vMotion Compatibility (EVC) mode. For more information about setting up EVC mode,
refer to Enhanced vMotion Compatibility (EVC) Processor Support.
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34. Click OK to create the new cluster.
35. Click VDI-DC in the left pane.

36. Add a ESXi Host.

[avDLDC I \cenerSeneraliowswoutomanagce @S
“E| Add Host
1 Name and location Enter the name or IP address of the host to add to vCenter Server.
2 Connection settings Host name or IP address: |
e
’ Location: VDI-DC
4 WM on
Type: i ]

37. Right-click Infra in the center pane and click Add Host.
38. Type the host IP address and click Next.

39. Type root as the user name and root password as the password. Click Next to Continue.

Security Alert

Unable 1o verify the authenticity of the host

3:14.F5:9A

e Connect anyway?

<l s” if you trust the host The above information
v etaineda until the hostis removed from the
Click "No™ to cancel connecting to the host

Yes No

40. Click Yes to accept the certificate.

41. Review the host details and click Next to continue.

42. Assign a license, and click Next to continue.

43. Click Next to continue.

44. Click Next to continue.

45. Review the configuration parameters then click Finish to add the host.
46. Repeat this for the other hosts and clusters

47. When completed, the vCenter cluster configuration is comprised of the following clusters, including a
cluster to manage the workload launcher hosts:
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vmware* vSphere Web Client

Navigator

4 Home o]

J Getting Started | Summary  hlanitar

LE

X [ vwcSAwdipod.local Actions -

Manage

Related Ohjects

ipod.local What is vCenter Server?
- WDI-DATACEMNTER wizenter Server allows you to manage
» B Infra multiple ES*ESXi hosts and the virtual
machines on them. Because these
4 @ ROSH-CL environments can grow very large, vienter
» @ WVDI-CL Server provides useful managementtools

like the ahility to organize the hosts and virtual
machines into clusters with vSphere DRS
and vSphere HA. Multiple venter Server
systerns can be managed by the vSphere
Wieh Client 5o that their individual inventaries
can be presented and managed under one
"pane of glass".

Any vCenter Server systems forwhich you
have privileges and that have been registered
with the Lookup Service, or added manually
with the vCenter Registration Toaol in the
Administration section, will appear in your
inventory to the left

Basic Tasks

#3] Create a folder
Create Datacenter

/\\

(' .

q
=
] -
-~
vCenter Server

Explore Further

Learn more about folders
Learn about datacenters

Install and Configure VSUM and Cisco Nexus 1000v

Install Cisco Virtual Switch Update Manager

Verifying the Authenticity of the Cisco-Signed Image (Optional)

Before you install the Cisco Nexus1000v-vsum.1.5.x-pkg.zip image, you have the option to validate its
authenticity. In the zip file, there is a signature.txt file that contains an SHA-512 signature and an executable
script that can be used to verify the authenticity of the Nexus1000v-vsum.1.5.x-pkg.zip image.

To set up the primary Cisco Nexus 1000V VSM on the Cisco Nexus 1110-X A, complete the following steps:

L Verifying the authenticity of an image is optional. You can still install the image without validating
its authenticity.

1. Copy the following files to a directory on the Linux machine:
— Nexus1000v-vsum.1.5.x-pkg.zip image
— signature.txt file
— cisco_nlk _image_validation_v_1 5 x script
2. Make sure the script is executable.
— chmod 755 cisco_nlk_image validation_v_1 5 x
3. Run the script.

— .Jcisco_nlk_image validation_v_1 5 x -s signature.txt Nexus1000v-vsum.1.5.x-pkg.zip

4. Run the script.
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— ./cisco_nlk_image_validation_v_1_ 5_x -s signature.txt Nexus1000v-vsum.1.5.x-pkg.zip

5. Check the output. If the validation is successful, the following message displays:

Authenticity of Cisco-signed image Nexus1000v-vsum.1.5.x-pkg.zip has been successfully verified!

Install Cisco Virtual Switch Update Manager

VMware vSphere Web Client

To install the Cisco Virtual Switch Upgrade Manager from OVA in the VMware virtual environment, complete

the following steps:

1. Log into the VMware vSphere Web Client.

2. In the pane on the right, click VMs and Templates.

3. Inthe center pane, select Actions > Deploy OVF Template.

4. Select Browse and browse to and select the Nexus1000v-vsum.1.5.x.ova file.

5. Click Open.

6. Click Next.

7. Select the Cisco Nexus 1000v OVF file to install.

Deplay OVF Template

1 Source

1b Review details

2 Destination
Za Select name and falder
2h Select storage

3 Readyto complete

Select source
Selectthe source location

Enter 3 URL to download and install the OWF package from the Internet, or browse to a location accessible from your computer,
such as a local hard drive, a network share, ar a CO/DYD drive

URL

=) Local file

CAUserswguduru VDI-JUMPHOSTDownloadsiNexus1 000v-vsum. 1.5 B-pkg {1)iNexus1 000w

Browse:. | ysum.1.5. 60 enus 1 00M-rsUmm. 1 5.6 0va

Hext Cancel

8. Review the details and click Next.

9. Review and click Next.
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Deploy OVF Tempiate 2 M
1 Source Revew detalls
Verity the OVF tempilate detads
~ 1a Selectsource
v =
FProduct
e e iones Versior 150
2 Dessnason Cisco Systems nc
Back Neoxt Cancel
10. Click Accept to accept the License Agreement and click Next.
11. Name the Virtual Machine, select the VDI-DC datacenter and click Next.
Deploy OVF Template 2
1 Source Select name and folder
Specify a name and location for the deployved termplate
~ 1a Select source
~* 1k Review details name: 1o vEmT |
4. AcceptLicense .
Agreements Select a folder or datacenter
2 Destination (@ Search |
w [Jvcsappydilab-v.local
2b Select starage » [lgvol
ZE SR mEerE The folder you select is where the entity will be located, and
3d Customize ternplate will be used to apply permissions to it
3 Ready to complete The name ofthe entity must be unique within each vCenter
Server Vid folder.
Cancel

Back Hext

12. Select the Infra cluster and click Next.

13. Select Infra-Datastore and the Thin Provision virtual disk format and click Next.
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Deploy OVF Template B

1 Source Select storage
Select location to store the files for the deployed template

v 1a Belect source
~ b Review details Selectvirtual disk format | Thick Provision Lazy Zeroed M
v 1 Accept License
Agreements WM Storage Palicy: Datastore Default - | @
2 Destination The following datastores are accessible from the destination resource thatvou selected. Select the destination datastore for the
\/ A Bl iEmm ans ke wirtual machine configuration files and all of the virtual disks
qe Hame Capacity Frovisioned Free Type Storage DRS
2t Setup nebwarks 3 Infra-DataStore 2007E 1.26TB T69.25 GB VMFS
. E datastare1 (1) T3E.A0 GB 56242 GB 174.08 GB WRFS
2d Customize template
] datastare1 (3) 2,60 GB A58.00 MB 1.82GH VMFS
3 Ready to complete
< D
Back Hext Cancel

14. Select the MGMT Network and click Next.

15. Fill in the Networking Properties.

16. Expand the vCenter Properties and fill in the fields.

17. Click Next.

18. Review all settings and click Finish.

19. Wait for the Deploy OVF template task to complete.

20. Select the Home button in VMware vSphere Web Client and select Hosts and Clusters.

21. Expand the Infrastructure cluster and select the Virtual Switch Update Manager VM.

22. In the center pane, select Launch Remote Console. If a security warning pops up, click Allow.
23. If a security certificate warning pops up, click Connect Anyway.

24. Power on the Virtual Switch Update Manager VM.

25. When the VM has completely booted up, log out and log back into the VMware vSphere Web Client.
26. Review and click Next to install the click Nexus 1000V.

27. Customize the template.
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Deploy OVF 1

¥F

1 Source Customize template

~  1a Selectsource
1h Review details

1 Acceptlicense

© agreements ~ Metworking Properties
2 Destination Management IP Address
2a Selectname and folder

2b Select storage Subnet Mask

~

~

~ 2t Setup netwaorks
~ Default Gateway
~

3 Readyto complete

DMES Server 1

DS Server 2

~ vCenter Properties

IF Address or FQDMN (Fully
Qualified Domain MName)

Username

Password

HTTP Cleartext Port

About the Cisco VSUM GUI

€ ~nproperties have valid values

Custamize the deployment properties of this software solution

Show next

5 settings
IF address farthe appliance. (e.g. 192.168.0.10)

Caollapse all

[toioas0a0

Subnet Mask for the management interface. (e.g. 255.255.255.0)

[255.255.255.0

Gateway IP for the management interface (e.0. 192.168.0.1)

EEECELEE

The domain name server IP. Optional. Meeded to resolve vCenter's FQDN if entered

101016130

Secondary DNS Server IP (2.0, 10.10.10.10). Cptional.

[1o1oa61.31

5 settings

The IF address or FQDM (2.9, foo.example.com) of the vCenter to register with.

‘\tcgapp vdilab-w.local

vCenter username. User must be ahle to manage extensions

[Administrator@wsphere lacal

Password Tor the above username.

Enter password

Confirm password

Meeded for tunneled secure communication

Back Mext Finish

The following lists the details of the Cisco VSUM GUI:

Cancel

e Cisco VSUM is a virtual appliance that is registered as a plug-in to the VMware vCenter Server.

e The Cisco VSUM is the GUI that you use to install, migrate, monitor, and upgrade the VSMs in high
availability (HA) or standalone mode and the VEMs on ESX/ESXi hosts.

Figure 38 VMware vSphere Web Client—Home Page

vmware* vSphere Web Cli

Navigator X G} Home
4 Hosts and Glusters. (o] J Home |
Invetories

[ vCenter Inventary Lists >
[J Hosts and Clusters > 1
Vs and Templates > A e aran
H Storage > Inventory Lists Clusters
€ Networking >
[ Policies and Profiles. > m
&R Hybrid Cloud Manager >
(J vRealize Orchestrator > S‘i}f;ﬁ \uﬂg‘g:.je
22 ha
Administration > LR

Monitoring
Tasks.
[ Log Browser =
2 cens E s
5 Tags Task Console Event Console
<, New Search

Administrat
[ Saved Searches. ministaton

[~} aiih How-t0 Vitg0g
| I - -

g

VNS and
Tempiates

=

Storage Content

Libraries

Metworking Hybrid Cloud

Manager

(-] s Egl )

vCenter Host Profiles WM Storage Customizafion
Operations Policies Specification
WManager

5] &
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Figure 39 Cisco VSUM—Home Page

Cisco Wirtual Switch Update Manager

Getting Started

This is your portal to Install, Add Hosts, Monitor and Upgrade

the Cisco Mexus 1000%. The Cisco ¥SUM also allows you to 1) Choose an availahle Datacenter
Add and Upgrade Hosts onthe Cisco Application Virual name

Switch, VDI-DG

Basic Tasks

AVS | Nexus1000V

1 instan
= Configure
M, Dashboard

) Information

Install Cisco Nexus 1000V using Cisco VSUM

VMware vSphere Web Client

To install the Cisco Nexus 1000V switch by creating a new VSM, complete the following steps:

# Optionally, an existing VSM can be used that is provided by a Cisco Nexus Cloud Services Plat-
form (CSP).

1. Log in to VMware vSphere Web Client and choose Home > Cisco Virtual Switch Update Manager > Nex-
us 1000V > Install, and then choose the data center. The installation screen appears.

vDI-DC Actions -

il
|<

Getting Started  Summary  Monitor | Manage | Related Objects

Scheduled Tasks | Alarm Definitions | Tags | Permissions | Metwork Protocol Profiles | Cisco Mexus 1000% Installer

MNexus1000v Switch Deployment Process =
=) |wantto deploy new control plane (WShi)
| already have a control plane (Sh) deployed
Mexus1000V Switch Deployment Type o =
MNexus 1000V Switch Deployment Type Stand alone
*
* ) High Availahility Pair
VSM Version 5. 2(1)8W3(1.10) - | &
Choose a Port Group BAGRT-3LAMN ~ | Control WLAMN %
PAGRT-LAMN « | Management WLAR %
@ Host Selection o=

=>> Host 1 The folder cannot be null

=> Host 1 The IP address must be specified

>> Host 1 The dataStore cannot be null

=> Host 1 The resource pool cannot be null

=>> Host 2 The folder cannot be null

== Host 2 The IP address must be snecified T

2. In the Nexus 1000v Switch Deployment area, choose | want to deploy new control plane (VSM).
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In the Cisco Nexus 1000V Switch Deployment Type area, install the switches as an HA pair. By default,
the High Availability Pair is selected.

Choose the control port group for the switch.

Choose the management port group for the switch.

# The Cisco Nexus 1000V VSM uses the management network to communicate with vCenter

Server and ESXi. The management and control port group can use the same VLAN.

6.

In the Host Selection area, click Suggest to choose two hosts based on the details provided in the Cisco
Nexus 1000V Switch Deployment Type area. The IP address of the hosts on which the switch will be de-
ployed.

The primary switch is deployed on Infrastructure Host 1 and the secondary switch is deployed on Infra-
structure Host 2. Click Pick a Host to override the system choices.

Choose the system-selected datastore that you want to override. Choose IBM Infra-Datastore (Infra-DS)
as the datastore for each host.

Provide Host IP address where the Virtual Ethernet Modules to be created. (note it requires two ESXI
hosts for installing VEM primary and secondary modules for redundancy purpose)

[I3 ¥vDI-DC Actions = =T

Getting Started Summary Monitor | Manage Related Ohjects

Scheduled Tasks | Alarm Definitions | Tags | Permissions | Metwork Protocol Frofiles | Sisco Mexus 1000% Installer

10.

11.

12.

13.

Host Selection SRS
Fick a Host
Host 1 Host 2
IP Address 10.10.60.108 * IP Address 10.10.60.116 *
Datastore Infra-DS - | Datastore Infra-D'S - |
Resource Pool | - - Resource Pool | - -3
Folder name i i Folder name i -
Switch Configuration 2 (=

Deployment Type: (=) Management IP Address
Control IP Address

Reset

In the Switch Configuration area, enter 300 as the domain ID for the switch.

The domain ID is common for both the primary and secondary switches and it should be unique for every
new switch. The range for the domain is from 1 to 1023.

In the Virtual Supervisor Module (VSM) configuration area, enter the Switch Name, IP Address, Subnet
Mask, and Gateway Address.

Do not select Default Port Profiles.
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14. Enter the Password and Confirm Password for Admin.

15. Provide switch name, IP address and provide password.

ﬁ No special characters allowed.

vmware: vSphere Web Client =

Navigator X [lFlexPod DC | Actions » =v
dHome D Getting Started  Summary  Morifior | Manage | Related Objects
fim FlexPod_DC
[ Top Level Objects B ‘ Scheduled Tasks | Alarm Definifions | Tags‘ Permissions ‘ Netwark Pratacal Profiles | Cisco Mexus 1000Y Installer
B clusters L UL I RO ss N
[ Hosts
3 viriual Machings .| | @ Virtual Supervisor Module (VSM) configuration 0@
L v Templates in Fol..
6 vnps
B patastores
B9 Datastors Clusters IP Address 10.10.61.10 *
O Networks
@ Distributed Switches -
Default Port Profiles: [ |
Username admin
[ Finish || Reset |

16. Click Finish to install the Cisco Nexus 1000V switch.

‘ﬁ The Cisco Nexus 1000V installation is confirmed when the primary task Create Nexus 1000v
Switch has the status Completed. A typical installation of the switch takes about 4 minutes.

Perform Base Configuration of the Primary VSM

SSH Connection to Primary VSM
To perform the base configuration of the primary VSM, complete the following steps:

1. Using an SSH client, log in to the primary Cisco Nexus 1000V VSM as admin.

2. Run the following configuration commands:

ﬂ Any VLAN that has a VMKernal port should be assigned as a system VLAN on both the up-
link and the vEthernet ports of the virtual switch.

config t

ntp server <<var_switch _a ntp_ ip>> use-vrf management
ntp server <<var switch b ntp ip>> use-vrf management
vlan <<var ib-mgmt vlan id>> 60

name IB-MGMT-VLAN

vlan <<var_vmotion vlan id>> 66

name vMotion-VLAN
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‘ﬁ The Cisco Nexus 1000V is currently limited to 1024 Max ports per profile. This solution is com-
prised of 3500 plus virtual desktop machines for the user workload and requires four dedicated
port-profiles(VDI1-VLAN1, VDI2-VLAN, VDI3-VLAN).

vlan <<var vdi vlan id>> 102

name VDI1-VLAN

vlan <<var vdi vlan id>> 102

name VDI2-VLAN

vlan <<var vdi vlan id>> 102

name VDI3-VLAN

vlan <<var vm-traffic vlan id>> 61

name Infra-VLAN

vlan <<var vm-traffic vlan id>> 164

name OB-MMGMT-VLAN

vlan <<var native vlan id>> 1

name Native-VLAN

exit

port-profile type ethernet system-uplink

vmware port-group

switchport mode trunk

switchport trunk native vlan <<var native vlan id>> 1
switchport trunk allowed vlan <<var ib-mgmt vlan id>>, <<var nfs vlan id>>,
<<var_vmotion vlan id>>, <<var vm-infra vlan id>> 60-66
channel-group auto mode on mac-pinning

no shutdown

system vlan <<var ib-mgmt vlan id>>, <<var nfs vlan id>>, <<var vmotion vlan id>>, <<var vm-
infra vlan id>> 60-66

system mtu 9000

state enabled

port-profile type vethernet IB-MGMT-VLAN

vmware port-group

switchport mode access

switchport access vlan <<var ib-mgmt vlan id>> 60

no shutdown

system vlan <<var ib-mgmt vlan id>> 60

state enabled

port-profile type vethernet vMotion

vmware port-group

switchport mode access

switchport access vlan <<var vmotion vlan id>> 66

no shutdown

system vlan <<var vmotion vlan id>> 66

state enabled
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port-profile type vethernet INFRA-VLAN

vmware port-group

switchport mode access

switchport access vlan <<var infra vlan id>> 61
no shutdown

system vlan <<var_infra vlan id>> 61

state enabled

port-profile type vethernet nlkv-L3

capability 13control

vmware port-group

switchport mode access

port-profile type vethernet VDI1-VLAN

vmware port-group

switchport mode access

switchport access vlan <<var vdil-VLAN_ id>> 102
no shutdown

max-ports 1024

system vlan <<var vdi2-VLAN id>> 102

state enabled

port-profile type vethernet VDI2-VLAN

vmware port-group

switchport mode access

switchport access vlan <<var vdi2-VLAN_ id>> 102
no shutdown

max-ports 1024

system vlan <<var vdi_ 1 vlan id>> 102

state enabled

port-profile type vethernet VDI3-VLAN

vmware port-group

switchport mode access

switchport access vlan <<var_ vdi3-VLAN_ id>> 102
no shutdown

max-ports 1024

switchport access vlan <<var_ OB-MGMT-VLAN vlan id>> 164
no shutdown

system vlan <<var OB-MGMT-VLAN vlan id>> 164
state enabled

exit

copy run start
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Add VMware ESXi Hosts to Cisco Nexus 1000V

VMware vSphere Web Client

To and VMware ESXi hosts, complete the following steps:

1. Back in the VMware vSphere Web Client, from the Home tab, select Cisco Virtual Switch Update Manag-
er.

2. Under Basic Tasks, select Nexus 1000V.

3. Select Configure.

4. Select the VDI-DC datacenter on the right.

5. Select the VSM on the lower right.

6. Click Manage.

7. In the center pane, select the Add Host tab.

8. Expand the Infrastructure ESXi Cluster and select one of the Infrastructure Management Hosts.
9. Click Suggest.

10. Scroll down to Physical NIC Migration and expand each ESXi host.

11. On both hosts, unselect vmnicO, and select vmnicl. For vmnicl, select the system-uplink Profile.

)

Physical NIC Migration

Fhysical MICs Profile Source Profile
v[@d1010160.10
wmnicl n1ky-eth-116 wSwitch

+ systern-uplink v
12. Scroll down to VM Kernel NIC Setup and expand both ESXi hosts.

13. All VMkernel ports should already have the appropriate checkboxes selected.

VM Kernel NIC Setup A DR
Wmkernel NICs L2 Capable Profile Source Profile
v
V] wmki M1 KY-L3 wSwitchil
V] wmki whiotion ySwitchi)

14. Scroll down to VM Migration and expand both ESXi hosts.

15. Click Finish.
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# The progress of the virtual switch installation can be monitored from the c# interface. Migrate
ESXi Host Redundant Network Ports to Cisco Nexus 1000V

To migrate the ESXi host redundant network ports, complete the following steps:

1. Inthe VMware vSphere Web Client window, select Home > Hosts and Clusters.
2. On the left expand the Datacenter and cluster, and select the first VMware ESXi host.
3. In the center pane, select the Manage tab, then select Networking.

4. Select vSwitchO. All of the port groups on vSwitchO should be empty. Click the red X under Virtual
switches to delete vSwitchO.

5. Click Yes to remove vSwitchO. It may be necessary to refresh the Web Client to see the deletion.

6. The Nexus 1000V VSM should now be the only virtual switch. Select it and select the third icon above it
under Virtual switches (Manage the physical network adapters connected to the selected switch).

7. Click the green plus sign to add an adapter.

8. For UpLink01, select the system-uplink port group and make sure vmnicO is the Network adapter. Click
OK.

9. Click OK to complete adding the Uplink. It may be necessary to refresh the Web Client to see the addi-
tion.

“" virtual switches

Qe EHm/ X0
Suiteh Discovered [ssues Forts

am WM = 1024

Virtual switches
VMkernel adapters
Physical adapters
TCPAP configuration
Advanced

Distributed switch: VSM (Infra)
8

Assigned port groups filter applied, showing: 2 311

2, s e | ‘ Unused_Or_Quarantine_Upli.. @)
* virtual Machines (1)
M-I =) E_b ¥ systern-uplink O
VMkeme‘ Forts (1) v IS UpLinkod ¢1 MIC Adapter)
“irtual Machines (07 L wmnic! 10.10.160.10 o
) - v B UpLinki1 (1 NIC Adapter)
& wotion 9 % o wmnic 101016010 )
* Whikernel Ports (1) - -
Wirtual Machines (0] ¥ nikv-eth-3 [}

10. Repeat this procedure for the other ESXi host.

11. From the SSH client that is connected to the Cisco Nexus 1000V, run show interface status to verify that
all interfaces and port channels have been correctly configured.
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N1KV(config)# sh module
Mod Ports Module-Type

1 Supervisor Module
Virtual Supervisor Module
Virtual Ethernet Module

(1)sval(1.
1)sva(1.
1)sva(1.10)

13. Repeat the above steps to migrate the remaining ESXi hosts to the Nexus 1000V.

14. Run: copy run start.

Cisco Nexus 1000V vTracker

The vTracker provides various views that are based on the data sourced from the vCenter, the Cisco
Discovery Protocol (CDP), and other related systems connected with the virtual switch. You can use vTracker

Nexusleeav

NA

usl

to troubleshoot, monitor, and maintain the systems.

Using vTracker show commands, you can access consolidated network information across the following

views:

e Upstream View—Provides information on all the virtual ports connected to an upstream physical switch.
The view is from top of the network to the bottom.

¢ VM View—Supports two sets of data:
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— VM vNIC View—Provides information about the virtual machines (VMs) that are managed by the
Cisco Nexus 1000V switch. The vNIC view is from the bottom to the top of the network.

— VM Info View—VM Info View—Provides information about all the VMs that run on each server
module.

e Module pNIC View—Provides information about the physical network interface cards (pNIC) that are
connected to each Virtual Ethernet Module (VEM).

e VLAN View—Provides information about all the VMs that are connected to specific VLANS.
¢ vMotion View—Provides information about all the ongoing and previous VM migration events.

The vTracker feature on the Cisco Nexus 1000V switch provides information about the virtual network.
environment. To connect SSH to the primary VSM, complete the following step:

1. From an SSH interface connected to the Cisco Nexus 1000V VSM, enter the following:

config t

feature vtracker

copy run start

show vtracker upstream-view
show vtracker vm-view vnic
show vtracker vm-view info
show vtracker module-view pnic
show vtracker vlan-view

copy run start

Regular Vvlian, P
Isolated vlian, U

Primary Vlan, C = Community Vlan
Invalaid

:» VethPort VM Mame Adapter Name

Vethl Module 3
veth3 Module &
veths Module
veth7 Module
Vetho Module &
Vethll Module
Vvethls Module
vethls Module
Vethl7 Module 1
Vethlg Module
Vethzl Module
vethz3 Module
veth2s Module

Building the Virtual Machines and Environment for Workload Testing

Software Infrastructure Configuration

This section details how to configure the software infrastructure components that comprise this solution.

Install and configure the infrastructure virtual machines by following the process provided in the table below:
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Table 14 Software Infrastructure Configuration

Configuration Operating Virtual Memory Disk Size | Network
System
CPU
vCenter Server Appliance | VCSA- SUSE Linux 8 32 490 MGMT-VLAN
Active Directory Domain Microsoft Windows 4 8 60 Infra-VLAN
Controllers/DHCP/DNS (2) 2012 R2
VMware Horizon Connection| Microsoft Windows 4 12 60 Infra-VLAN
Server 2012 R2
VMware Horizon Composer | Microsoft Windows 4 12 40 Infra-VLAN
Server-1 2012 R2
VMware Horizon Replica | Microsoft Windows 4 8 40 Infra-VLAN
Server-1 2012 R2
VMware Horizon Replica | Microsoft Windows 4 8 40 Infra-VLAN
Server-2 2012 R2
VMware Horizon Replica | Microsoft Windows 4 8 40 Infra-VLAN
Server-3 2012 R2
SQL Server Microsoft Windows 4 12 60 Infra-VLAN
2012 R2

Preparing the Master Image

This section provides guidance around creating the golden (or master) images for the environment. VMs for
the master targets must first be installed with the software components needed to build the golden images.
For this CVD, the images contain the basics needed to run the Login VSI workload.

To prepare the master VMs for the Hosted Virtual Desktops (HVDs) and Hosted Shared Desktops (HSDs),
there are three major steps: installing the PVS Target Device x64 software, installing the Virtual Delivery
Agents (VDASs), and installing application software.

The master target HVD(VDI) and HSD(RDS) VMs were configured as listed in the table below:

Table 15 Master Image Configuration

Configuration Operating System Virtual | Memory Disk | Network Additional Software
CPU Size
RDSH Virtual Ma- Microsoft Windows 6 24 40 VMXNET | Microsoft Office
chines Server 2012 Standard 3 2016. Login VSI
VDI- 4.1.5 (Knowledge
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Configuration Operating System Virtual | Memory Disk | Network Additional Software
CPU Size
VLAN Worker workload)
VDI Virtual Ma- Microsoft Windows 10 2 2 (Re- 24 VMXNET | Microsoft Office
chines 64-Bit LTSB Version served) 3 2016. Login VSI
1607 VDI- 4.1.5 (Knowledge
VLAN Worker workload)
(VSM)

Installing and Configuring VMware Horizon Environment

This section details the installation of the VMware core components of the Horizon Connection Server and
Replica Servers. This CVD installs 1 VMware Horizon Connection server and 3 VMware Horizon Replica
Servers to support both remote desktop server hosted sessions (RDSH), non-persistent virtual desktops
(VDI) based on the best practices from VMware.

https://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalld=208
0467

The prerequisites for installing the Horizon Connection server or Composer server is to have Windows 2008
or 2012 servers ready. In this study, we have used Windows 2012 server R2 for Horizon Connection Server,
Replica Servers, and Composer Server.

VMware Horizon Connection Server Configuration

To configure the VMware View Connection Server, complete the following steps:

1. Download the Horizon Connection server installer from VMware and click Install on the Connection Serv-
er Windows Server Image. In this study, we used version Connection Server 7.0.3 build.4709455.

https://my.vmware.com/en/web/vmware/info/slug/desktop end user computing/vmware horizon/7 0

VMware Horizon™7

Connection Server

2. Click the Connection Server installer.
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e VhAware Horizon 7 Connection Server =

Welcome to the Installation Wizard for
VMware Horizon 7 Connection Server

The installation wizard will install vMware Horizon 7 Connection
Server on your computer. To continue, dick Mext.

YWMware Horlzon™7

= Copyright {(c) 1998-2016 VWMware, Inc. All rights reserved. This
Connection product is protected by U.S. and internatonal copyright and
Saerver intellectual property laws. VMware products are cowvered by
one or more patents listed at

htip: ffwwew . wmvware., comyfgo fpatents.

Product version: 7.0.3-4709455 x64 = Back [ Mext = | Cancel

3. Click Next.

i Vhware Horizon 7 Connection Server

License Agreentent
Please read the following license agreement carefully.
~

VMWARE END USER LICENSE AGREEMENT

PLEASE NMOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT
MAY APPEAR DURIMG THE INSTALLATION OF THE
SOFTWARE.

(@) I accept the terms in the license agresemeant

) I do not accept the terms in the license agreement

| < Back ” Mext = | | Cancel

4. Accept the terms in the License Agreement.

i ViMware Horizon 7 Connection Server

Destination Folder
Click Mext to install to this folder, or dick Change to install to a different folder.

@ Install VMware Horizon 7 Connection Server to:

C:YWProgram Files'WMwareWhMware View\Serverl

< Back ” Mext = | | Cancel

5. Click Next.
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i VMware Horizon 7 Connection Server

Installation Options

Select the type of Horizon 7 Connection Server instance you want to install.

Select the type of Horizon 7 Connection Server instance you want to install.

Horizon 7 Replica Server Install HTML Access

Horizon 7 Security Server

Horizon 7 Enroliment Server

Perform a standard full install. This is used to install a standalone instance of Horizon 7
Connection Server or the firstinstance of a group of servers.

Specify what IP protocol version shall be used to configure this Horizon 7 Connection Server

instance:
This server will be configured to choose the IPv4
IPva protocol for establishing all connections.

| < Back || Mext = | | Cancel

6. Select the Standard Server.

L To install additional VMware Horizon Replica servers, during the installation, select Horizon 7
Connection Server Option to sync the Replica Servers with the existing Standard server by
providing View Connection Server’s FQDN or IP address.

S Whdware Horizon 7 Connection Server

Firewall Configuration
Automatically configure the Windows Firewall to allow incoming TCF protocol
connectons.

In order for Horizon 7 Connection Server to operate on a network, specific incoming TCF
ports must be allowed through the local Windows Firewall service. The incoming TCP ports
for the Replica Server are 8002 (AJP13), 80 (HTTP), 443 (HTTPS), 4001 (IMS), 4002
(JMS—SSL} 2100 {JMSIR), 4101 {IMSIR-SSL), 4172 (PColP), 8472 {Inter-pod APL), and

3 (HTML Access). UDP packets on port 4172 (PColIP) are allowed through as well.

Configure Windows Firewall automatically

) Do not configure Windows Firewall

| = Back ” Mext = | | Cancel

7. Configure the Windows firewall automatically.

= Vihdware Horizon 7 Connection Server

Ready to Install the Program
The wizard is ready to begin installaton.

Whvware Horizon 7 Connection Server will be installed in:
C:WProgram Files\WMware\WhMware View\Server,

Click Install to begin the installation or Cancel to exit the wizard.

< Back [ Install ] Cancel
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8. Click Install.

5l Vihdware Horizon 7 Connection Server [ > ]

Installer Completed

The installer has successfully installed vMware Horizon 7
Connecton Server. Click Finish to exit the wizard.

Next Steps:

[ show the readme fil=

YMware Horizon™7

Connection
Serwver

Product wersion: 7.0.3-4709455 x5% = Back Cancel

9. Click Finish to complete the Horizon Connection Server installation.

Horizon VMware Replica Server Creation
To install Horizon Replica Server and additional Replica servers, complete the following steps:

1. Follow the steps in VMware Horizon Connection Server Configuration. During the installation, select the
Replica Server option in order to configure this server as a Replica Server and complete all other steps

shown above.

= Vihdware Horizon 7 Connection Server [=]

Installation Options
Select the type of Horizon 7 Connection Server instance you want to install.

Select the type of Horizon 7 Connection Serwver instance you want to install.
Horizon 7 Standard Server

Install HTML Access
Horizon ¥ Security Server
Horizon ¥ Enrollment Server

FPerform a replica instance install joining an existing server instance. This is used to install a
second or subsequent server in a group of servers that all automatically share the same

directory configuration.

Specify what IP protocol version shall be used to configure this Horizon 7 Connection Server

instance:
This server will be configured to choose the IPv4
IPwva protocol for establishing all connectons.

| < Back ” Mext = | | Cancel |

2. Click Next and follow the steps (shown for Horizon Standard server ) to complete installing additional
Horizon Replica Servers.

Install VMware Horizon Composer Server

To install the VMware Horizon Composer Server, complete the following steps:

1. Download the Composer installer from VMware and click Install on the Composer Windows server Im-
age. In this study, we used Composer 7.0.3 build.4698622.

https://my.vmware.com/en/web/vmware/info/slug/desktop end user computing/vmware horizon/7 0

https://my.vmware.com/web/vmware/details?downloadGroup=VIEW-703-STD&productld=577&rPId=13974
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= Wihdware Horizon 7 Composer -

wWelcome to the Installation Wizard for
YMware Horizon 7 Composer

The installaton wizard will install vMware Horizon 7 Composer
on your computer. To contnue, dick Mext.

WMMware Horizon™ 7

Copyright & 1995-20 16 VMware, Inc. All rights reserved. This

= m product is protected by L.5. and international copyright and
= etk imntellectual property laws. VvMware products are covered by

one or more patents listed at

CaPC http: ffeewewe  ovmveare . comfgofpatents.

= Back | Mext = ] [ Cancel

2. Click the Install Horizon Composer installer and click Next.

e Vihware Horizon 7 Composer

License Agreement

Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT [

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT
MAY APPEAR DURING THE INSTALLATION OF THE
SOFTWARE.

& I accept the terms in the license agreement

0 I do not accept the terms in the license agreement

Installshield

| = Back ” Mext = | | Cancel

3. Accept the License Agreement and click Next.

gl WhAwvware Horizon 7 Composer

Ready to Install the Program

The wizard is ready to begin installation.

Whware Horizon 7 Composer will be installed in:
C:WProgram Files (x86) WMwareWhMware View Composer,

If yvou want to review or change any of your installation settings, dick Back. Click Install to
begin the installaton or Cancel to exit the wizard.

Installshield

< Back [ Install ] [ Cancel

4. Click Install.
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i

Database Information

WhAware Horizon 7 Composer -

Enter additional database configuration informaton.

Enter the Data Source Mame {(DSM) for the YMware Horizon 7 Composer database. To set up
the DSM dick the ODBC Setup butbon.

I

ODBC DS Setup. ..

Enter the username that yvou entered in the ODBC Data Source Administrator.

Enter the password for this database connection.

InstallShield

| = Back | | Mext = | | Cancel
5. Provide ODBC database connection details and click Next.
The VMware Horizon 7 Composer is being installed.
:@ WhAvwware Horizon 7 Composer — = _
Tnstalling VMware H L m

The pregram features you selected ars being installed.

Please wait while the installer installs VvMware Horizon 7 Composer. This may
take seweral minutes.

Status:

InstallShield =
~Baee Rimee >
WhAvware Horizon 7 Composer -

Installer Completed

The installer has successfully installed VvMware Horizon 7
Composer. Click Finish to exit the wizard.

WikMware Horizon™ 7

Composer

E P Caar

6. Click Finish.

Create the Golden Image for VMware Horizon RDS Deployment

You need to create the Golden Image as a prerequisite to install and configure server 2008 or 2012. To
create the Golden Image, complete the following steps:

ﬂ We used Microsoft 2012 R2 Standard Edition to configure the RDS Server Roles for RDSH VMs
to be deployed from the Master image.
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1. Login to Windows 2012 RDS Server base VM (Master Image) and click Server Properties and then click
Add Roles and Features.

Manage  Tools  View

Server Manager * Dashboard -@1F

Dashboard WELCOME TO SERVER MANAGER

B Local Server

| Add Roles and Features

‘ Remove Roles and Features

‘ Add Servers

Create Server Group

s All Servers ;. 5 ’ 5
= 0 Configure this local server JoSuMsuegichiepertes 4
&R File and Storage Services b
® Remote Desktop Services b QUICK START
2 Add roles and features
3 Add other servers to manage
WHAT'S NEW e . ]
4 Create a server group
5 Connect this server to cloud services
Hide
LEARN MORE

2. Select Role based or feature-based installation.

OESTINATION SERVER

Select installation type RDSH-SRV-MI0104 VDIPOD.LOCAL

Bafoia Voir Hagin Select the installation type. You can install roles and features on a running physical computer or virtual

machine, or on an offline virtual hard disk (VHD).
Installation Type .

@) Role-based or feature-based installation
Configure a single server by adding roles, role services, and features.

Serve

o D. p Services i i
Install required role services for Virtual Desktop Infrastructure (VDI) to create a virtual machine-based
or session-based desktop deployment.

| [ st

3. Select Server Roles.

4. Remote Desktop Services > select Remote Desktop Session Host.

Add Roles and Fe:

elect server roles

Select one or more roles to install on the selected server.

Roles

L_| Hyper-Vv ~
[0 Network Policy and Access Services

Features ] Print and Document Services
[ Remote Access

l =
[ Volume Activation Services

[ Web Server (1IS)
[[1 Windows Deployment Services

Remote Deskitop Connection Broker

—1

[ Remote Desktop Gateway
[0 Remote Deskiop Licensing
~ C Session
1

0

Remote Deskiop Virtualization Host ‘
Remote Deskiop Web Access i

[1 wWindows Server Essentials Experiencs —
— e = — e 5oix e 5 ~

5. Click Next and complete the RDS server roles for RDSH Server Sessions enablement.
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Create the Golden Image for Horizon Linked Clone Desktops

To create the Golden Image, complete the following steps:

1.

2.

Select ESXi host in Infrastructure cluster and create a virtual machine to use as the Golden Image with
windows 10 OS. We used windows 10, 64 bit OS for our testing.

For the virtual machine, the following parameters were used:

Memory : 2048MB

Processor 1 2vCPU

Hard Disk 124 GB

Network Adapter : 1 VMXNETS3 type attached to VDI1-VLAN port-group on Nexus 1000v for

distributed port group capability

Attach the already downloaded Windows 10 LTSB Version Build 1607 to the virtual machine to complete
the Windows 10 Master image installation.

e Windows Setup

3. Click Next.

e Windows Setup

=2 Windows:

4. Click Install now.
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o) Windows Setup

Applicable notices and license terms

Your use of this software Is subject to the terms and conditions of the license
ag ent by which y. Quired tr

customer, use of this software is subject to your volume lic
may not use this software if you have not validly acquired a license for the
software from Microsoft or its licensed distributors.

EULAID:RSC_R1_1_ED_E_V_en-us

5. Accept the license terms.

&5 o Windows Setup
Which type of installation do you want?

Upgrade: Install Windows and keep files, settings, and applications
The files, settir 3 applica are me te ws with this of

cting information R einoiios:

6. Click Install windows.

i Windows Setup

Installing Windows

Status

Getting files ready for installation (0%)

A1 B

Windows is installing.
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Get going fast

Change these at any time (scroll to see more), Select Use Express settings to:

eech, typing, and inking input by sending your input data to Microsoft. Let
nfo to iImprove the suggestion and recognition platforms.

nd apps request your location, including location , turn on Find My Device, and
g 1D

use your adver to personalize your experien nd Microzoft location data to improve

malicious web content and use page prediction to improve reading, speed up
make your overall experience better in Windows browsers. Your browsing data will be
oft

Automatically connect t agested open hotspots. Not all networks secure.
d updates to F n the rnet. Send full diagnostic and usage data to
Connect with friends. Lot Skype use your contacts and verify your phone number. SMS charges may

Customize Use Express settings

7. Customize the windows setup or use Express Settings.

Create an account for this PC

that will be eas

Make it secure.

8. Provide the User credentials for the windows VM created.
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Getting things ready, please don’t turn off

VOILIE PC

9. Reboot the Windows VM and install additional software as applicable.

VMware Horizon Agent Installation

To install the VMware Horizon Agent, complete the following steps:

1. Download VMware-viewagent-x86 64-7.0.3-4717913 version.

https://my.vmware.com/web/vmware/downloads

https://my.vmware.com/web/vmware/details?downloadGroup=VIEW-703-STD&productld=577&rPId=13974

VMware Horizon™

Agent

EIPCalF

2. Click the VMware Horizon Agent installer

= Whiware Horizon Agent E

wWelcome to the Installation Wizard for
Yiilware Horizon Agent

The installation wizard will install YMware Horizon Agent on
W Mware Horizon ™ wour computer. To continue, click Mesxt.

Agent

Copwright 1995-2016 YWrMware, Inc. all rights reserved. This
produck is protecked by U.S. and international copyright and
intellectual property lawes, ViHware producks are covered by
one or more patents listed ak

hEEpe f frnans wriware .. comfgo/patents.

Product version: 7.0,3-4717913 =54 = Back | Mext = | Cancel

3. Click Next.

183


https://my.vmware.com/web/vmware/downloads
https://my.vmware.com/web/vmware/details?downloadGroup=VIEW-703-STD&productId=577&rPId=13974

Solution Hardware and Software

B YWhlware Horizon Agent

License Agreement

Please read the Following license agreement carefully,

YMWARE EMND USER LICENSE AGREEMENT =

PLEASE NOTE THAT THE TERMS OF THIS EMND USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT
MAY APPEAR DURING THE INSTALLATION OF THE

SOFTYWARE. =
(®) T accept the terms in the license agreement
(2 I do not accept the terms in the license agreement
| < Back ” Mexk = | | Cancel
4. Accept the license agreement and click Next.
S WhAware Horizon Agent [ = |

Network protocol configuration
Seleck the communication protocol

Specify the protocol ko be used to configure this Horizon Agent instance:

This agent will be configured ta choose the IPw4 protocal For establishing
IPwE all connections.
[ = Back Il Mext = ] | Cancel

5. Select the default IPV4 and click Next.

= Whivware Horizon Agent -

Custom Setup
Seleck the program Features you want installed.

Zlick on an icon in the list below to change how a Feature is inskalled.,

Feature Description

=~ | Core o~

= This Feature allows remoke connections ko
it A0 LISk . Internet Explorer ko use the Clisnt's IP
¢~ | USE Redirection s address instead of this machine's. Does
=3 ~ | Real-Time audio-Video e not support IPwE configuration.

0 ~ | WMMware Horizon Wiews Composes

he

Client Drive Redirection
wWirkual Printing

: wRealize Operations Desktop &) This Feature requires OKB on wour hard
< m > drive,

ARERKI

!

Install to:

Change. ..

Space | = Back ” Mext = | | Cancel

6. Select the features to install.
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=l Vihdware Horizon Agent

Ready bto Install the Program

The wizard is ready to begin installation.

WMwars Horizon Agent will bs installed in:
CiProgram Files\wMware|\YMware View)Agent),

Click Install ko begin the installation or Cancel ko exit the wizard.

= Back ” Install | | Cancel

7. Click Install.

His] YWilweare Horizon Agent ==

Installer Completed

The installer has successfully insktalled YrMMware Horizon Agent.
Click Finish ko exit the wizard.

VMware Horizon ™

Agent

8. Click Finish to complete the Horizon Agent installation on the Master image.

# The same agent installation steps are applicable for the RDSH Server 2012 base Image you in-

tend to use for RDS VMs.

Prerequisites

To set the Scope Options on the DHCP server hosting the Horizon target machines (for example, RDSH and

VDI virtual machines), complete the following steps:

h DHCP
File Action View Help

e« a5 o BE &

Provision Virtual Desktop Machines

To create VDI and RDS machines, complete the following steps:
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‘ﬂ DHCP Option Name Vendor Value Policy Name
4 3 ad-dclvdipod.ocal i/ 003 Router Standard 10.2.0.1 Nene
4 g 2] 006 DNS Servers Standard 10106130, 10.10.61.31 Mone
4 [T Scope[10.200] VDI-SCOPE-10.20.1/19 £/ 015DNS Domain Mame ~ Standard VDIPOD.LOCAL None
£} Address Pool
& Address Leases
I [ Reservations
., Scope Options
2| Policies
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1. Select the Master Target Device VM from the vSphere Client.
2. Right-click the VM and select Clone.

3. Name the cloned VM Desktop-Template.

4. Select the cluster and datastore where the first phase of provisioning will occur.

5. In case of RDSH VM, clone the RDS Master Image.

= ) vosA.dipod.local Bl vroxi1z rRDSH
=1 [fY YDI-DATACENTER
EfH Infra
= Ey RDSH-CL
F. 10.10.60.101
10.10.60. 102
10.10.60. 103
10.10.60. 104

10.10.60.105 FMemory:

10.10.60. 106 Memory Overhead:
10.10.60,107

10.10.60.114 whiveare Tools:

10.10.60. 124 IF Addresses:

10.10.60.125
FAa-RDS-1 DS Marme:
FA-RDS5-2 EWC Mode:
replica-boFaz0cZ-cdf 9-4258-a8c2-c1e1 74

WEKLZ-ROSH

T-L P owwer
10.10.60.10% Guest
10.10.60.110
10.10.50.111
10.10.60.112
10.10.60.113 Edit Settings...
10.10.60.11%
10.10.60.117 = Migrate...
10.10.50.118 &P Clone.. _
10.10.60.119

Termplate [

Stake:

LA A ]

Shapshot
Open Console

E9 6

ABISISISIRIEISION & B 6 G pISIBSRIEISIS S

inoInLAn 1 En

6. For Windows 10, follow the steps for cloning the Master Image for further deployment.

L Lo sl nas
FH Open Console
[BE rigrace

B Clons ko Mewe v

POOLZ-YMM-96
POCILZ-YR-97
POOLZ-YMM-98
POOILEZ-Y-29
replica-bSccF7Fb-e045-4ale-S5=15-2badd
replica-ec275cf2-6359-4c8e-b7E
WAIO-LTSE-1232

BEBEDHE

Guest »
Snapshot 13
Dpen Consale

i

3 ticket ko register 4 Edit Settings...

3 ticket bo register & B3] rAigrate
3 kickek o regiskter g N
3 kicket ko regiskter H S5 Clone...

7. Change the network adapter for Windows 10 Golden Image template to N1KV port group to use the Cis-

co Nexus 1000V virtual port group.

=2 VWID-LTSB-1222-PREWS - Virtual Machine Properties = [ =] _
Hardware | options | Resources | vServices | wirtual Machine Yersion: 11 /.
Dewvice Status
™ Show all Devices add. .. | Remowe
Fardmore Efr ¥ Connect at power an
PlErnory 2042 ME Adapter Type
= crPus =z
g wideo card wideo card Current adapter: WMHEMNET S
& SCSIcontroller O Paravirtual aE A
= Hard disk 1 wirtual Disk,
N 00:S0:56:b1:77:06
£y <o/ovD drive 1 Clisrmk Drevice
Bl Febwork adapter 1 WET1-YLAM (RL1KYY, Por... L‘ s £ Manual
= VMCI device Deprecated

DireckP ath Ifo
Staktus: Inactive @9

Metwork Connection

retwork label:

WDI1-WLARN CM1RWY =1
Pork: 192

Switch to advanced settings

(=133 | Cancel

8. Change the memory to “Reserve all guest memory” (All locked).
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[ WI0-LTSB-1222-PREWS - ¥irtual Machine Properties = | = -
Hardware ] Options  Resources | vServices ] Wirtual Machine Yersion: 11 /24
2l SUULEL Resource Allocation
ZPU 0 MHz
Memory 2045 MB (&l locked) | ¥ Reserve all guest memary (Al locked) _
Disk. Mormnal
Advanced CPU HT Sharing: Any Shares: |N0rma| J | 20480 :I
Reservation: Ji 2045 3 ME
Fi
Limit: —_— J 10139345 = MB
v

9. Convert the VM to a Template for additional steps.

10. When the template is ready, convert to VM and take a snapshot of the VM to deploy the VDI virtual ma-
chines from Horizon Administrator Console.

11. Right-click the Master Image and take a snapshot.
R Fooism-a ' ' [= = S
5 POOLZ-YM-9 &H Take ¥irtual Machine Snapsh. | — [ 3
Efs POOLZ-YM-9
Bl POOLZ-WM-2 Erme
% POOLZ-YM-2 |windows 10-MasterImage-Snapshot

POOLZ-W-9
3 POOLZ-WM-9 T
5 replica-bSccf Bieschiptioy
lica-=cz27g
E $T$CTTESE 19 windows 10-MaskerImage-Snapshot|for wDI wirkual
- ~29 Machinws Deployment
m
B Alarms —
.29 . 150455 —

12. Provide a Name for the Master Image shapshot and click OK.

VMware Horizon Desktop Pool Creation

To create the VMware Horizon Desktop Pool, complete the following steps;

1. Login to Horizon 7 Administrator via a web browser; https://<IP Address or FQDN>/admin.

VMware Horizon™7
Administrator

User name: [Eleinllyli=sg=|s=lg
Password: |
Domain: WD IPOD

P4 Remember user name

Log In

2. Login to VMware Horizon Connection Server Administrator to create the RDSH farm and RDSH pool or
VDI Desktops Pools.
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Create VDI Desktop Pool
1. Select Type of Desktop pool to be created.

'& We created an Automated Desktop Pool.

2. Click Next.

Desktop Pool Definition Tres

(© Automated Desktop Paol utomated Deskiop Pool
An automated desktop pool uses
a vCenter Server tamplata or

wirtual machine snapshot to
[E| © manuat peskop pool generate new machines. The
machinas can ba created whan
the pool is creatad or generated

! © ROS Desktop Pool on demand basad on pool usage.

Supported Features

+ vCenter virtual machines
Physical computers
Microgoft RDS Hosts

~ View Composer

~ PColp

¥ VMware Blast

3. Select the pool type by clicking the Add button (for example, Automated pool or RDS pool).

Add DBSktDE Pool “‘

Desktop Pool Definition User assignment =
Type O Dedicated Floating assignment
_ = Users will receive machines
vCenter Server [¥] Enable automatic assignment | picked randormly from the deskto
Setting pool each time they log in.

Desktop Pool Identification

Desktop Pool Settings § (&) FlOALNG — I

o } Supported Features
F‘rD\rlsmmng.S?ttw'!gs AT Ee—
Storage Optimization

yCenter Settings + PColP
Advanced Storage Options v UMware Blast

Guest Customization

v Persona management =2

I < Back ]I MNest = ]I Cancel 1::

4. Select User Assignment for desktop pool. (We created Floating assigned.) Click Next.
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Add Desktop Pool (7}

Desktop Pool Definition VCEIEE SEE

Type
User assignment
wCenter Server

(& Full virkual machines e CEmHOser

) ) View Composer linked dones
wiew Composer linked clones share the same base image and

Setting . Use less storaae space than full
& Instant clones virtual machinss.
vCenter Server Wisw Composer The user prafile for linked clanes
WCSA.vdipod.local(administrator@vsphere local) viewcom wdipod.lacal EDR B2 EEIREEIEE ) EErEisEErE

disks that will be unaffected by
OS updates and refreshes.

Supported Features

« pPCoIP

v WMware Blast

+ Storage savings

+ Recompose and refresh
Push Image

~  QuickPrep guest
custorization

+ SysPrep guest customization

CloneRrep guest

Description: |wersastack Project
customization

+ Persona management

| = Back || Mext= || cancel |

5. Select vCenter Server and the type of Desktop deployment. (We created View Composer linked clones).

Add Desktop Poal - POOLL-WVDI (7
Desktop Pool Definition Desktop Pool Identification a
n

WEe 1D POOLIVOL i | 1D

User Assignment Displ ) The desktop poaol ID is the

wCenter Server Isplay name: FOOL1-VDI o | nique name used to identify
Setting ACcESs group: | 7 = | this desktop pool.

Desktop Pool Identification Display Name

Description:
The display name is the name
that users will see when they
connect ta View Client, If the
display narme is left blank, the
ID will be used.

Access Group

ACCESS groups can organize the
desktop pools in your
organization. They can also be
used for delegated
administration.

Description

This description is only shown
on the Settings tab for a
desktop pool within Wiew

i < Back || Mext = || Cancel |

6. Provide the Pool ID and virtual display name
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Add Desktop Pool - wDI-POOLL

Desktop Pool Definition Pravisioning Settings
Type . Basic
User Assignment
vCenter Server
Setting
Desktop Pool [dentification Yirtual Machine Naming
Desktop Pool Settings

[¥] Enable pravisioning

[¥] stop pravisioning an errar

) Specify names manually

Start machines in maintenance mode

(») Use a naming pattern
Maming Pattern: WOI-POOL1-
Desktop Pool Sizing
Max number of machines:
Number of spare {powered on) machines:
Minirmurn number of ready (provisioned)
machines during Yiew Composer maintenance

operations:

Provisioning Timing

() Provision machines on demand

(=) Provision all machines up-front

7. Provide the number of desktops to be provisioned (shown above POOL1-VDI, total of 1450 desktops).

&dd Desktop Pool - POOL1-DI

1450

1450

MNaming Pattern

Wirtual machines will be
named according to the
specified naming pattern,
By default, View Manager
appends 3 unigue nurmber
to the specified pattern to
provide a unigue name for
each virtual machine.

To place this unique
number elsewhers in the
pattern, use '‘{n}'. {For
example: ¥ym-{n}-sales.).

The unique nurmber can
also be made a fized
length. (For example: wm-
{n:fived=3}-sales).

See the help for more
naming pattern syntax
options,

<Back || Next> Cancel

Desktop Pool Definition View Composer Disks

Type Disposable File Redirection Disposable
User Assignment File
WEEREr SERED (*) Redirect disposable files to a non-persistent disk Redirection
Setting Disk size: 3072 | MB (minimum 512 MB) Use this
Desktop Pool Identification ng!anclza
. ) redire
Desktop Pool Settings Drive latter: Auta | v disposable
Provisioning Settings . ] ] : files to a
\iew Composer Disks () Do not redirect disposable files —
persistent
disk that
< Back Mewt = Cancel

8. Select the option Redirect disposable files to non-persistent disk.
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Pool it
Type icy Storage Optimization
vCanter Server © Use vMware vireual saN ol s
Setting (&) Do not use VMware Virtual SAN separately.
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings

vCenter Server

A\ virtual SAN is not available because no Replica disks
Virtual SAMN datastores are configured. This option enables control
over the placement of the

[] select separate datastores for replica and OS disks replica that linked clones use

View Composer Disks

A virtual Volumes(VvOL) and fast NFS clones as their base image.
vCenter Settings (WAAI) will be unavailable if the replica It is recommended that a high

disks and OS disks are stored on
Advanced Storage Options separate datastores. performance datastore be

Guest Customization chosen for these images.
Depending on your hardware
configuration, storing replicas
| on @ separate datastore
might create a single point of
failure.

Ready to Complete

9. Select the required option for Storage Policy Management.

Select the linked clone datastores to use for this desktop pool. Only datastores that can be used by the selected
host or cluster can be selected.

[] show all datastores (including local datastores) (2 EQ Local datastore B shared datastare &

Datastore Capacity (GB) Free (GB) FS Type Drive Typ Storage Overcommit (7)
[ B InfravoL 4,129.25 2,202,337 | WMFSS MNon-550
] B wmM-Ds-01 10,300.25 8,156.29 | WwMFSS Mon-550 Aggressive

¥l =2 wm-Ds-02 10,300.25 7,911.53 | WMFS3 Mon-550 0 agdressive

10. Provide the parent VM, snapshot and host/cluster info, datastore information for the virtual machines to
create.
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Add Farm - RDSH-FARM

advanced Storage Options

Type
vCenter Server Based on your resource selection, the following features are recommended. Options Native NFS Snapshots
Identification and Settings that are not supported by the selected hardware are disahled. (¥AATL)

Provisioning Settings " wanl (vStorage API for Array
i
Storage Optimization Ay view Storage Accelerator is disabled in vCenter settings. I 16 © (Erekere

feature of certain starage

YEEMET SEEEngS [] storage Options arrays. It Uses native
Advanced Starage Options snapshotting technology to
provide linked clone
(=) Reclaim v disk space furvctlnnal\ty_. Choose this
. X option only if you have
Initiate reclamation when unused space 1 GB appropriate hardware
on WM exceeds: devices.

Disk Space Reclamation
Blackout Times
With vSphere 5.x, virtual
Wi disk space reclamation do not occur during blackout times. machines can be configured
to use a space efficient disk
| format that supports
reclamation of unused disk
Day Time space (such as deleted files).
This option reclaims unused
disk space on each virtual
machine. The operation is
initiated when an estimate of
used disk space exceeds the
specified threshold,

| add

Transparent Page Sharing Scope: wirtual Machine |

| <Back || Mext> || cancel |

11. In Advanced Storage Options, select the View Storage Accelerator and reclaim disk space parameters
as required.

Add Desktop Poal - POOL1-VDI 2
Desktop Pool Definition Guest Customization =
T &
User Assignrment . B
Dormain: WDIPOD.LOCaL (Administrator) | - |
wCenter Server -
Setting AD container: OU=Computers,0U=Loginvsl | Brawse... il
Desktop Pool Identification
Desktop Pool Settings [] allow reuse of pre-existing computer accounts 3
Provisioning Settings U P
wiew Composer Disks O Use QuickPrep
Storage Optimization
vCenter Settings
Advanced Storage Options
Guest Customization
Use a customization specification (SysPrep)
MName Guest OS5 Description
RDSH-SPECS windows
W 10-LTSE-0201 windows
| =Back || mewt> || cancel |

12. Select AD container for desktops to place in a Domain Controller computer location
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Aadd Desktap Pool - POOL1 WD T G

Desktop Pool Definition Ready to complete

Tvpe

—- ] Entitle users after this wizard finishes

User assignment
vCenter Server
Setting

Desktop Pool Identification

Desktop Pool Settings
Provisioning Settings
wiew Composer Disks
Storage Optimization
vCenter Settings

Adwanced Storage Options

Suest Customization

Type:

User assignment:
vCenter Server:

Use wWiew Composer:
Unique ID:

Display name:

Sccess Group:

Desktop pool state:
FRemote Machine Power
Poalicy :

Automatic logoff after
disconnect:

Conmection Server
restrictions:

Allow users to reset
their machine:

Allow user to initiate
separate sessions from
different client devices:
Delete or refresh
rnachine o logoff:

Default display
protocol:

Sllow users to choose
protocol:

30 Renderer:

Max number of
monitors:

Max resolution of any
one monitor:

HTML sccess:

adobe Flash quality:
Swverride global Mirage
settings:

Mirage Server

Automated

Floating assignment

wosawdipod. localiadministrator@vsphere. locall
wes

POOL1-DI

POOL1-DI

£

Enabled

Ensure machines are alwavys powered on

Hever

Marne

(1=

Mo

Mever

PCoIR

res

Disakbled
1

19Z20x1200
Disabled

Disabled
(1=

| =eack || Finish | | cancel

13. Review all the deployment specifications and click Finish to complete the deployment.

14. Select Entitle users after this wizard finishes, to enable desktop user group/ users to access this pool.

Find User or Group

Type: ] Users

Domain: Entire Directory | ~
Name/User name: Contains | =
Description: Contains | ~

[¥] Groups

Find

User Name Email

Description In Folder

15. Add users group/ users to the pool:

— The computer container “LoginVSI“ created on the domain controller.

— <Domain Controller> Active Directory Users and Computers > vdipod.local > LoginVSI > Computers
> VDI1-POOL-11,2...VDI1-POOL--1450
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] Active Directory Users and Computers
File Action View Help
| {BXEGz HE 3aETA%
] Active Directory Users and Computers [AD-DC1.VDIPOD.LO(| Name - Type Description
p [ Saved Queries R VDI-POOL-1 Computer VMware View Composer...
4 {5 VDIPOD.LOCAL VDI-POOL-10 Computer VMware View Composer...
b [ Builtin 1 VDI1-POOL-100 Computer Vhware View Composer...
b Computers 1 VDI1-POOL-1000 Computer VMware View Composer...
b :7 Domain Controllers 1 VDI1-POOL-1001 Computer YMware View Composer...
F - Fore.ignSecurit)rPrincipals 1A VDI1-POOL-1002 Computer VMware View Composer...
<= I:lenVSI 1% VDI1-POOL-1003 Computer VMware View Composer...
b ;T E:er':sputers 1% YDI1-POOL-1004 Computer VMware View Composer...
N LgstAndFound 1% yDI1-POOL-1003 Computer VMwareV?ew Composer..
b [ Managed Service Accounts 1% YDI1-POOL-1006 Computer VMware View Composer...
b [ Program Data VDI1-POOL-1007 Computer VMware View Composer...
4 [Z] RDSHVSI 1 VDI1-POOL-1008 Computer VMware View Composer...
=] Computers 1 YDI1-POOL-1009 Computer YMware View Composer...
b [E] Users A VDIT-POOL-101 Computer VMware View Composer...

16. Login to the newly provisioned VDI1-POOL1 desktop machine.

F=>] POOL1-¥M-1 on 10.10.60.111
File Wiewws  WRA
uu > & (= G O3 | e > @2

Recycle Bin

Ad

Create RDSH Farm and Pool

It is recommended to create a RDSH Farm first with specifications set for RDS Server VMs and deploying a
number of RDS servers required for users. To create the RDSH Farm and Pool, complete the following steps:

1. Select the FARM when creating the RDS Pool.

# You can entitle the user access at the RDS Pool level for RDS users/groups who can access the
RDS VMs.
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“Tyee

[EH| © automated Farm  ——"—7 Autometed Form
An automated RDS farm uses

virtual machines. The machines
ew can be created when the farm is
O Manual Farm created or resized,

Supported Features

+  vCenter virtual machines
Physical computers
Microsoft ROS Hosts
View Composer

PColP

AR

VMware Blast

Crees I conen

2. Click Add type of pool. We used automated pool in the study.

b

Tvpe wCenter Server

wiew Composer linked clones View Composer

Identification and Settings “iew Composer linked clones

Frovisioning Settings YESREF SErvEr WiSwy EEmEESEr share the same base image and
Storage Optirmization viCsSAwdipod. localladmini | wiewcom.vdipod.local use less storage space than full
strator@vsphere.locall wvirtual machines.

wiCenter Settings
Advanced Storage Options
Guest Customization
Ready to Complete

Supported Features
PCoIP

“WMware Blast

Recompose

-

"

~ Storage savings
Cescription: “WersaStack Project s

SysPrep guest customization

]— = Back ]I Mext = ]I Cancel ]

3. Click Next.
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Add Farm - RDSH-FARM

Identification and Settings

Type

vCenter Server General

Identification and Settings
1D RO SH-FaRM
Description: RDSH-FaRM deployrnent for RDSH POOL Users
Access group: w -

Farm Settings

Default display protocal: PColRP -

Allow users to choose Microsoft RDP

Empty session timeout wWhw are Blast Minutes
(applications only):

When timeout occurs; Disconnect | -

Log off disconnected sessions: Mever -

Allow HTML Access to desktops [] Enabled
and applications on this farm:
Requires installation of HTML Access.

= Back Mext = Cancel

4. Provide ID and Description for RDS FARM. Select the Display Protocol which is required for users to con-
nect to the RDS Sessions.

# For RDS Pool, we used Microsoft RDP protocol.

5. Click Next.

Add Farm - RDSH-FaRM

Provisioning Settings

Tvype

vCenter Server Basic NMaming Pattern

IdEhFIfICatIDH and Settings ¥ Enable provisioning “dirtual machines will be

Provisioning Settings o named according to the
[*] Stop provisioning on error specified naming pattern.

By default, Wiew Manager
appends a unigue number
Maming Pattern: RO SH-FaRM to the specified pattern to
provide a unique name for
each virtual machine.

Virtual Machine Naming

Farm Sizing

Max number of machines =1 To place this unique
nurmber elsewhere in the

Minimum number of =1 pattern, use '{n}'. (For

ready(provisioned) machines during example: vm-L{ni-sales..

iew Composer mantenance

aperations: The unigue number can

also be made a fixed
lerngth. (For example: wr-
{rn:fixed=3}-sales).

See the help for more
naming pattern syntax
options.

< Back MNext = Cancel

6. Provide the naming pattern for the RDS Desktops /VMs you want to create and the number of RDS VMs
you want to create on the RDS host or RDS cluster. For example, 81 RDS server virtual machines created
in this study.

7. Click Next.
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_

yCenter Server Storage Policy Management Sturagn_e can_be uptim_ized
Identification and Settings ) by staring different kinds of
Provisioning Settings () Use WMware Virtual 54N data separately.

| Storage Optimization | () 0o ot use Viware Vsl SAN Replica disks

VRS BB EE . Ay wirtual 58N is not available This option enables control
Advanced Storage Options because no Virtual SAM datastores over_'the pla;ement of the
Guest Customization are configured. replica that linked clones
REerE o SeralEE Il use as their base image.

[ ] select separate datastores for replica It is recommendad that 5

and 03 disks high performance datastore
A virtual Wolumes(WwoL) and fast be chosen for these
MFS clones (W8T will be images, Depending on your
unavailable if the replica disks hardware configuration,
and 05 disks are stored an storing replicas on a
ceparate datastores, separate datastore might

create a single point of
< Back Mext = Cancel

8. Complete the storage Optimization settings as required.

Select the linked clone datastores to use for this Automated Farm, Only datastores that can be used by the
selected host ar cluster can be selected.

[] show all datastores (including local datastores) (2 B Local datastore B Shared datastore &
Datastore Capacity (GB) Free (GB)  FS Type  Drive Typ Storage Overcommit 2
Mon-550 ] Conservative |x ‘

¥ B RDSH-DS ‘ 10,300 25 ‘ 10,273.23 ‘UMFSS

9. Provide all the information about vCenter settings with parent RDS master image, snapshot, Host
/Cluster information, and Datastores for VMs to be stored.
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Type

vCenter Server
Identification and Setkings
Prowisioning Settings
Storage Optimization
vCenter Settings
Advanced Storage Options

Advanced Storage Options

Based on your resource selection, the following features are recommended. Options
that are not supported by the selected hardware are disabled.

Ay vigw Storage Accelerator is disabled in vCenter settings.

[¥] Storage Options

(=) Reclaim vM disk space

Initiate reclamation when unused space 1 G

on VM exceeds:

Blackout Times

B

WM disk space recdamation do not occur during blackout times.

Add...

Cay

Transparent Page Sharing Scope:

Time

Wirtual Machine

MNative NFS Snapshots
(VAAL)

wanl (wStorage AP for array
Integration) is a3 hardware
feature of certain storage
arrays. It uses native
shapshotting techhnology to
provide linked clone
functionality, Choose this
option anly if you have
appropriate hardware
devices,

Disk Space Reclamation

With vSphere S.x, virtual
rachines can be configured
to use a space efficient disk
format that supports
reclamation of unused disk
space (such as deleted files).
This option reclaims unused
disk space on each virtual
machine. The operation is
initiated when an estimate of
used disk space exceeds the
specified threshold.

|-
< Back Mext = Cancel
10. Select the required advanced storage options.
add Farm - RDSH-FaRM
Type Guest Customization |
wCenter Server "=
Identification and Settings  omain, WDIPOD LOCAL(Administratar) | =
Frovisioning Settings
Starage Optimization AD container: DU=Computers, OU=RDSHWSI Browse...
vCenter Settings
Advanced Storage Options ] &llow reuse of pre-existing computer accounts
Gi E Cust t
uestLustomizaton UIsing a customization specification (SysPrep)
MName Guest 05 Description
RDSH-SPECS Window s
W10-LTse-0201 Windows
< Back Mext = Cancel

11. Select Active Directory Domain controller container (VMs to be stored on the separate Computer VM
(RDSHVSI) container in the Domain Controller) intended for storing RDS VMs and select the sysprep cus-

tomization specs for creating VMware Composer provisioned RDS VMs.
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&dd Farm - RDSH-FARM

Tvpe

wCenter Server
Identification and Settings
Provisioning Settings
Storage Optimization
wCenter Settings
advanced Storage Options
Guest Customization
Ready to Complete

Ready to Complete

wCenter Server:

Use View Composer:

ID:

Description:

Access Group:

Default display protocal:

Allow Users to choose protocol:
Empty session timeout
(applications only):

When timeout occurs:

Log off disconnected sessions:

Allow HTML Access to desktops and
applications on this farm:

Enable provisioning:

Stop provisioning on error;
Wirtual Machine Naming:
WM naming pattern:
Default image:

Wirtual Machine Folder:
Host or cluster:

Resource poal:

Use VMware Virtual SAN:
Datastore:

Darmain:
AD container:

Guest Custornization:
Custormization specification:

Use native NFS snapshots (Vaal):
WM Disk Space Reclarmation
Reclamation Threshold

wCSavdipod.local{administrator@vsphere local)

ves

RDSH-FaRM

RDSH-FaRM deployment for RDSH POOL Users
£

VMware Blast

ves

1 rinute

Disconnect
HNever
Disabled

Yes

Yes

Use a naming pattern

RDSH-FARM

W2K12-RDSH - WIN12-RDSH-S5-1220

SDI-DATACENTER/vm

SDI-DATACENTER/host/ROSH-CL

SDI-DATACENTER/host/ROSH-CL/Resources

Mo

ADI-DATACENTER/host/RDSH-CL/ROSH-DS
Storage overcommit: Conservative

WDIPOD.LOCAL(Administrator)

OU=Camputers,0U—RDSHWSIT

Use a custornization specification (SysPrep)

RDSH-SPECS

Mo

ves

1GE

| <Back || Finish || cancel

12. Review the RDS Farm automatic deployment specifications and click Finish to complete the RDS pool.

VMware Horizon 7 Administrator

fhout | Help | Logout (admin

| » More Commands | v hrgess Group

T Rams

Sessions 2
Prablem vCenter tMs 0 W
Prabiem RS Hosts 0| =
Bes Qo
Systemieatn [l @ 0 Fiter v

Bmooo
Inventary ROSFEARM
(% Dashhoard

Find || Clear

D Type

Automated i

RIS Hosts

Aoress Group: | Al v

Desktop Pool
F4RH-ADS

The RDS Farm is created in the Horizon admin console.

When the RDS FARM is created, you need to create a RDS pool to absorb the RDS VMS FARM into the Pool

for further managing the RDS pool.

dpplication Pools

4 @

Max number of connections Enabled

Unlimited v

A Snapshot of the RDS VMs created in the AD container are selected in the deployment process.

e <Domain Controller> Active Directory Users and Computers > vdipod.local > RDSHVSI > Computers >
RDSF-FARM1,2...RDSF-FARM81
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B Active Directory Users and Computers \L'i-
File Action View Help
= 2E B Bz HRE 8aETa%
] Active Directory Users and Com|| Mame - Type Description ~
B[] Saved Queries 1A RDSF-FARMI Computer Wivtware View Composer...
4 fﬂ VDIPOD.LOCAL 1A RDSF-FARMI0 Computer Wihware View Composer...
I — Builtin 1A ROSF-FARM11 Computer Whiware View Compaoser... =
=l Computers 1R RDSF-FARM12 Computer WMuware View Compaoser...
b :j- Domain Controllers 1A RDSF-FARM13 Computer Whware View Composer...
b ‘ ForelignSecurityPrincipaI! 1L RDSF-FARM14 Computer WMware View Composer...
b :‘,‘ LoginV3l . 1A RDSF-FARMIS Computer WMware View Composer...
: :_‘. ;ﬂ;;j\g‘r:rl service Accour 1A ROSF-FARMIG Computer Whware View Composer...
- B Compuies 1A ROSF-FARMIT Computer Whware View Composer...
b 5] Users 1A ROSF-FARMIE Computer Whware View Composer...

Create RDS Pool

1. Click Add type of pool section on the Horizon Administrator Console and the default choice is RDS Desk-

top Pool.
Add Desktop Pool - POOL1 w01 {7
Desktop Pool Definition Type
Tvpe ! . RDS Desktop Pool
Setting Ifl () Automated Desktop Pool

A Microsoft RDS desktop pool
provides ROS sessions as

IEI . machines to view users.

! 0 Manual Desktop Pool Connection Server manages RDS

- sessions in the same way as
normal machines. Microsoft RDS

— hosts are supported on vCenter
I : I =) RDS D kt = 1 —
=/ SEkbnR Fon wirtual machines and physical

computers.

RDS Farm

Supported Features

'  wCenter virtual machines

"  Physical computers

"  Microsoft RDS Hosts
wiEw COmposer

PColF

44

whw are Blast

Persona management

Mext > || cCancel |

2. Provide ID and Display Name for the Pool. Click Next.
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Add Desktop Pool - POOL-RDSH 7

Desktop Pool Definition Desktop Pool Identification

Tvpe 1D: POOL-RDSH b
Setting ool ) The desktop pool ID is the unigue
Desktop Pool Identification Display name: POOL-RDSH name used to identify this
Access group: I = desktop poal.
(R4S (P - Display Name
Description: ROSH POCL

The display name is the name
that users will see whean they
connect to Wiew Client. If the
display name is left blank, the 1D
will be used.

Access Group

ACCESS groups can organize the
desktop pools in your
organization. They can also he
used for delegated
adrministration.

Description

This description is only shown on
the Setrings tab for a desktop
pool within wiew administrator.

< Back Mext = Cancel
3. Leave default settings for the Desktop Pool Settings. Click Next.

Add Desktop Pool - POOL-RDSH e

Desktop Pool Definition Desktop Pool Settings

Type General
Settin
U o State: Enabled |-
Desktop Pool Identification
Desktop Pool Settings Connection Server Mone Browse...
RDS Farm restrictions:

Adobe Flash Settings for Sessions

aAdobe Flash guality: Do not control = »

Adobe Flash throttling: Disabled -

< Back Mext = Cancel

4. Select the RDS Farm. You have the option to create a farm or select the farm which is already created.
We chose the option of selecting an RDS farm (FA-RDS) for this desktop pool. Click Next.
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Add Desktop Poal - POOL-ROSH 7
Desktop Pool Definition Select an RDS farm
Type () Create a new RDS farm e
Setting
Desktop Pool Identification
Desktop Pool Settings (=) Select an RDS farm for this desktop pooh
RDS Farm
Select an RDS farm
Filter = Find Clear =
Farm ID Description ROS Hosts Max nurmber a... Status
FA-RDS Fa-ROS 2 Unlimited Jrie oF more ser
< Back Mext = Cancel

5. Click Ready to Complete and select Entitle users after this wizard finishes to give users/user group per-
mission to access this RDS pool. Click Next.

Add Farm - RDSH-POOL ?
Desktop Pool Definition Ready to Complete

Tw?e ey [ V| Enititle users after this wizard finishes
Setting

Desktop Pool Identification Type: RDS Desktop Pool

Desktop Pool Settings Unique ID: POOL-RDSH
RDS Farm Display name: POCL-ROSH

Select an RDS farm Desktop pool state: Enabled

Ready to Complete Connection Server None

restrictions:

Allow user to initiate separate Mo
sessions from different client

devices:

Adobe Flash quality: Do not control
Adobe Flash throttling: Disabled
Description: RDSH POOL
RODS Farm: FA-RDS
Mumber of RDS hosts in the 2

farm:

< Back Finish Cancel

6. Select the users who can access this pool.
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Find User or Group

Type: [] users [+] Groups
Domain: Entire Directory  «
Mame/fUser name: | Contains - ROSHWS] wil—
Cescription: Contains -
Find
Mame User Mame Ernail Description In Folder
RDSHWSI RDSHWSIADIPOD L il— WDIPOD LOCAL/RD:

Cancel

The RDS Pool is created on the Horizon Administrator console.

Desktop Ponls

dd.., | v Entitlements... H ¥ Status H ¥ Arcess Group H v More Commands ‘

€2

Filter = Find Clear ‘ ticess Group: | Al v E.

(1] Display Name Type Saurce User Assi,., wCenter Server Entitled Enabled Sessions

POOL-RDSH FOOL-RDSH RD3 Desktop Pool Remote Desktop Services  Floating YCShvdipod local 0 v 0

Configuring User Profile Management

Profile management provides an easy, reliable, and high-performance way to manage user personalization
settings in virtualized or physical Windows environments. It requires minimal infrastructure and
administration, and provides users with fast logons and logoffs. A Windows user profile is a collection of
folders, files, registry settings, and configuration settings that define the environment for a user who logs on
with a particular user account. These settings may be customizable by the user, depending on the
administrative configuration. Examples of settings that can be customized are:

o Desktop settings such as wallpaper and screen saver
e Shortcuts and Start menu setting

e Internet Explorer Favorites and Home Page

e Microsoft Outlook signature

e Printers

Some user settings and data can be redirected by means of folder redirection. However, if folder redirection
is not used these settings are stored within the user profile.

The first stage in planning a profile management deployment is to decide on a set of policy settings that
together form a suitable configuration for your environment and users. The automatic configuration feature
simplifies some of this decision-making for VMware Horizon desktop deployments. Screenshots of the User
Profile Management interfaces that establish policies for this CVD’s RDS and VDI users (for testing purposes)
are shown below. Basic profile management policy settings are documented here:
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https://pubs.vmware.com/view-50/index.jsp?topic=%2Fcom.vmware.view.administration.doc%2FGUID-
F7A6AA9B-7ACD-4786-9CBF-942876504E52.html

Single Server Testing

Figure 40 Cisco UCS B200 M4 Blade Server for Single Server Scalability VMware Horizon 7 Remote
Desktop Server Hosted Sessions (RDSH) with Server 2012 R2
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Figure 41 Cisco UCS B200 M4 Blade Server for Single Server Scalability VMware Horizon 7 VDI (Non-
Persistent) with Windows 10 64bit OS
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Hardware components:

e Cisco UCS 5108 Blade Server Chassis
e 2 Cisco UCS 6248 Fabric Interconnects

e 2 (Infrastructure Hosts) Cisco UCS B200 M4 Blade Servers (2 Intel Xeon processor E5-2660 v3 CPUs at
2.60 GHz, with 128GB of memory per blade server [16 GB x 8 DIMMs at 2400 MHz]) for infrastructure
host blades

e Total number of VMware Horizon RDS server configured 9 and session 230

e 1 (one) Cisco UCS B200 M4 Blade Server (2 Intel Xeon processor E5-2680 v4 CPUs at 2.4 GHz, with
512GB of memory per blade server [32 GB x 16 DIMMs at 2400 MHz]) for workload host blade

or
e Total number of VMware Horizon Linked Clones VDI Virtual machines configured 155

e 1 (one) Cisco UCS B200 M4 Blade Server (2 Intel Xeon processor E5-2680 v4 CPUs at 2.4 GHz, with
512GB of memory per blade server [32 GB x 16DIMMs at 2400 MHz]) for workload host blade

e Cisco VIC 1340 CNA (1 per blade)

e 2 Cisco Nexus 9372PX Access Switches
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e 2 Cisco MDS 9148S Fibre Channel Switches

e 1 IBM FlashSystem A9000 Storage with (12x1.2) 21.4 TB Raw disk capacity
Software components:

e Cisco UCS firmware 3.1(2b)

e VMware ESXi 6.0 Update 2 for host blades

¢ VMware Horizon RDS Hosted Shared Desktops or VMware Horizon 7 VDI Hosted Virtual Desktops

e VMware Horizon Composer Server 7

e Windows 2012 User Profile Server

e Microsoft SQL Server 2012

¢ Microsoft Windows 10 64 bit, 2vCPU, 2 GB RAM, 24 GB disk

e Microsoft Windows Server 2012 R2, 6vCPU, 24GB RAM, 40 GB disk

e Microsoft Office 2016

e Login VSI 4.1.5 Knowledge Worker Workload

Cisco UCS Configuration for Cluster Testing

This test case validates two workload clusters using VMware Horizon 7 with 2,100 RDS Hosted Server
Sessions and 2900 VDI Linked Clone non- persistent virtual machines. Server N+1 fault tolerance is factored

into this test scenario for each workload and infrastructure cluster.

Figure 42 RDS Cluster Test Configuration with Ten Blades

RDS Cluster Test: Server Sessions 2100 Users
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Figure 43 VDI Cluster Test with VDI Linked Clone Non-Persistent Cluster Test Configuration with Twenty
Blades
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Hardware components:
e Cisco UCS 5108 Blade Server Chassis
e 2 Cisco UCS 6248 Fabric Interconnects

e 2 (Infrastructure Hosts) Cisco UCS B200 M4 Blade Servers (2 Intel Xeon processor E5-2660 v3 CPUs at
2.60 GHz, with 128GB of memory per blade server [16 GB x 8 DIMMs at 2400 MHz]) for infrastructure
host blades

e 10 (Ten) Cisco UCS B200 M4 Blade Server (2 Intel Xeon processor E5-2680 v4 CPUs at 2.4 GHz, with
512GB of memory per blade server [32 GB x 16 DIMMs at 2400 MHz]) for workload host blades

e Total of 81 VMware Horizon RDS Server VMs configured on 10 Hosts RDSH Cluster
e Total number of RDS Hosted Server Sessions 2100
or

e 20 (Twenty) Cisco UCS B200 M4 Blade Server (2 Intel Xeon processor E5-2680 v4 CPUs at 2.4 GHz,
with 512GB of memory per blade server [32 GB x 16 DIMMs at 2400 MHz]) for workload host blade

e Total no of VDI Virtual Machines Configured 2900 on 2 VMware Horizon Linked Clone (2 VDI Pools,
1450 desktops each pool) pools.

e Cisco VIC 1340 CNA (1 per blade)

e 2 Cisco Nexus 9372PX Access Switches
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2 Cisco MDS 9148S Fibre Channel Switches

1 IBM FlashSystem A9000 Storage with (12x1.2) 21.4 TB Raw disk capacity

Software components:

Cisco UCS firmware 3.1(2b)

VMware ESXi 6.0 Update 2 for host blades

VMware Horizon RDS Hosted Shared Desktops or VMware Horizon 7 VDI Hosted Virtual Desktops
VMware Horizon Composer Server 7

Windows 2012 User Profile Server

Microsoft SQL Server 2012

Microsoft Windows 10 64 bit, 2vCPU, 2 GB RAM, 24 GB disk

Microsoft Windows Server 2012 R2, 6vCPU, 24GB RAM, 40 GB disk

Microsoft Office 2016

Login VSI 4.1.5 Knowledge Worker Workload

Cisco UCS Configuration for Full Scale Testing

This test case validates thirty blades mixed workloads using VMware Horizon 7 with 2,100 RDS Hosted
sessions and 2,900 VDI non-persistent virtual desktops for a total sum of 5,000 users. Server N+1 fault
tolerance is factored into this solution for each workload and infrastructure cluster.
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Figure 44 Full Scale Test Configuration with Thirty Blades
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Hardware components:

e Cisco UCS 5108 Blade Server Chassis
e 2 Cisco UCS 6248 Fabric Interconnects

e 2 (Infrastructure Hosts) Cisco UCS B200 M4 Blade Servers (2 Intel Xeon processor E5-2660 v3 CPUs at
2.60 GHz, with 128GB of memory per blade server [16 GB x 8 DIMMs at 2400 MHz]) for infrastructure
host blades

e 10 (Ten) Cisco UCS B200 M4 Blade Server (2 Intel Xeon processor E5-2680 v4 CPUs at 2.4 GHz, with
512GB of memory per blade server [32 GB x 16 DIMMs at 2400 MHz]) for workload host blades

Total of 81 VMware Horizon RDS Server VMs configured on 10 Hosts RDSH Cluster
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Total no of RDS Hosted Server Sessions 2100

AND

20 (Twenty) Cisco UCS B200 M4 Blade Server (2 Intel Xeon processor E5-2680 v4 CPUs at 2.4 GHz,
with 512GB of memory per blade server [32 GB x 16 DIMMs at 2400 MHz]) for workload host blade

Total number of VDI Virtual Machines Configured 2900 on 2 VMware Horizon Linked Clone (2 VDI Pools,
1450 each pool) pools.

Cisco VIC 1340 CNA (1 per blade)
2 Cisco Nexus 9372PX Access Switches
2 Cisco MDS 9148S Fibre Channel Switches

1 IBM FlashSystem A9000 Storage with (12x 1.2) 21.4 TB Raw disk capacity

Software components:

Cisco UCS firmware 3.1(2b)

VMware ESXi 6.0 Update 2 for host blades

VMware Horizon RDS Hosted Shared Desktops or VMware Horizon 7 VDI Hosted Virtual Desktops
VMware Horizon Composer Server 7

Windows 2012 User Profile Server

Microsoft SQL Server 2012

Microsoft Windows 10 64 bit, 2vCPU, 2 GB RAM, 24 GB disk

Microsoft Windows Server 2012 R2, 6vCPU, 24GB RAM, 40 GB disk

Microsoft Office 2016

Login VSI 4.1.5 Knowledge Worker Workload
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Testing Methodology and Success Criteria
___________________________________________________________________________________________________________________________|

All validation testing was conducted on-site within the Cisco labs in San Jose, California.

The testing results focused on the entire process of the virtual desktop lifecycle by capturing metrics during
the desktop boot-up, user logon and virtual desktop acquisition (also referred to as ramp-up,) user workload
execution (also referred to as steady state), and user logoff for the RDSH Servers Session under test.

Test metrics were gathered from the virtual desktop, storage, and load generation software to assess the
overall success of an individual test cycle. Each test cycle was not considered passing unless all of the
planned test users completed the ramp-up and steady state phases (described below) and unless all metrics
were within the permissible thresholds as noted as success criteria.

Three successfully completed test cycles were conducted for each hardware configuration and results were
found to be relatively consistent from one test to the next.

You can obtain additional information and a free test license from http://www.loginvsi.com

Testing Procedure

The following protocol was used for each test cycle in this study to insure consistent results.

Pre-Test Setup for Single and Multi-Blade Testing

All machines were shut down utilizing the VMware Horizon 7 Administrator Console.
All Launchers for the test were shut down. They were then restarted in groups of 10 each minute until the

required number of launchers was running with the Login VSI Agent at a “waiting for test to start” state.

Test Run Protocol

To simulate severe, real-world environments, Cisco requires the log-on and start-work sequence, known as
Ramp Up, to complete in 48 minutes. Additionally, we require all sessions started, whether 60 single server
users or 900 full scale test users, to become active within two minutes after the last session is launched.

In addition, Cisco requires that the Login VSI Benchmark method is used for all single server and scale
testing. This assures that our tests represent real-world scenarios. For each of the three consecutive runs on
single server tests, the same process was followed. Complete the following steps:

1. Time 0:00:00 Start PerfMon Logging on the following systems:

e Infrastructure and VDI Host Blade servers used in test run
e All Infrastructure VMs used in test run (AD, SQL, Horizon Connection brokers, Horizon Composer, etc.)

2. Time 0:00:10 Start Storage Partner Performance Logging on Storage System.
3. Time 0:05: Boot RDS Machines using VMware Horizon 7 Administrator Console.

4. Time 0:06 First machines boot.
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5. Time 0:35 Single Server or Scale target number of RDS Servers registered on XD.

# No more than 60 Minutes of rest time is allowed after the last desktop is registered and available
on VMware Horizon 7 Administrator Console dashboard. Typically a 20-30 minute rest period for
Windows 10 desktops and 10 minutes for RDS VMs is sufficient.

6. Time 1:35 Start Login VSI 4.1.5 Office Worker Benchmark Mode Test, setting auto-logoff time at 900
seconds, with Single Server or Scale target number of desktop VMs utilizing sufficient number of
Launchers (at 20-25 sessions/Launcher).

7. Time 2:23 Single Server or Scale target number of desktop VMs desktops launched (48 minute bench-
mark launch rate).

8. Time 2:25 All launched sessions must become active.

# All sessions launched must become active for a valid test run within this window.

9. Time 2:40 Login VSI Test Ends (based on Auto Logoff 900 Second period designated above).

10. Time 2:55 All active sessions logged off.

# All sessions launched and active must be logged off for a valid test run. The VMware Horizon 7
Administrator Dashboard must show that all desktops have been returned to the regis-
tered/available state as evidence of this condition being met.

11. Time 2:57 All logging terminated; Test complete.

12. Time 3:15 Copy all log files off to archive; Set virtual desktops to maintenance mode through broker;
Shutdown all Windows 10 machines.

13. Time 3:30 Reboot all hypervisors.

14. Time 3:45 Ready for new test sequence.

Success Criteria

Our “pass” criteria for this testing follows:

Cisco will run tests at a session count level that effectively utilizes the blade capacity measured by CPU
utilization, memory utilization, storage utilization, and network utilization. We will use Login VSI to launch
version 4.1.5 Knowledge Worker workloads. The number of launched sessions must equal active sessions
within two minutes of the last session launched in a test as observed on the VSI Management console.

The VMware Horizon Administrator Console or Horizon Connection Server Console must be monitored
throughout the steady state to make sure of the following:

e All running sessions report In Use throughout the steady state

212



Testing Methodology and Success Criteria

¢ No sessions move to unregistered, unavailable or available state at any time during steady state

Within 20 minutes of the end of the test, all sessions on all launchers must have logged out automatically and
the Login VSI Agent must have shut down.

Cisco requires three consecutive runs with results within +/-1% variability to pass the Cisco Validated Design
performance criteria. For white papers written by partners, two consecutive runs within +/-1% variability are
accepted. (All test data from partner run testing must be supplied along with proposed white paper.)

We will publish Cisco Validated Designs with our recommended workload following the process above and
will note that we did not reach a VSImax dynamic in our testing VersaStack with Cisco UCS B200 M4 and
VMware Horizon 7 on VMware ESXi 6.0 Update 2 Test Results.

The purpose of this testing is to provide the data needed to validate VMware Horizon Remote Desktop
Session Hosted (RDSH) server sessions and VMware Horizon Virtual Desktop (VDI) models with VMware
Horizon Composer 7 using ESXi, vCenter to virtualize Microsoft Windows 10 desktops and Microsoft
Windows Server 2012 R2 sessions on Cisco UCS B200 M4 Blade Servers using a IBM FlashSystem A9000
storage system.

The information contained in this section provides data points that a customer may reference in designing
their own implementations. These validation results are an example of what is possible under the specific
environment conditions outlined here, and do not represent the full characterization of VMware Horizon
products with VMware vSphere.

Three test sequences, each containing three consecutive test runs generating the same result, were
performed to establish single blade performance and multi-blade, linear scalability.

VSImax 4.1.x Description

The philosophy behind Login VSI is different to conventional benchmarks. In general, most system
benchmarks are steady state benchmarks. These benchmarks execute one or multiple processes, and the
measured execution time is the outcome of the test. Simply put: the faster the execution time or the bigger
the throughput, the faster the system is according to the benchmark.

Login VSI is different in approach. Login VSl is not primarily designed to be a steady state benchmark
(however, if needed, Login VSI can act like one). Login VSI was designed to perform benchmarks for SBC or
VDI workloads through system saturation. Login VSI loads the system with simulated user workloads using
well known desktop applications like Microsoft Office, Internet Explorer and Adobe PDF reader. By gradually
increasing the amount of simulated users, the system will eventually be saturated. When the system is
saturated, the response time of the applications will increase significantly. This latency in application
response times show a clear indication whether the system is (close to being) overloaded. As a result, by
nearly overloading a system it is possible to find out what its true maximum user capacity is.

After a test is performed, the response times can be analyzed to calculate the maximum active
session/desktop capacity. Within Login VSI this is calculated as VSImax. When the system is coming closer
to its saturation point, response times will rise. When reviewing the average response time it will be clear the
response times escalate at saturation point.

This VSImax is the “Virtual Session Index (VSI).” With Virtual Desktop Infrastructure (VDI) and Terminal
Services (RDS) workloads this is valid and useful information. This index simplifies comparisons and makes it
possible to understand the true impact of configuration changes on hypervisor host or guest level.
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Server-Side Response Time Measurements

It is important to understand why specific Login VSI design choices have been made. An important design
choice is to execute the workload directly on the target system within the session instead of using remote
sessions. The scripts simulating the workloads are performed by an engine that executes workload scripts
on every target system, and are initiated at logon within the simulated user’s desktop session context.

An alternative to the Login VSI method would be to generate user actions client side through the remoting
protocol. These methods are always specific to a product and vendor dependent. More importantly, some
protocols simply do not have a method to script user actions client side.

For Login VSI the choice has been made to execute the scripts completely server side. This is the only
practical and platform independent solution, for a benchmark like Login VSI.

Calculating VSImax v4.1.x

The simulated desktop workload is scripted in a 48 minute loop when a simulated Login VSI user is logged
on, performing generic Office worker activities. After the loop is finished it will restart automatically. Within
each loop the response times of sixteen specific operations are measured in a regular interval: sixteen times
in within each loop. The response times of these five operations are used to determine VSImax.

The five operations from which the response times are measured are:
e Notepad File Open (NFO)

Loading and initiating VSINotepad.exe and opening the openfile dialog. This operation is handled
by the OS and by the VSINotepad.exe itself through execution. This operation seems almost
instant from an end-user’s point of view.

e Notepad Start Load (NSLD)

Loading and initiating VSINotepad.exe and opening a file. This operation is also handled by the
OS and by the VSINotepad.exe itself through execution. This operation seems almost instant from
an end-user’s point of view.

e Zip High Compression (ZHC)

This action copy's a random file and compresses it (with 7zip) with high compression enabled.
The compression will very briefly spike CPU and disk 10.

e Zip Low Compression (ZLC)

This action copy's a random file and compresses it (with 7zip) with low compression enabled.
The compression will very briefly disk 10 and creates some load on the CPU.

e CPU
Calculates a large array of random data and spikes the CPU for a short period of time.

These measured operations within Login VSI do hit considerably different subsystems such as CPU (user and
kernel), Memory, Disk, the OS in general, the application itself, print, GDI, etc. These operations are
specifically short by nature. When such operations become consistently long: the system is saturated
because of excessive queuing on any kind of resource. As a result, the average response times will then
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escalate. This effect is clearly visible to end-users. If such operations consistently consume multiple seconds
the user will regard the system as slow and unresponsive.

Figure 45 Sample of a VSI Max Response Time Graph, representing a Normal Test

When the test is finished, VSImax can be calculated. When the system is not saturated, and it could
complete the full test without exceeding the average response time latency threshold, VSIimax is not reached
and the amount of sessions ran successfully.

The response times are very different per measurement type, for instance Zip with compression can be
around 2800 ms, while the Zip action without compression can only take 75ms. These response time of
these actions are weighted before they are added to the total. This ensures that each activity has an equal
impact on the total response time.

In comparison to previous VSIimax models, this weighting much better represent system performance. All
actions have very similar weight in the VSImax total. The following weighting of the response times are
applied.

The following actions are part of the VSImax v4.1 calculation and are weighted as follows (US notation):
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o Notepad File Open (NFO): 0.75
e Notepad Start Load (NSLD): 0.2
e Zip High Compression (ZHC): 0.125
e Zip Low Compression (ZLC): 0.2
e CPU:0.75
This weighting is applied on the baseline and normal Login VSI response times.

With the introduction of Login VSI 4.1 we also created a new method to calculate the basephase of an
environment. With the new workloads (Taskworker, Powerworker, etc.) enabling 'basephase’ for a more
reliable baseline has become obsolete. The calculation is explained below. In total 15 lowest VSI response
time samples are taken from the entire test, the lowest 2 samples are removed and the 13 remaining
samples are averaged. The result is the Baseline. In short:

e Take the lowest 15 samples of the complete test
e From those 15 samples remove the lowest 2
e Average the 13 results that are left is the baseline

The VSImax average response time in Login VSI 4.1.x is calculated on the amount of active users that are
logged on the system.

Always a 5 Login VSI response time samples are averaged + 40 percent of the amount of “active” sessions.
For example, if the active sessions is 60, then latest 5 + 24 (=40 percent of 60) = 31 response time
measurement are used for the average calculation.

To remove noise (accidental spikes) from the calculation, the top 5 percent and bottom 5 percent of the VSI
response time samples are removed from the average calculation, with a minimum of 1 top and 1 bottom
sample. As a result, with 60 active users, the last 31 VSI response time sample are taken. From those 31
samples the top 2 samples are removed and lowest 2 results are removed (5 percent of 31 = 1.55, rounded
to 2). At 60 users the average is then calculated over the 27 remaining results.

VSImax v4.1.x is reached when the VSlbase + a 1000 ms latency threshold is not reached by the average
VSI response time result. Depending on the tested system, VSImax response time can grow 2 - 3x the
baseline average. In end-user computing, a 3x increase in response time in comparison to the baseline is
typically regarded as the maximum performance degradation to be considered acceptable.

In VSImax v4.1.x this latency threshold is fixed to 1000ms, this allows better and fairer comparisons between
two different systems, especially when they have different baseline results. Ultimately, in VSImax v4.1.x, the
performance of the system is not decided by the total average response time, but by the latency is has
under load. For all systems, this is now 1000ms (weighted).

The threshold for the total response time is: average weighted baseline response time + 1000ms.

When the system has a weighted baseline response time average of 1500ms, the maximum average
response time may not be greater than 2500ms (1500+1000). If the average baseline is 3000 the maximum
average response time may not be greater than 4000ms (3000+1000).
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When the threshold is not exceeded by the average VSI response time during the test, VSImax is not hit and
the amount of sessions ran successfully. This approach is fundamentally different in comparison to previous
VSImax methods, as it was always required to saturate the system beyond VSImax threshold.

Lastly, VSImax v4.1.x is now always reported with the average baseline VSI response time result. For
example: “The VSImax v4.1 was 125 with a baseline of 1526ms”. This helps considerably in the comparison
of systems and gives a more complete understanding of the system. The baseline performance helps to
understand the best performance the system can give to an individual user. VSImax indicates what the total
user capacity is for the system. These two are not automatically connected and related.

When a server with a very fast dual core CPU, running at 3.6 GHZ, is compared to a 10 core CPU, running at
2,26 GHZ, the dual core machine will give and individual user better performance than the 10 core machine.
This is indicated by the baseline VSI response time. The lower this score is, the better performance an
individual user can expect.

However, the server with the slower 10 core CPU will easily have a larger capacity than the faster dual core
system. This is indicated by VSImax v4.1.x, and the higher VSImax is, the larger overall user capacity can be
expected.

With Login VSI 4.1.x a new VSImax method is introduced: VSImax v4.1. This methodology gives much better
insight in system performance and scales to extremely large systems.

Single-Server Recommended Maximum Workload

For both the VMware Horizon 7 RDS Hosted Virtual Desktops and VDI virtual machines use cases, a
recommended maximum workload was determined that was based on both Login VSI Medium workload with
flash end user experience measures and blade server operating parameters.

This recommended maximum workload approach allows you to determine the server N+1 fault tolerance
load the blade can successfully support in the event of a server outage for maintenance or upgrade.

Our recommendation is that the Login VSI Average Response and VSI Index Average should not exceed the
Baseline plus 2100 milliseconds to insure that end user experience is outstanding. Additionally, during
steady state, the processor utilization should average no more than 90-95%. (Memory should never be
oversubscribed for Desktop Virtualization workloads.)

Callouts have been added throughout the data charts to indicate each phase of testing.

Boot Start all RDS and VDI virtual machines at the same time

Logon The Login VSI phase of test is where sessions are launched and
start executing the workload over a 48 minutes duration
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Steady The steady state phase is where all users are logged in and per-

state forming various workload tasks such as using Microsoft Office,
Web browsing, PDF printing, playing videos, and compressing
files (typically for 15 minute duration)

Logoff Sessions finish executing the Login VSI workload and logoff
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Test Results
|

Single-Server Recommended Maximum Workload Testing

This section shows the key performance metrics that were captured on the Cisco UCS host blades during
the single server testing to determine the Recommended Maximum Workload per host server. The single
server testing comprised of two tests: 230 RDS Hosted sessions and 155 VMware Horizon pooled Non-
Persistent VDI desktops.

Single-Server Recommended Maximum Workload for RDS Hosted Server Sessions: 230 Users

Figure 47 Single Server Recommended Maximum Workload for RDS with 230 Users
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The recommended maximum workload for a B200 M4 blade server with dual E5-2680 v4 processors and
256GB of RAM is 230 Server 2012 R2 Remote Desktop Server Hosted Session Desktops. Each dedicated
blade server ran 9 Server 2012 R2 Virtual Machines. Each virtual server was configured with 6 vCPUs and
24GB RAM.
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Figure 48 Single Server | VMware Horizon 7 RDS Hosted Sessions | VSI Score
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Performance data for the server running the workload is shown below:

Figure 49 Single Server | VMware Horizon 7 RDSH processor | Host CPU Utilization
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Figure 50 Single Server | VMware Horizon 7 RDSH | Host Memory Utilization
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Figure 51 Single Server | VMware Horizon 7 RDSH | Host Network Utilization
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Figure 52 Single Server | VMware Horizon 7 RDSH processor (Total%) Processor Time

Test Results

Figure 53 Single Server | VMware Horizon 7 RDSH processor (Total%) User Time
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Single-Server Recommended Maximum Workload for VDI Non-Persistent with 155 Users

Figure 54 Single Server Recommended Maximum Workload for VDI Non-Persistent with 155 Users
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The recommended maximum workload for a Cisco UCS B200 M4 blade server with dual E5-2680 v4
processors and 512GB of RAM is 155 Windows 10 64-bit virtual machines with 2 vCPU and 2GB RAM. The
Login VSI and blade performance data is shown below.

Figure 55 Single Server | VMware Horizon 7 VDI-Non Persistent | VSI Score
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Figure 56 Single Server | VMware Horizon VDI Non-Persistent Desktops | Host CPU Utilization

Performance data for the server running the workload is shown below:

Test Results

Figure 57 Single Server | VMware Horizon VDI Non -Persistent Desktops | Host Memory Utilization

Nd FSEDS

224



Test Results

Figure 58 Single Server | VMware Horizon VDI non -persistent desktops | Host Network Utilization
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Cluster Workload Testing with 2100 RDS Users

This section shows the key performance metrics that were captured on the Cisco UCS, IBM FlashSystem
A9000 and RDS workload VMs during the RDSH Sessions testing. The cluster testing with comprised of
2100 RDS Hosted sessions using 10 Cisco UCS B200 M4 workload blades.

Figure 59 RDS Cluster Testing with 2100 Users
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The workload for the test is 2100 RDS users. To achieve the target, sessions were launched against the
single RDS cluster only. As per the Cisco Test Protocol for VDI solutions, all sessions were launched within
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48 minutes (using the official Knowledge Worker Workload in VSI Benchmark Mode) and all launched
sessions became active within two minutes subsequent to the last logged in session.

The configured system efficiently and effectively delivered the following results:

Figure 60 RDSH Cluster | 2100 RDS Users | VMware Horizon RDSH VSI Score
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Figure 61 RDSH Cluster | 2100 RDS Users | Workload Host | Host CPU Utilization
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Figure 62 RDSH Cluster | 2100 RDS Users | Workload Host | Host Memory Utilization
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Figure 63 RDSH Cluster | 2100 RDS Users | RDS Host | Host Network Utilization
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Figure 64 Cluster | 2100 RDS Users | RDS Host | Host Fibre Channel Network Utilization
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Performance Data from One RDSH Server: 2100 Users RDSH Sessions Cluster Testing

Figure 65 RDSH Server Processor (Total%) Time
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Figure 66 RDSH Server User (Total%) Time
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Cluster Workload Testing with 2900 Non-Persistent VDI Desktop Users

This section shows the key performance metrics that were captured on the Cisco UCS, IBM FlashSystem
A9000 storage, and Infrastructure VMs during the persistent desktop testing. The cluster testing with
comprised of 2900 VDI Persistent desktop sessions using 20 workload blades.
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Figure 67 VMware Horizon VDI Non-Persistent Cluster Testing with 2900 Users
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The workload for the test is 2900 non-persistent desktop users. To achieve the target, sessions were
launched against the single persistent cluster only. As per the Cisco Test Protocol for VDI solutions, all
sessions were launched within 48 minutes (using the official Knowledge Worker Workload in VSI Benchmark
Mode) and all launched sessions became active within two minutes subsequent to the last logged in session.

The configured system efficiently and effectively delivered the following results:

Figure 68 VDI Cluster | VMware Horizon 2900 VDI Non-Persistent Users | VSI Score
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Figure 69 VDI Cluster | VDI Cluster | 2900 VDI Non-Persistent Users | VDI Host | Host CPU Utilization

Figure 70 VDI Cluster | VDI Cluster | 2900 VDI Non-Persistent Users | VDI Host | Host Memory Utilization
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Figure 71 VDI Cluster | 2900 VDI non-Persistent Users | VDI Host | Host Network Utilization

Figure 72 VDI Cluster | 2900 VDI-Non Persistent Users | VDI Host | Host Fibre Channel Network Utiliza-
tion

Full Scale Mixed Workload Testing with 5000 Users

This section shows the key performance metrics that were captured on the Cisco UCS, IBM FlashSystem
A9000 storage, RDSH VMs and VDI non -persistent performance monitoring during the full-scale testing.
The full-scale testing with 5000 users comprised of: 2100 RDS Hosted Server Sessions using 10 Cisco UCS

B200 M4 blades, 2900 VDI Non-Persistent Linked clones virtual machines using 20 Cisco UCS B200 M4
blades.
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Figure 73 Full Scale Mixed Test with 5000 Users
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The combined mixed workload for the solution is 5000 users. To achieve the target, sessions were launched
against all workload clusters concurrently. As per the Cisco Test Protocol for VDI solutions, all sessions were
launched within 48 minutes (using the official Knowledge Worker Workload in VSI Benchmark Mode) and all
launched sessions became active within two minutes subsequent to the last logged in session.

The configured system efficiently and effectively delivered the following results:
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Figure 74 Full Scale | 5000 Mixed Users | VSI Score
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Flgure 75 Full Scale | 5000 Mlxed Users RDSH Server Host | Host CPU Utilization
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Flgure 76 FuII Scale | 5000 Mixed Users RDSH Server Host | Host Memory Utilization
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Figure 77 Full Scale | 5000 Mixed Users RDSH Server Host | Host CPU Network Utilization
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Flgure 83 Full Scale | 5000 Mixed Users | VDI Host | Host Network Utilization
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Storage Graphs
Figure 85 IBM A9000 5000 Users Mixed Workload Scale Test | Read/Write Latency
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Figure 86 IBM A9000 5000 Users Mixed Workload Scale Test | Bandwidth | Transmitted /Received
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Figure 87 IBM A9000 5000 Users Mixed Workload FlashSystem Read/Write IOPS
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IBM FlashSystem A9000 Storage Detailed Test Results for Cluster Scalability Test

The following section highlights and provides analysis of the IBM FlashSystem A9000 storage performance
results for each of the cluster test cases identified earlier in this document. Specifically, we will show and
discuss results for the following test scenarios:

e 2100 Windows Server 2012 RDS Hosted VMware Horizon Sessions
e 2900 Windows 10 x64 Non-Persistent VMware Horizon Sessions

From a storage perspective, it is critical to maintain a latency of less than a millisecond in order to guarantee
a good end-user experience no matter what amount of IOPS and bandwidth are being driven. As we wiill
see, IBM FlashSystem A9000 storage delivers that essential minimum level of latency despite driving a
substantial amount of IOPs and bandwidth for the thousands of desktops hosted on the IBM FlashSystem
A9000 storage.

The upcoming screenshots of the IBM FlashSystem A9000 storage test data for all 3 use case scenarios with
the information about IOPS, Bandwidth and Latency at the leak of each use case test. In all 3 use cases
(cluster level testing with RDSH, VDI and with Mixed workload use case, the criteria followed prior to
launching LoginVSI workload test same.

Followed by this stage is a forty minute window for all RDSH and VDI VMs to settle and then we begin the
2880 second Login VSI simulation phase when all sessions are ramping up and logging in.

IBM FlashSystem A9000 Storage Test Results for 2100 RDS Windows 2012
Sessions

Using Login VSI as the workload generator in Benchmark mode with the Knowledge Worker user type and
with VMware Remote Desktop Session Hosts (RDSH) Server Sessions as the VDI delivery mechanism, our
first highlighted cluster test shows that the FlashSystem can easily handle this workload with exceptional
end-user experience confirmed from Login VSI.
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The first IBM FlashSystem A9000 storage GUI screenshot shows the FlashSystem performance during the
2100 RDSH sessions running on top of 81 Windows 2012R2 servers. As with all scenarios, there were three
separate 2100 RDSH simulation runs completed in total, all with very similar results. As you can see in the
below chart from one of these simulations - we maintained latency of less than or close to one millisecond
for both read and write operations throughout this entire run. This resulted in a confirmed outstanding end-
user experience for the simulated VMware RDSH users independently verified by Login VSI. It has been
observed during this component of the testing with observed peak total values 2.45K IOPS and 684.014
MB/s. The latency is less than 0.45 mil sec which is a very good end user experience.

2100 RDSH Cluster Test: Storage Charts

Figure 88 IBM A9000 2100 Users RDSH Cluster Test | FlashSystem Read/Write IOPS
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Figure 90 IBM A9000 2100 RDSH Cluster Test | Read/Write Latency
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IBM FlashSystem A9000 Storage Test Results for 2900 Non-Persistent Windows 10 x64
VMware Horizon Non-Persistent Desktops

The next cluster-level simulation was to run 2900 non-persistent Windows 10 x64 desktops against the
same FlashSystem A9000. All Login VS| parameters were kept consistent with brining up all 2900 desktops
created via VMware Horizon Composer Provisioning virtual machines. As you can see in the below storage
metrics, the IBM FlashSystem A9000 storage was clearly able to handle this workload and continued to
provide sub-millisecond latency for another impressive Login VSI result. It has been observed during this
component of the testing with observed peak total values 61K IOPS and Bandwidth of 1206 MB/s. The
latency is less than 0.35 mil sec which is a very good end user experience.

Figure 91 IBM FlashSystem A9000 | 2900 Users VDI non-persistent Cluster Test | Read/Write IOPS
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Figure 92 IBM FlashSystem A9000 | 2900 Users VDI Non-Persistent Cluster Test FlashSystem Bandwidth
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Figure 93 IBM FlashSystem A9000 | 2900 Users VDI Non-Persistent Cluster Test FlashSystem Latency
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IBM FlashSystem Storage Test Results for 5000 User Full Scale, Mixed Workload Scalability

The next simulation shows the results of combining all of our previous cluster tests of 2100 VMware Horizon
RDS sessions and 2900 Non-Persistent VDI Linked Clone virtual machines sessions for a full 5000 user
VMware Horizon RDSH and VMware Horizon VDI simulation on the same IBM FlashSystem A9000 storage
array.

Yet again you will see performance and consistent results that showcase an outstanding user experience at
a very large scale.

The GUI screenshot below shows the IBM FlashSystem A9000 storage GUI with the cursor providing more
detailed metrics at the start of the simulation during the boot storm of the desktops. Despite driving nearly
2GB/s in bandwidth during the test itself, we maintain the desktop responsiveness and performance of low
latency throughout the entire test.

It has been observed during this component of the testing with observed peak total values 91K IOPS and a
Bandwidth of 19004 MB/s. The latency is again less than 0.7 mil sec which is a very good end user
experience on mixed use case scale testing scenario.
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Flgure 94 IBM A9000 5000 Users Mixed Workload FlashSystem Read/Write IOPS
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Figure 96 IBM A9000 5000 Users Mixed Workload FlashSystem Read/Write IOPS
150k
5 100K A o [BUADK 9689 10P5
: TP clckon the graph fo waph bolip
50k - -
0 — ....: e —e ........-': —— Ty

06:15 06:30 06:45 | 07:00 0715 0730 07:45 08:00 08:15 08:30

LoginVs! KW Workload Test:
5000 Users Scale Tost: Poak IOPS 91K

I s Scate T
The VMware Horizon Adminsitrator Console reports all 5000 sessions /desktops (2100 RDSH sessiosn and

2900 VDI virtual machines, 2 pools each with 1450 desktops provisioned) have been logged in during the
login vsi testing.
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Figure 97 VMware Horizon Administrator Console
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‘& This was a pristine lab environment; you can see that our data reduction and overall array utiliza-
tion during this full test scenario was extremely impressive with only less than 30% of the overall
array space being utilized, allowing substantial room for additional user applications, data and
even additional workloads to be hosted on this array without any capacity concerns.
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Scalability Considerations and Guidelines

There are many factors to consider when you begin to scale beyond 1000 Users, two chassis 8 mixed
workload RDSH / VDI host server configuration, which this reference architecture has successfully tested. In
this section we give guidance to scale beyond the 1000 user system.

Cisco UCS System Scalability

As our results indicate, we have proven linear scalability in the Cisco UCS Reference Architecture as tested:

e Cisco UCS Manager Software supports up to 20 Cisco UCS chassis within a single Cisco UCS domain
with Cisco UCS 6248UP Fabric Interconnect. A single Cisco UCS domain can grow to 160 blades for an
enterprise deployment.

e Cisco UCS Central, the manager of managers, extends Cisco UCS domains and vastly increases the
reach of the Cisco UCS system. Simplify daily operations by centrally managing and automating routine
tasks and expediting problem resolution. Our powerful platform eliminates disparate management
environments. Use it to support up to 10,000 Cisco UCS servers (blade, rack, composable, and Mini)
and manage multiple Cisco UCS instances or domains across globally-distributed locations.

e As scale grows, the value of the combined Cisco UCS fabric, Cisco Nexus physical switches, and Cisco
Nexus virtual switches increases dramatically to define the Quality of Services required to deliver
excellent end user experience 100 percent of the time.

e To accommodate the Cisco Nexus 9000 upstream connectivity in the way we describe in the network
configuration section, two Ethernet uplinks are needed to be configured on the Cisco UCS 6248UP
Fabric Interconnect.

The backend storage has to be scaled accordingly, based on the IOP considerations as described in the IBM
FlashSystem A9000 storage scaling section. Please refer the IBM FlashSystem A9000 web site for scalability
guidelines.

Scalability of VMware Horizon 7 Configuration

VMware Horizon environments can scale to large numbers. When implementing VMware Horizon, consider
the following in scaling the number of hosted shared and hosted virtual desktops:

e Types of storage in your environment

e Types of desktops that will be deployed

e Data protection requirements

e For VMware Horizon pooled desktops, the disk size and memory requirements.

These and other various aspects of scalability considerations are described in greater detail in “VMware
Horizon Reference Architecture” document and should be a part of any VMware design.

When designing and deploying this CVD environment, best practices were followed including the following:
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¢ VMware recommends using N+1 schema for virtualization host servers to accommodate resiliency. In all
Reference Architectures (such as this CVD), this recommendation is applied to all host servers.

e All Provisioning Server Network Adapters are configured to have a static IP and management.
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Summary

Summary

VersaStack delivers a platform for Enterprise VDI deployments and cloud datacenters using Cisco UCS Blade
and Rack Servers, Cisco Fabric Interconnects, Cisco Nexus 9000 switches, Cisco MDS switches and fibre
channel-attached IBM FlashSystem A9000. VersaStack is designed and validated using compute, network
and storage best practices and high availability to reduce deployment time, project risk and IT costs while
maintaining scalability and flexibility for addressing a multitude of IT initiatives. This CVD validates the
design, performance, management, scalability, and resilience that VersaStack provides to customers wishing
to deploy enterprise-class VDI for 5000 users at a time.

Get More Business Value with Services

Whether you are planning your next-generation environment, need specialized know-how for a major
deployment, or want to get the most from your current storage, Cisco Advanced Services, IBM FlashSystem
A9000 storage and our certified partners can help. We collaborate with you to enhance your IT capabilities
through a full portfolio of services that covers your IT lifecycle with:

e Strategy services to align IT with your business goals:
e Design services to architect your best storage environment

e Deploy and transition services to implement validated architectures and prepare your storage
environment

e Operations services to deliver continuous operations while driving operational excellence and
efficiency.

In addition, Cisco Advanced Services and IBM FlashSystem A9000 storage provides in-depth knowledge
transfer and education services that give you access to our global technical resources and intellectual
property.
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Appendix A - Cisco Nexus Ethernet and MDS Fibre Channel Switch

Configurations
I —————————

Ethernet Network Configuration

The following section provides a detailed procedure for configuring the Cisco Nexus 9000 and 1000V
Switches used in this study.

Cisco Nexus 9372PX-A Configuration

!Command: show running-config

'Time: Wed Mar 8 18:06:54 2017

version 7.0(3)I2(2e)

switchname DV-POD-2-N9K-A

vdc DV-Pod-2-N9K-A id 1
limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum 0 maximum 511
limit-resource ud4route-mem minimum 248 maximum 248
limit-resource uébroute-mem minimum 96 maximum 96
limit-resource md4route-mem minimum 58 maximum 58
limit-resource méroute-mem minimum 8 maximum 8

feature telnet

cfs ipv4 distribute
cfs eth distribute
feature udld

feature interface-vlan
feature hsrp

feature lacp

feature dhcp

feature vpc
feature 1lldp
clock protocol none vdc 1

no password strength-check

username admin password 5 $1$tYYajkfc$7P7nLjWYvETWAlvEDnwJZ. role network-admin

ssh key rsa 2048

ip domain-lookup

no service unsupported-transceiver

copp profile strict

snmp-server user admin network-admin auth md5 O0xf747567d6cfecf362a964lac6f3cefc9 priv
0xf747567d6cfecf362a964lac6f3cefc9 localizedkey

rmon event 1 log trap public description FATAL (1) owner PMON@FATAL

rmon event 2 log trap public description CRITICAL(2) owner PMON@CRITICAL
rmon event 3 log trap public description ERROR(3) owner PMON@ERROR

rmon event 4 log trap public description WARNING (4) owner PMON@WARNING
rmon event 5 log trap public description INFORMATION (5) owner PMON@INFO

ntp server

10.10.

160.2

ntp peer 10.10.160.3
ntp server 10.81.254.202 use-vrf management
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vlan 1-2,60-70,102,164
vlan 60

name In-Band-Mgmt
vlan 61

name Infra-Mgmt
vlan 66

name vMotion
vlan 67

name N1KV
vlan 68

name LauncherPXE
vlan 102

name VDI
vlan 164

name Out-0Of-Band-Mgmt

spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default
spanning-tree port type network default
service dhcp
ip dhcp relay
ipv6 dhcp relay
vrf context management
ip route 0.0.0.0/0 10.29.164.1
port-channel load-balance src-dst lédport
hardware qgos ns-buffer-profile mesh
vpc domain 10
peer-switch
role priority 10
peer-keepalive destination 10.29.164.66 source 10.29.164.65
delay restore 150
peer—-gateway
auto-recovery

interface Vlanl
description default native vlan
no shutdown
no ip redirects
ip address 10.29.164.253/24
no ipvé6 redirects

interface Vl1an60
description In Band Mgmt vlan 60
no shutdown
no ip redirects
ip address 10.10.60.2/24
hsrp version 2
hsrp 60
preempt
ip 10.10.60.1

interface Vlanél
description Infrastructure vlan 61
no shutdown
no ip redirects
ip address 10.10.61.2/24
no ipvé6 redirects
hsrp version 2
hsrp 61
preempt
ip 10.10.61.1
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interface Vlané66
description vMotion network vlan 66
no shutdown
ip address 10.10.66.2/24
hsrp version 2
hsrp 66
preempt
ip 10.10.66.1

interface Vlané67
description Nexusl000v vlan 67
no shutdown
ip address 10.10.67.2/24
hsrp version 2
hsrp 67
preempt
ip 10.10.67.1

interface Vl1ané68
description VSI Launchers vlan 68
no shutdown
ip address 10.10.68.2/23
hsrp version 2
hsrp 68
preempt
ip 10.10.68.1
ip dhcp relay address 10.10.61.30

interface Vl1anl02

description VDI vlan 102

no shutdown

ip address 10.2.2/19

no ipvé6 redirects

hsrp version 2

hsrp 102
preempt delay minimum 240
priority 110
ip 10.2.0.1

ip dhcp relay address 10.10.61.30

ip dhcp relay address 10.10.61.31

interface port-channellO
description VPC peer-link
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
spanning-tree port type network
vpc peer-link

interface port-channell
description FI-A 6k UCS-Uplink
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
spanning-tree port type edge trunk
mtu 9216
vpc 11

interface port-channel2
description FI-B 6k UCS-Uplink
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102-164
spanning-tree port type edge trunk
mtu 9216
vpc 12
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interface port-channell5
description FI-A 6k Launchers-Uplink
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
spanning-tree port type edge trunk
mtu 9216
vpc 15

interface port-channell6
description FI-B 6k Launchers-Uplink
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
spanning-tree port type edge trunk
mtu 9216
vpc 16

interface Ethernetl/1

interface Ethernetl/2

interface Ethernetl/3

interface Ethernetl/4

interface Ethernetl/5

interface Ethernetl/6

interface Ethernetl/7

interface Ethernetl/8

interface Ethernetl/9

interface Ethernetl/10

interface Ethernetl/11

interface Ethernetl/12

interface Ethernetl/13

interface Ethernetl/14

interface Ethernetl/15

interface Ethernetl/16

interface Ethernetl/17
description Uplink from FI-A 6k
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
mtu 9216
channel-group 11 mode active

interface Ethernetl/18
description Uplink from FI-A 6k

switchport mode trunk

switchport trunk allowed vlan 1,60-70,102,164
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mtu 9216
channel-group 11 mode active
interface Ethernetl/19
description Uplink from FI-B 6k
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
mtu 9216
channel-group 12 mode active
interface Ethernetl/20
description Uplink from FI-B 6k
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
mtu 9216

interface Ethernetl/21
interface Ethernetl/22
interface Ethernetl/23
interface Ethernetl/24
interface Ethernetl/25
interface Ethernetl/26
interface Ethernetl/27
interface Ethernetl/28
interface Ethernetl/29
interface Ethernetl/30
interface Ethernetl/31
interface Ethernetl/32
interface Ethernetl/33
interface Ethernetl/34
interface Ethernetl/35
interface Ethernetl/36
interface Ethernetl/37
interface Ethernetl/38
interface Ethernetl/39
interface Ethernetl/40
interface Ethernetl/41
interface Ethernetl/42
interface Ethernetl/43
interface Ethernetl/44
interface Ethernetl/45

description Uplink from LoginVSI Launchers FI-A
switchport mode trunk

switchport trunk allowed vlan 1,60-70,102,164
mtu 9216

channel-group 15 mode active

interface Ethernetl/46
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description Uplink from LoginVSI Launchers FI-B
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164

mtu 9216
interface Ethernetl/47
interface Ethernetl/48

interface Ethernetl/49
description VPC Peer Link between 9ks
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
channel-group 10 mode active

interface Ethernetl/50

description VPC Peer Link between 9ks

switchport mode trunk

switchport trunk allowed vlan 1,60-70,102,164

channel-group 10 mode active

interface Ethernetl/51

interface Ethernetl/52

interface Ethernetl/53

interface Ethernetl/54

interface mgmtO

vrf member management

ip address 10.29.164.65/24

line console

line vty

boot nxos bootflash://sup-1/n9000-dk9.7.0.3.I1.3b.bin

Cisco Nexus 9172PX-B Configuration

DV-Pod-2-N9K-B# show running-config
!'Command: show running-config
!Time: Wed Mar 8 18:17:44 2017
version 7.0(3)I1(3b)

switchname DV-Pod-2-N9K-B

257



Appendix A - Cisco Nexus Ethernet and MDS Fibre Channel Switch Configurations

vdc N9K-B id 1
limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum 0 maximum 511
limit-resource udroute-mem minimum 248 maximum 248
limit-resource u6route-mem minimum 96 maximum 96
limit-resource md4route-mem minimum 58 maximum 58
limit-resource mé6route-mem minimum 8 maximum 8

feature telnet

cfs ipv4 distribute
cfs eth distribute
feature udld

feature interface-vlan
feature hsrp

feature lacp

feature dhcp

feature vpc

feature 1lldp

clock protocol none vdc 1

no password strength-check
username admin password 5 $1$fp3LrGLCS$SPF8eML85gkPBgdH/bZAKK/ role network-admin

ip domain-lookup

system default switchport shutdown

no service unsupported-transceiver

copp profile strict

rmon event 1 log trap public description FATAL(l) owner PMON@FATAL

rmon event 2 log trap public description CRITICAL(2) owner PMON@CRITICAL
rmon event 3 log trap public description ERROR(3) owner PMON@ERROR

rmon event 4 log trap public description WARNING (4) owner PMON@WARNING
rmon event 5 log trap public description INFORMATION (5) owner PMONG@INFO
ntp peer 10.10.160.2

ntp server 10.10.160.3

ntp server 171.68.38.66 use-vrf management

ntp master 8

vlan 1,60-70,102,164
vlan 60

name In-Band-Mgmt
vlan 61

name Infra-Mgmt
vlan 66

name vMotion
vlan 67

name N1KV
vlan 68

name LauncherPXE
vlan 102

name VDI

spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default
spanning-tree port type network default
service dhcp
ip dhcp relay
ipv6 dhcp relay
vrf context management

ip route 0.0.0.0/0 10.29.164.1
port-channel load-balance src-dst l4port
hardware gos ns-buffer-profile mesh
vpc domain 10
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role priority 20

peer-keepalive destination 10.29.164.65 source 10.29.164.66
delay restore 150

peer—-gateway

auto-recovery

interface Vlanl
description default native vlan
no shutdown
no ip redirects
ip address 10.29.164.254/24
no ipvé6 redirects

interface Vlan60
description In Band Mmgmt vlan 60
no shutdown
no ip redirects
ip address 10.10.60.3/24
hsrp version 2
hsrp 60
preempt
ip 10.10.60.1

interface Vlané6l
description Infrastructure Mgmt vlan 61
no shutdown
no ip redirects
ip address 10.10.61.3/24
no ipvé6 redirects
hsrp version 2
hsrp 61
preempt
ip 10.10.61.1

interface Vlan66
description vMotion network vlan 66
no shutdown
ip address 10.10.66.3/24
hsrp version 2
hsrp 66
preempt
ip 10.10.66.1

interface Vlané7
description Nexus 1000v vlan 67
no shutdown
ip address 10.10.67.3/24
hsrp version 2
hsrp 67
preempt
ip 10.10.67.1

interface Vl1an68
description LoginVSI Launchers vlan 68
no shutdown
no ip redirects
ip address 10.10.68.3/23
no ipvé redirects
hsrp version 2
hsrp 68
preempt
ip 10.10.68.1
ip dhcp relay address 10.10.61.30
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interface V1anl02

description VDI vlan 102

no shutdown

no ip redirects

ip address 10.2.0.3/19

no ipvé6 redirects

hsrp version 2

hsrp 102
preempt delay minimum 240
priority 110
ip 10.2.0.1

ip dhcp relay address 10.10.61.30

ip dhcp relay address 10.10.61.31

interface port-channellO
description VPC peer-link
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
spanning-tree port type network
vpc peer-link

interface port-channelll
description FI-A 6k UCS-Uplink
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
spanning-tree port type edge trunk
mtu 9216
vpc 11

interface port-channell2
description FI-B 6k UCS-Uplink
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
spanning-tree port type edge trunk
mtu 9216
vpc 12

interface port-channellb
description FI-A 6k Launchers-Uplink
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
spanning-tree port type edge trunk
mtu 9216
vpc 15
interface port-channellé6
description FI-B 6k Launchers-Uplink
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
spanning-tree port type edge trunk
mtu 9216
vpc 16

interface Ethernetl/1
interface Ethernetl/2
interface Ethernetl/3
interface Ethernetl/4
interface Ethernetl/5

interface Ethernetl/6
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interface Ethernetl/7

interface Ethernetl/8

interface Ethernetl/9

interface Ethernetl/10
interface Ethernetl/11
interface Ethernetl/12
interface Ethernetl/13
interface Ethernetl/14
interface Ethernetl/15
interface Ethernetl/16

interface Ethernetl/17
description Uplink from FI-A 6k

switchport mode trunk

switchport trunk allowed vlan 1,60-70,102,164
mtu 9216

channel-group 11 mode active

interface Ethernetl/18
description Uplink from FI-A 6k

switchport mode trunk

switchport trunk allowed vlan 1,60-70,102,164
mtu 9216

channel-group 11 mode active

interface Ethernetl/19
description Uplink from FI-B 6k

switchport mode trunk

switchport trunk allowed vlan 1,60-70,102,164
mtu 9216

channel-group 12 mode active

interface Ethernetl/20
description Uplink from FI-B 6k

switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
mtu 9216

channel-group 12 mode active
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interface Ethernetl/21
interface Ethernetl/22
interface Ethernetl/23
interface Ethernetl/24
interface Ethernetl/25
interface Ethernetl/26
interface Ethernetl/27
interface Ethernetl/28
interface Ethernetl/29
interface Ethernetl/30
interface Ethernetl/31
interface Ethernetl/32
interface Ethernetl/33
interface Ethernetl/34
interface Ethernetl/35
interface Ethernetl/36
interface Ethernetl/37
interface Ethernetl/38
interface Ethernetl/39
interface Ethernetl1/40
interface Ethernetl/41
interface Ethernetl/42
interface Ethernetl/43
interface Ethernetl/44

interface Ethernetl/45
description Uplink from LoginVSI Launchers FI-A

switchport mode trunk

switchport trunk allowed vlan 1,60-70,102,164
mtu 9216

channel-group 15 mode active

interface Ethernetl/46
description Uplink from LoginVSI Launchers FI-B

switchport mode trunk
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switchport trunk allowed vlan 1,60-70,102,164
mtu 9216
channel-group 16 mode active

interface Ethernetl/47

interface Ethernetl/48

interface Ethernetl1/49

description VPC Peer Link between 9ks
switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164

channel-group 10 mode active

interface Ethernetl/50
description VPC Peer Link between 9ks

switchport mode trunk
switchport trunk allowed vlan 1,60-70,102,164
channel-group 10 mode active

interface Ethernetl/51

interface Ethernetl/52

interface Ethernetl/53

interface Ethernetl/54
ip address 10.29.164.66/24

line console
line vty

boot nxos bootflash://sup-1/n9000-dk9.7.0.3.I1.3b.bin

Fibre Channel Network Configuration

Cisco MDS 9148S-A Configuration

!Command: show running-config

!Time: Wed Mar 8 21:46:34 2017
version 6.2 (9a)
username admin password 5 $1$10X7vizP$00IbhSFcpx6WufBmOMKB. 1
ip domain-lookup

ip host MDS-A 10.29.164.64
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aaa group server radius radius

snmp-server user admin network-admin auth md5 0x6c8leb7167a2e69497a60698ca3957da

priv 0x6c8leb7167a2e69497a60698ca3957da localizedkey

rmon event 1 log trap public description FATAL(l) owner PMON@FATAL

rmon event 2 log trap public description CRITICAL(2) owner PMONQ@CRITICAL

rmon event 3 log trap public description ERROR(3) owner PMON@ERROR

rmon event 4 log trap public description WARNING (4) owner PMON@WARNING

rmon event 5 log trap public description INFORMATION (5) owner PMON@INFO

vsan database

vsan 300

device-alias database
vsan 300 wwn 20:00:00:25:05:03:9a:08 fcid 0xa30a02 dynamic[Infra0l HBA1l]
vsan 300 wwn 20:00:00:25:05:03:9a:0a fcid 0xa30b02 dynamic[Infra02 HBA1l]
vsan 300 wwn 20:00:00:25:05:03:9a:12 fcid 0xa30c09 dynamic[srv0l HBA1l]
vsan 300 wwn 20:00:00:25:05:03:9a:14 fcid 0xa30909 dynamic[srv02 HBA1l]
vsan 300 wwn 20:00:00:25:05:03:9a:0e fcid 0xa30a09 dynamic[srv03 HBA1l]
vsan 300 wwn 20:00:00:25:05:03:9a:00 fcid 0xa3090a dynamic[srv04 HBA1]
vsan 300 wwn 20:00:00:25:05:03:9a:02 fcid 0xa30a0l dynamic[srv05 HBA1l]
vsan 300 wwn 20:00:00:25:b5:03:9a:0c fcid 0xa30c03 dynamic[srv06 HBA1]
vsan 300 wwn 20:00:00:25:05:03:9a:10 fcid 0xa30c03 dynamic[srv07 HBA1l]
vsan 300 wwn 20:00:00:25:05:03:9a:16 fcid 0xa30903 dynamic[srv09 HBA1l]
vsan 300 wwn 20:00:00:25:b5:03:9a:18 fcid 0xa30b04 dynamic[srv10 HBA1]
vsan 300 wwn 20:00:00:25:05:03:9a:1a fcid 0xa30c02 dynamic[srvll HBA1l]
vsan 300 wwn 20:00:00:25:05:03:9a:1c fcid 0xa30a07 dynamic[srvl12 HBA1l]
vsan 300 wwn 20:00:00:25:b5:03:9a:1e fcid O0xa30a04 dynamic[srv13 HBA1]
vsan 300 wwn 20:00:00:25:05:03:9a:20 fcid 0xa30b08 dynamic[srvl4 HBAl]
vsan 300 wwn 20:00:00:25:05:03:9a:22 fcid 0xa30b08 dynamic[srvl5 HBAl]
vsan 300 wwn 20:00:00:25:b5:03:9a:24 fcid 0xa30c06 dynamic[srv17 HBA1]
vsan 300 wwn 20:00:00:25:05:03:9a:26 fcid 0xa30904 dynamic[srv18 HBA1l]
vsan 300 wwn 20:00:00:25:05:03:9a:30 fcid 0xa30b03 dynamic[srv19 HBAl]
vsan 300 wwn 20:00:00:25:05:03:9a:28 fcid 0xa30907 dynamic[srv20 HBA1]
vsan 300 wwn 20:00:00:25:05:03:9a:2a fcid 0xa30a03 dynamic[srv2l HBAl]

vsan 300 wwn 20:00:00:25:05:03:9a:2c fcid 0xa30b05 dynamic[srv22 HBAl]
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vsan 300

vsan 300

vsan 300

vsan 300

vsan 300

vsan 300

vsan 300

vsan 300

vsan 300

vsan 300

interface

wwn

wWwn

wwn

wwn

wwn

wwn

wwn

wwn

wwn

wwn

20:00:00:

20:00:00:

20:00:00:

20:00:00:

20:00:00:

20:00:00:

20:00:00:

20:00:00:

20:00:00:

20:00:00:

25:05:03:

25:05:03:

25:05:03:

25:05:03:

25:05:03:

25:05:03:

25:05:03:

25:05:03:

25:05:03:

25:05:03:

port-channell

channel mode active

9a:

9a:

9a:

9a:

9a:

9a:

9a:

9a:

9a:

9a:

switchport rate-mode dedicated

vsan database

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

vsan

300

300

300

300

300

300

300

300

300

300

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

switchname MDS-A

line console

line vty

fcl/37
fcl/38
fcl/39
fcl/40
fcl/43
fcl/44
fcl/45
fcl/46
fcl/47

fcl/48

2e

32

34

36

38

3a

3c

3e

40

42

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

fcid

0xa30b08

0xa30b06

0xa30906

0xa30a05

0xa30a08

0xa30c07

0xa30c08

0xa30b07

0xa30b08

0xa30905

dynamic[srv23 HBALl]
dynamic[srv24 HBAL]
dynamic[srv25 HBAl]
dynamic[srv26 HBALl]
dynamic[srv27 HBAl]
dynamic[srv28 HBAl]
dynamic[srv29 HBAl]
dynamic[srv30 HBA1l]
dynamic[srv31l HBAl]

dynamic[srv32 HBAl]

boot kickstart bootflash:/m9100-s5ek9-kickstart-mz.6.2.9%9a.bin

boot system bootflash:/m9100-s5ek9-mz.6.2.9a.bin

interface

interface

interface

interface

fcl/1
fcl/2
fcl/3

fcl/4

265



Appendix A - Cisco Nexus Ethernet and MDS Fibre Channel Switch Configurations

interface fcl/5

interface fcl/6

interface fcl/7

interface fcl/8

interface fcl/9

interface fcl/10
interface fcl/13
interface fcl/11
interface fcl/12
interface fcl/14
interface fcl/15
interface fcl/16
interface fcl/17
interface fcl/18
interface fcl/19
interface fcl/20
interface fcl/21
interface fcl/22
interface fcl/23
interface fcl/24
interface fcl/25
interface fcl/26
interface fcl/27
interface fcl/28
interface fcl/29
interface fcl/30
interface fcl/31
interface fcl/32
interface fcl/33
interface fcl/34
interface fcl/35
interface fcl/36

interface fcl/37

266



interface fcl/38

interface fcl/39

interface fcl/40

interface fcl/41

interface fcl/42

interface fcl/43

interface fcl/44

interface fcl/45

interface fcl/46
interface fcl/47

interface fcl/48
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'Active Zone Database Section for vsan 300

zone name Infra0l HBA1l AS000 1 vsan 300

member pwwn 20
member pwwn 50
member pwwn 50

member pwwn 50

zone name Infra02 HBA1 AS000

member pwwn 20

member pwwn 50

member pwwn 50

member pwwn 50

:00:

:01:

:01:

:01:

:00:

:01:

:01:

:01:

00:25
73:
73:
73:
00:25
73:

73:

73:

80:

80:

80:

80:

80:

80:

:b5

59:

59:

59:

:b5:

59:

59:

59:

:03:

zone name srv0l HBA1 A9000 1

member pwwn
member pwwn
member pPwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25

73:80:

73:80:

73:80:

:b5:

59:

59:

59:

zone name srv02 HBA1 A9000 1

member pPwwn
member pwwn
member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25

73:80:

73:80:

73:80:

:b5:

59:

59:

59:

zone name srv03 HBAL A9000 1

16:

16:

16:

03:

16:

16:

16:

03:

16:

16:

16:

03:

16:

16:

16:

9a:08[Infra0l HBALl]

01:12[A9000 N1P3]
01:22[A9000 N2P3]
01:32[A9000 N3P3]
1 vsan 300
9a:0a[Infral02 HBAl]
01:12[A9000 N1P3]
01:22[A9000 N2P3]
01:32[A9000 N3P3]
vsan 300
9a:12[srv01l HBALl]
01:10[A9000 N1P1]
01:20[A9000 N2P1]
01:30[A9000 N3P1]
vsan 300
%9a:14[srv02 HBALl]
01:12[A9000 N1P3]
01:22[A9000 N2P3]
01:32[A9000 N3P3]

vsan 300
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member pwwn 20:00:00:25:05:03:

member pwwn 50:01:73:80:59:16:

member pwwn 50:01:73:80:59:16:

member pwwn 50:01:73:80:59:16:

zone name srv04 HBA1 A9000 1
member pwwn 20:00:00:25:05:03:

member pwwn 50:01:73:80:59:16:
member pwwn 50:01:73:80:59:16:
member pwwn 50:01:73:80:59:16:
zone name srv05 HBAL1 A9000 1
member pwwn 20:00:00:25:05:03:
member pwwn 50:01:73:80:59:16:
member pwwn 50:01:73:80:59:16:
member pwwn 50:01:73:80:59:16:
zone name srv06 HBAL A9000 1

member pwwn 20:00:00:25:b5:03:

member pwwn 50:01:73:80:59:16:

member pwwn 50:01:73:80:59:16:

member pwwn 50:01:73:80:59:16:

zone name srv07 HBAL A9000 1

member pwwn 20:00:00:25:05:03:

member pwwn 50:01:73:80:59:16:

member pwwn 50:01:73:80:59:16:

member pwwn 50:01:73:80:59:16:

zone name srv09 HBAL A9000 1
member pwwn 20:00:00:25:05:03:

member pwwn 50:01:73:80:59:16:

member pwwn 50:01:73:80:59:16:

member pwwn 50:01:73:80:59:16:

zone name srv10 HBALl A9000 1
member pwwn 20:00:00:25:05:03:
member pwwn 50:01:73:80:59:16:

member pwwn 50:01:73:80:59:16:
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9a:0e[srv03 HBAL]
01:10[A9000 N1P1]
01:20[A9000 N2P1]
01:30[A9000 N3P1]

vsan 300
9a:00[srv04 HBAI]

01:12[A9000 N1P3]
01:22[A9000 N2P3]
01:32[A9000 N3P3]
vsan 300

9a:02[srv05 HBAL]
01:10[A9000 N1P1]
01:20[A9000 N2P1]
01:30[A9000 N3P1]
vsan 300

9a:0c[srv06_ HBAL]
01:12[A9000 N1P3]
01:22[A9000 N2P3]
01:32[A9000 N3P3]
vsan 300

9a:10[srv07 HBAL]
01:10[A9000 N1P1]
01:20[A9000_N2P1]
01:30[A9000 N3P1]

vsan 300
%9a:16[srv09 HBALl]

01:10[A9000 N1P1]
01:20[A9000 N2P1]
01:30[A9000 N3P1]
vsan 300

9a:18[srv10 HBAl]
01:12[A9000 N1P3]

01:22[A9000_N2P3]
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member pwwn

50:01:73:80:59:16:

zone name srvll HBA1 A9000 1

member pwwn
member pwwn
member pwwn

member pwwn

20:00:00:25:05:03:

50:01:73:80:59:16:

50:01:73:80:59:16:

50:01:73:80:59:16:

zone name srvl12 HBAL A9000 1

member pwwn 20:
member pwwn 50:
member pwwn 50:

member pwwn 50:

00:

01:

01:

01:

00:

73:

73:

73:

25:b5:

80:59:
80:59:

80:59:

zone name srv13 HBAL A9000 1

member pwwn 20:
member pwwn 50:
member pwwn 50:

member pwwn 50:

00:

01:

01:

01:

00:

73:

73:

73:

25:b5:

80:59:
80:59:

80:59:

zone name srvl4 HBA1 A9000 1

member pwwn 20:
member pwwn 50:
member pwwn 50:

member pwwn 50:

00:

01:

01:

01:

00:

73:

73:

73:

25:b5:

80:59:

80:59:

80:59:

zone name srvl5 HBA1 A9000 1

member pwwn 20:
member pwwn 50:
member pwwn 50:

member pwwn 50:

00:

01:

01:

01:

00:

73:

73:

73:

25:b5:

80:59:16

80:59:

80:59:

zone name srvl7 HBAL A9000 1

member pwwn
member pPwwn
member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:

73:

73:

73:

25:b5:

80:59:
80:59:

80:59:

zone name srv18 HBAl A9000 1

member pwwn 20:00:00:25:b5:03:

03:

16:

16:

16:

03:

16:

16:

16:

03:

16:

16:

16:

03:

16:

16:

03:

16:

16:

16:

01:32[A9000 N3P3]
vsan 300

9a:la(srvll HBAL]
01:10[A9000 N1P1]
01:20[A9000 N2P1]
01:30[A9000 N3P1]
vsan 300

9a:lc[srvl2 HBAL]
01:12[A9000 N1P3]
01:22[A9000 N2P3]
01:32[A9000 N3P3]
vsan 300

9a:le[srv13 HBAI]
01:10[A9000 N1P1]
01:20[A9000 N2P1]
01:30[A9000 N3P1]
vsan 300

9a:20[srv14 HBAL]
01:12[A9000 N1P3]
01:22[A9000 N2P3]
01:32[A9000 N3P3]

vsan 300

9a:22[srv23 HBAl]

:01:10[A9000 N1P1]

01:20[A9000 N2P1]
01:30[A9000 N3P1]
vsan 300

9a:24[srvl7 HBAl]
01:10[A9000 N1P1]
01:20[A9000 _N2P1]
01:30[A9000 N3P1]
vsan 300

9a:26[srv18 HBAL]
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member pwwn 50:01:73:80:59:16:
member pwwn 50:01:73:80:59:16:

member pwwn 50:01:73:80:59:16:

zone name srv19 HBAL A9000 1

member pwwn 20:00:00:25:b5:

member pwwn 50:01:73:80:59:

member pwwn 50:01:73:80:59:

member pwwn 50:01:73:80:59:

zone name srv20 HBAl A9000 1

member pwwn 20:00:00:25:b5:

member pwwn 50:01:73:80:59:

member pwwn 50:01:73:80:59:

member pwwn 50:01:73:80:59:

zone name srv2l HBA1 A9000 1
member pwwn
member pwwn

member pwwn

member pwwn
zone name srv22 HBAl A9000 1

member pwwn 20:00:00:25:b5:

member pwwn 50:01:73:80:59:

member pwwn 50:01:73:80:59:

member pwwn 50:01:73:80:59:

zone name srv23 HBAl A9000 1

member pwwn 20:00:00:25:0b5:

member pwwn 50:01:73:80:59:

member pwwn 50:01:73:80:59:

member pwwn 50:01:73:80:59:

zone name srv24 HBA1 A9000 1

member pwwn 20:00:00:25:05:03:
member pwwn 50:01:73:80:59:16:

member pwwn 50:01:73:80:59:16:

03:

16:

16:

16:

03:

16:

16:

16:

20:00:00:25:05:03:

50:01:73:80:59:16:

50:01:73:80:59:16:

50:01:73:80:59:16:

03:

16:

16:

16:

03:

16:

16:

16:
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01:12[A9000 N1P3]
01:22[A9000 N2P3]
01:32[A9000 N3P3]
vsan 300

9a:30[srv19 HBAL]
01:10[A9000 N1P1]
01:20[A9000 N2P1]
01:30[A9000 N3P1]
vsan 300

9a:28[srv20 HBAI]
01:12[A9000 N1P3]
01:22[A9000 N2P3]
01:32[A9000 N3P3]
vsan 300

9a:2a(srv2l HBALl]
01:10[A9000 N1P1]

01:20[A9000 N2P1]

01:30[A9000 N3P1]
vsan 300

9a:2c[srv22 HBAl]
01:12[A9000 N1P3]
01:22[A9000_N2P3]
01:32[A9000 N3P3]
vsan 300

9a:2e[srv23 HBAL]
01:10[A9000 N1P1]
01:20[A9000 _N2P1]
01:30[A9000_N3P1]
vsan 300

9a:32[srv24 HBAL]
01:12[A9000 N1P3]

01:22[A9000 N2P3]
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member pwwn

50:01:73:80:59:16:

zone name srv25 HBA1 A9000 1

member pwwn
member pwwn
member pwwn

member pwwn

20:00:00:25:05:03:

50:01:73:80:59:16:

50:01:73:80:59:16:

50:01:73:80:59:16:

zone name srv26 HBAL A9000 1

member pwwn

20:00:00:25:b5:

03:

member pwwn 50:
member pwwn 50:

member pwwn 50:

01:

01:

01:

73:

73:

73:

80:59:

80:59:

80:59:

zone name srv27 HBAL A9000 1

member pwwn 20:
member pwwn 50:
member pwwn 50:

member pwwn 50:

00:

01:

01:

01:

00:

73:

73:

73:

25:b5:

80:59:
80:59:

80:59:

zone name srv28 HBAL1 A9000 1

member pwwn 20:
member pwwn 50:
member pwwn 50:

member pwwn 50:

00:

01:

01:

01:

00:

73:

73:

73:

25:b5:

80:59:

80:59:

80:59:

zone name srv29 HBA1 A9000 1

member pwwn 20:
member pwwn 50:
member pwwn 50:

member pwwn 50:

00:

01:

01:

01:

00:

73:

73:

73:

25:b5:

80:59:
80:59:

80:59:

zone name srv30 HBAl A9000 1

member pwwn
member pPwwn
member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:

73:

73:

73:

25:b5:

80:59:
80:59:

80:59:

zone name srv31l HBAL1 A9000 1

member pwwn 20:00:00:25:b5:03:

16:

16:

16:

03:

16:

16:

16:

03:

16:

16:

16:

03:

16:

16:

16:

03:

16:

16:

16:

01:32[A9000 N3P3]
vsan 300

9a:34[srv25 HBAL]
01:10[A9000 N1P1]
01:20[A9000 N2P1]
01:30[A9000 N3P1]
vsan 300

%9a:36[srv26 HBAL]
01:12[A9000 N1P3]
01:22[A9000 N2P3]
01:32[A9000 N3P3]
vsan 300

9a:38[srv27 HBAI]
01:10[A9000 N1P1]
01:20[A9000 N2P1]
01:30[A9000 N3P1]
vsan 300

%9a:3a[srv28 HBAL]
01:12[A9000 N1P3]
01:22[A9000 N2P3]
01:32[A9000 N3P3]
vsan 300

%9a:3c[srv29 HBALl]
01:10[A9000 N1P1]
01:20[A9000 N2P1]
01:30[A9000 N3P1]
vsan 300

%9a:3e[srv30 HBAl]
01:12[A9000 N1P3]
01:22[A9000 N2P3]
01:32[A9000 N3P3]
vsan 300

9a:40[srv31 HBAL]
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member pwwn 50:01:73:80:59:16:01:10[A9000 N1P1]
member pwwn 50:01:73:80:59:16:01:20[A9000 N2P1]
member pwwn 50:01:73:80:59:16:01:30[A9000 N3P1]
zone name srv32 HBAL A9000 1 vsan 300

member pwwn 20:00:00:25:05:03:9a:42[srv32 HBAI]
member pwwn 50:01:73:80:59:16:01:12[A9000 N1P3]
member pwwn 50:01:73:80:59:16:01:22[A9000 N2P3]
member pwwn 50:01:73:80:59:16:01:32[A9000 N3P3]
zoneset name A9000 VDI vsan 300

member Infra0l HBA1l A9000 1

member Infra02 HBA1l A9000 1

member srv0l HBA1 A9000 1

member srv02 HBAL A9000 1

member srv03 HBAl A9000 1

member srv04 HBAl A9000 1

member srv05 HBAL A9000 1

member srv06 HBAl A9000 1

member srv07 HBAL A9000 1

member srv09 HBAl A9000 1

member srv10 HBA1 A9000 1

member srvll HBAl A9000 1

member srvl12 HBAl A9000 1

member srvl13 HBAl A9000 1

member srvl4 HBAL1 A9000 1

member srvl5 HBA1 A9000 1

member srvl17 HBA1 A9000 1

member srv18 HBAl A9000 1

member srvl19 HBAl A9000 1

member srv20 HBA1 A9000 1

member srv2l HBAl A9000 1

member srv22 HBAl A9000 1

member srv23 HBAl A9000 1

member srv24 HBAL A9000 1
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member srv25 HBAL A9000 1
member srv26 HBAl A9000 1
member srv27 HBAl A9000 1
member srv28 HBAL A9000 1
member srv29 HBAl A9000 1
member srv30 HBAl A9000 1
member srv31l HBAL A9000 1
member srv32 HBAl A9000 1
zoneset activate name A9000 VDI vsan 300
do clear zone database vsan 300
!Full Zone Database Section for vsan 30
interface fcl/1

switchport trunk mode off
port-license acquire

no shutdown

interface fcl/2

switchport trunk mode off
port-license acquire

no shutdown

interface fcl/3

switchport trunk mode off
port-license acquire

no shutdown

interface fcl/4

switchport trunk mode off
port-license acquire

no shutdown

interface fcl/5
port-license acquire
interface fcl/6
port-license acquire
interface fcl/7

no port-license
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no shutdown
interface fcl/8

no port-license

no shutdown
interface fcl/9
port-license acquire
no shutdown
interface fcl/10
port-license acquire
no shutdown
interface fcl/11
port-license acquire
channel-group 1 force
no shutdown
interface fcl/12
port-license acquire
channel-group 1 force
no shutdown
interface fcl/13
port-license acquire
no shutdown
interface fcl/14
port-license acquire
no shutdown
interface fcl/15
port-license acquire
no shutdown
interface fcl/16
port-license acquire
no shutdown
interface fcl/17
port-license acquire

interface fcl/18
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port-license acquire
interface fcl/19
port-license acquire
interface fcl/20
port-license acquire
interface fcl/21
port-license acquire
interface fcl/22
port-license acquire
interface fcl/23
port-license acquire
interface fcl/24
port-license acquire
interface fcl/25
port-license acquire
interface fcl/26
port-license acquire
interface fcl/27
port-license acquire
interface fcl/28
port-license acquire
interface fcl/29
port-license acquire
interface fcl/30
port-license acquire
interface fcl/31
port-license acquire
interface fcl/32
interface fcl/33
port-license acquire
interface fcl/34
port-license acquire

interface fcl/35
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port-license acquire
interface fcl/36
port-license acquire
interface fcl/37
port-license acquire
interface fcl/38
port-license acquire
interface fcl/39
port-license acquire
interface fcl/40
port-license acquire
interface fcl/41
port-license acquire
interface fcl/42
port-license acquire
interface fcl/43
port-license acquire
interface fcl/44
port-license acquire
interface fcl/45
port-license acquire
interface fcl/46
port-license acquire
interface fcl/47
port-license acquire
interface fcl/48
port-license acquire
interface mgmtO

ip address 10.29.164.64 255.255.255.0
ip default-gateway 10.29.164.1

MDS-A#
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Cisco MDS 9148S-B Configuration

ITime: Wed Mar 8 23:03:47 2017

version 6.2 (9a)
power redundancy-mode redundant
feature npiv
feature fport-channel-trunk
role name default-role
description This is a system defined role and applies to all users.
rule 5 permit show feature environment
rule 4 permit show feature hardware
rule 3 permit show feature module
rule 2 permit show feature snmp
rule 1 permit show feature system
username admin password 5 $1$dcmFCg/p$0ZC5U6uhI6500ePpHfAzn0 role network-admin
no password strength-check
ip domain-lookup
ip host MDS-B 10.29.164.128
aaa group server radius radius
snmp-server user admin network-admin auth md5 Oxc9elaf5dbb0bbac72253albef037bbbe
priv Oxc9elafb5dbbObbac72253albef037bbbe localizedkey
snmp-server host 10.155.160.192 traps version 2c public udp-port 1164
snmp-server host 10.29.164.130 traps version 2c public udp-port 1164
rmon event 1 log trap public description FATAL (1) owner PMON@FATAL
rmon event 2 log trap public description CRITICAL(2) owner PMON@CRITICAL
rmon event 3 log trap public description ERROR(3) owner PMON@ERROR
rmon event 4 log trap public description WARNING (4) owner PMON@WARNING
rmon event 5 log trap public description INFORMATION (5) owner PMON@INFO
vsan database
vsan 301
device-alias database
device-alias commit

fcdomain fcid database
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vsan 301 wwn 20:00:00:25:05:03:9a:09 fcid 0x6b0a09 dynamic[Infra0l HBAZ2]
vsan 301 wwn 20:00:00:25:b5:03:9a:0b fcid 0x6b0c02 dynamic[Infra02 HBA2]
vsan 301 wwn 20:00:00:25:05:03:9a:13 fcid 0x6b0c09 dynamic[srv0l HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:15 fcid 0x6b0b06 dynamic[srv02 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:0f fcid 0x6b0a08 dynamic[srv03 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:01 fcid 0x6b0a05 dynamic[srv04 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:03 fcid 0x6b0a03 dynamic[srv05 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:0d fcid 0x6b0c03 dynamic[srv06 HBAZ]
vsan 301 wwn 20:00:00:25:05:03:9a:11 fcid 0x6bO0b00 dynamic[srv07 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:17 fcid 0x6b0cOa dynamic[srv09 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:19 fcid 0x6b0b09 dynamic[srv10 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:1b fcid 0x6b0c05 dynamic[srvll HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:1d fcid Oxé6bl0ala dynamic[srv12 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:1f fcid 0x6b0all dynamic[srvl13 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:21 fcid 0x6b0b07 dynamic[srvl14 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:23 fcid 0x6b0b07 dynamic[srvl5 HBAZ2]
vsan 301 wwn 20:00:00:25:b5:03:9a:25 fcid 0x6b0c04 dynamic[srv17 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:27 fcid 0x6b0b04 dynamic[srv18 HBAZ2]
vsan 301 wwn 20:00:00:25:b5:03:9a:31 fcid 0x6b0b01 dynamic[srv19 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:29 fcid 0x6bOb0a dynamic[srv20 HBAZ2]
vsan 301 wwn 20:00:00:25:b5:03:9a:2b fcid 0x6b0a04 dynamic[srv2l HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:2b fcid 0x6b0al04 dynamic[srv2l HBAZ2]
vsan 301 wwn 20:00:00:25:b5:03:9a:2d fcid 0x6b0b02 dynamic[srv22 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:2f fcid 0x6b0b05 dynamic[srv23 HBAZ2]
vsan 301 wwn 20:00:00:25:b5:03:9a:33 fcid 0x6b0a04 dynamic[srv24 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:35 fcid 0x6bOb0Ob dynamic[srv25 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:37 fcid 0x6b0al07 dynamic[srv26 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:39 fcid 0x6b0a02 dynamic[srv27 HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:3b fcid 0x6b0c07 dynamic[srv28 HBAZ2]

vsan 301 wwn 20:00:00:25:05:03:9a:3d fcid 0x6b0b08 dynamic[srv29 HBAZ2]
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vsan 301 wwn 20:00:00:25:05:03:9a:3f fcid 0x6b0b03 dynamic[srv30 HBAZ2]
vsan 301 wwn 20:00:00:25:b5:03:9a:41 fcid 0x6b0c0l dynamic[srv31l HBAZ2]
vsan 301 wwn 20:00:00:25:05:03:9a:43 fcid 0x6b0c0l dynamic[srv32 HBAZ2]
interface port-channell
channel mode active
switchport rate-mode dedicated
vsan database
vsan 301 interface fcl/37
vsan 301 interface fcl/38
vsan 301 interface fcl/39
vsan 301 interface fcl/40
vsan 301 interface fcl/43
vsan 301 interface fcl/44
vsan 301 interface fcl/45
vsan 301 interface fcl/46
vsan 301 interface fcl/47
vsan 301 interface fcl/48
switchname MDS-B
line console
line vty
boot kickstart bootflash:/m9100-s5ek9-kickstart-mz.6.2.9a.bin
boot system bootflash:/m9100-s5ek9-mz.6.2.9a.bin
interface fcl/1
interface fcl/2
interface fcl/3
interface fcl/4
interface fcl/5
interface fcl/6
interface fcl/7
interface fcl/8

interface fcl/9
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interface fcl/10
interface fcl/11
interface fcl/12
interface fcl/13
interface fcl/14
interface fcl/15
interface fcl/16
interface fcl/17
interface fcl/18
interface fcl/19
interface fcl/20
interface fcl/21
interface fcl/22
interface fcl/23
interface fcl/24
interface fcl/25
interface fcl/26
interface fcl/27
interface fcl/28
interface fcl/29
interface fcl/30
interface fcl/31
interface fcl/32
interface fcl/33
interface fcl/34
interface fcl/35
interface fcl/36
interface fcl/37
interface fcl/38
interface fcl/39
interface fcl/40
interface fcl/41

interface fcl/42
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interface fcl/43
interface fcl/44
interface fcl/45
interface fcl/46
interface fcl/47
interface fcl/48
interface fcl/1

interface fcl/2

interface fcl/11

!Active Zone Database Section for vsan 301

zone name Infra0l HBA2 AS000 1 vsan 301

member pwwn 20:00:00:25:05:03:9a:09[Infra0l HBAZ2]
member pwwn 50:01:73:80:59:16:01:13[A9000 N1P4]
member pwwn 50:01:73:80:59:16:01:23[A9000 N2P4]
member pwwn 50:01:73:80:59:16:01:33[A9000 N3P4]
zone name Infra02 HBA2 AS9000 1 vsan 301

member pwwn 20:00:00:25:05:03:9a:0b[Infral2 HBA2]
member pwwn 50:01:73:80:59:16:01:13[A9000 N1P4]
member pwwn 50:01:73:80:59:16:01:23[A9000 N2P4]
member pwwn 50:01:73:80:59:16:01:33[A9000 N3P4]
zone name srv0l HBAZ A9000 1 vsan 301

member pwwn 20:00:00:25:b5:03:9a:13[srv01l_ HBAZ2]
member pwwn 50:01:73:80:59:16:01:11[A9000 N1P2]
member pwwn 50:01:73:80:59:16:01:21[A9000_N2P2]
member pwwn 50:01:73:80:59:16:01:31[A9000 N3P2]
zone name srv02 HBA2 A9000 1 vsan 301

member pwwn 20:00:00:25:05:03:9a:15[srv02 HBAZ]
member pwwn 50:01:73:80:59:16:01:13[A9000_N1P4]
member pwwn 50:01:73:80:59:16:01:23[A9000 N2P4]
member pwwn 50:01:73:80:59:16:01:33[A9000 N3P4]

zone name srv03 HBAZ A9000 1 vsan 301
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member pwwn

member pwwn

member pwwn

member pwwn

20:00:

50:01:

50:01:

50:01:

00:25:05:03:

73:80:59:16:

73:80:59:16:

73:80:59:16:

zone name srv04 HBA2 A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5:

73:80:59:

73:80:59:

73:80:59:

zone name srv05 HBAZ A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5

73:80:59:
73:80:59:

73:80:59:

zone name srv06 HBA2 A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5:

73:80:59:
73:80:59:

73:80:59:

zone name srv07 HBAZ2 A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5:

73:80:59:
73:80:59:

73:80:59:

03:

16:

16:

16:

:03:

16:

16:

16:

03:

16:

16:

16:

03:

16:

16:

16:

9a:0f[srv03 HBAZ2]

01:11[A9000 N1P2]
01:21[A9000 N2P2]
01:31[A9000 N3P2]
vsan 301

9a:01[srv04 HBAZ]
01:13[A9000 N1P4]
01:23[A9000 N2P4]
01:33[A9000 N3P4]
vsan 301

9a:03[srv05 HBAZ2]
01:11[A9000 N1P2]
01:21[A9000 N2P2]
01:31[A9000 N3P2]
vsan 301

%9a:0d[srv06 HBAZ2]
01:13[A9000 N1P4]
01:23[A9000 _N2P4]
01:33[A9000 N3P4]
vsan 301

9a:11[srv07 HBAZ]
01:11[A9000 N1P2]
01:21[A9000 N2P2]

01:31[A9000 _N3P2]

zone name srv09 HBAZ A9000 1 vsan 301

member pwwn 20:00:00:25:05:03:9a:17[srv09 HBA2]
member pwwn 50:01:73:80:59:16:01:11[A9000 N1P2]
member pwwn 50:01:73:80:59:16:01:21[A9000_N2P2]
member pwwn 50:01:73:80:59:16:01:31[A9000 N3P2]

zone name srv10 HBA2 A9000 1 vsan 301
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member pwwn

member pwwn

member pwwn

member pwwn

20:00:

50:01:

50:01:

50:01:

00:25:05:03:

73:80:59:16:

73:80:59:16:

73:80:59:16:

zone name srvl1l HBA2 A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5:

73:80:59:16

73:80:59:

73:80:59:

zone name srv12 HBAZ A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5

73:80:59:
73:80:59:

73:80:59:

zone name srvl13 HBAZ A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5:

73:80:59:
73:80:59:

73:80:59:

zone name srvl4 HBAZ2 A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5:

73:80:59:
73:80:59:

73:80:59:

03:

16:

16:

:03:

16:

16:

16:

03:

16:

16:

16:

03:

16:

16:

16:

9a:19[srv10 HBAZ2]

01:13[A9000 N1P4]
01:23[A9000 N2P4]
01:33[A9000 N3P4]
vsan 301

%9a:1b[srvll HBAZ]

:01:11[A9000 N1P2]

01:21[A9000 N2P2]
01:31[A9000 N3P2]
vsan 301

9a:1d[srvl12 HBAZ2]
01:13[A9000 N1P4]
01:23[A9000 N2P4]
01:33[A9000 N3P4]
vsan 301

9a:1f[srvl13 HBAZ]
01:11[A9000 N1P2]
01:21[A9000 N2P2]
01:31[A9000 N3P2]
vsan 301

9a:21[srvl14 HBAZ2]
01:13[A9000 N1P4]
01:23[A9000 N2P4]

01:33[A9000_N3P4]

zone name srvl5 HBAZ A9000 1 vsan 301

member pwwn 20:00:00:25:05:03:9a:23[srv15 HBA2]
member pwwn 50:01:73:80:59:16:01:11[A9000 N1P2]
member pwwn 50:01:73:80:59:16:01:21[A9000_N2P2]
member pwwn 50:01:73:80:59:16:01:31[A9000 N3P2]

zone name srvl7 HBA2 A9000 1 vsan 301
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member pwwn

member pwwn

member pwwn

member pwwn

20:00:

50:01:

50:01:

50:01:

00:25:05:03:

73:80:59:16:

73:80:59:16:

73:80:59:16:

zone name srv18 HBA2 A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5:

73:80:59:16

73:80:59:

73:80:59:

zone name srv19 HBAZ A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5

73:80:59:
73:80:59:

73:80:59:

zone name srv20 HBAZ A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5:

73:80:59:
73:80:59:

73:80:59:

zone name srv21l HBAZ2 A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5:

73:80:59:
73:80:59:

73:80:59:

03:

16:

16:

:03:

16:

16:

16:

03:

16:

16:

16:

03:

16:

16:

16:

9a:25[srvl17 HBAZ2]

01:11[A9000 N1P2]
01:21[A9000 N2P2]
01:31[A9000 N3P2]
vsan 301

%9a:27[srv18 HBAZ]

:01:13[A9000 N1P4]

01:23[A9000 N2P4]
01:33[A9000 N3P4]
vsan 301

9a:31[srv19 HBAZ2]
01:11[A9000 N1P2]
01:21[A9000 N2P2]
01:31[A9000 N3P2]
vsan 301

9a:29[srv20 HBAZ]
01:13[A9000 N1P4]
01:23[A9000 _N2P4]
01:33[A9000 N3P4]
vsan 301

9a:2b[srv2l HBAZ]
01:11[A9000 N1P2]
01:21[A9000 N2P2]

01:31[A9000 _N3P2]

zone name srv22 HBAZ A9000 1 vsan 301

member pwwn 20:00:00:25:05:03:9a:2d[srv22 HBA2]
member pwwn 50:01:73:80:59:16:01:13[A9000 N1P4]
member pwwn 50:01:73:80:59:16:01:23[A9000_N2P4]
member pwwn 50:01:73:80:59:16:01:33[A9000 N3P4]

zone name srv23 HBA2 A9000 1 vsan 301
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member pwwn

member pwwn

member pwwn

member pwwn

20:00:

50:01:

50:01:

50:01:

00:25:05:03:

73:80:59:16:

73:80:59:16:

73:80:59:16:

zone name srv24 HBA2 A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5:

73:80:59:

73:80:59:

73:80:59:

zone name srv25 HBAZ A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5

73:80:59:
73:80:59:

73:80:59:

zone name srv26 HBA2 A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5:

73:80:59:
73:80:59:

73:80:59:

zone name srv27 HBAZ A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5:

73:80:59:
73:80:59:

73:80:59:

03:

16:

16:

16:

:03:

16:

16:

16:

03:

16:

16:

16:

03:

16:

16:

16:

9a:2f[srv23 HBAZ2]

01:11[A9000 N1P2]
01:21[A9000 N2P2]
01:31[A9000 N3P2]
vsan 301

%9a:33[srv24 HBAZ]
01:13[A9000 N1P4]
01:23[A9000 N2P4]
01:33[A9000 N3P4]
vsan 301

9a:35[srv25 HBAZ2]
01:11[A9000 N1P2]
01:21[A9000 N2P2]
01:31[A9000 N3P2]
vsan 301

%9a:37[srv26 HBAZ2]
01:13[A9000 N1P4]
01:23[A9000 _N2P4]
01:33[A9000 N3P4]
vsan 301

9a:39[srv27 HBAZ]
01:11[A9000 N1P2]
01:21[A9000 N2P2]

01:31[A9000 _N3P2]

zone name srv28 HBAZ A9000 1 vsan 301

member pwwn 20:00:00:25:05:03:9a:3b[srv28 HBA2]
member pwwn 50:01:73:80:59:16:01:13[A9000 N1P4]
member pwwn 50:01:73:80:59:16:01:23[A9000_N2P4]
member pwwn 50:01:73:80:59:16:01:33[A9000 N3P4]

zone name srv29 HBA2 A9000 1 vsan 301
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member pwwn

member pwwn

member pwwn

member pwwn

20:00:

50:01:

50:01:

50:01:

00:25:05:03:

73:80:59:16:

73:80:59:16:

73:80:59:16:

zone name srv30 HBA2 A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5:

73:80:59:

73:80:59:

73:80:59:

zone name srv31l HBAZ A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5

73:80:59:
73:80:59:

73:80:59:

zone name srv32 HBA2 A9000 1

member pwwn

member pwwn

member pwwn

member pwwn

20:

50:

50:

50:

00:

01:

01:

01:

00:25:b5:

73:80:59:
73:80:59:

73:80:

03:

16:

16:

16:

:03:

16:

16:

16:

03:

16:

16:

59:16:

9a:3d[srv29 HBAZ2]

01:11[A9000 N1P2]
01:21[A9000 N2P2]
01:31[A9000 N3P2]
vsan 301

9a:3f[srv30 HBAZ]
01:13[A9000 N1P4]
01:23[A9000 N2P4]
01:33[A9000 N3P4]
vsan 301

9a:41[srv31 HBAZ2]
01:11[A9000 N1P2]
01:21[A9000 N2P2]
01:31[A9000 N3P2]
vsan 301

9a:43[srv32 HBAZ]
01:13[A9000 N1P4]
01:23[A9000 _N2P4]

01:33[A9000 N3P4]

zoneset name A9000 VDI vsan 301

member Infra0l HBAZ A9000 1

member

member

member

member

member

member

member

member

member

Infra02 HBA2 A9000 1
srv0l HBA2 A9000 1
srv02 HBA2 A9000 1
srv03 HBA2 A9000 1
srv04 HBA2 A9000 1
srv05 HBA2 A9000 1
srv06 HBA2 A9000 1
srv07 HBA2 A9000 1

srv09 HBA2 A9000 1
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member srvl10 HBA2 A9000 1
member srvll HBAZ A9000 1
member srvl12 HBA2 A9000 1
member srvl13 HBAZ A9000 1
member srvl4 HBA2 A9000 1
member srvl5 HBAZ A9000 1
member srvl17 HBA2 A9000 1
member srv18 HBAZ A9000 1
member srv19 HBA2 A9000 1
member srv20 HBAZ A9000 1
member srv21l HBA2 A9000 1
member srv22 HBAZ A9000 1
member srv23 HBA2 A9000 1
member srv24 HBA2 A9000 1
member srv25 HBA2 A9000 1
member srv26 HBA2 A9000 1
member srv27 HBA2 A9000 1
member srv28 HBA2 A9000 1
member srv29 HBA2 A9000 1
member srv30 HBA2 A9000 1
member srv31l HBA2 A9000 1
member srv32 HBA2 A9000 1
zoneset activate name A9000 VDI vsan 301
do clear zone database vsan 301
interface fcl/1
switchport trunk mode off
port-license acquire
no shutdown

interface fcl/2

switchport trunk mode off
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port-license acquire

no shutdown

interface fcl/3
switchport trunk mode off
port-license acquire

no shutdown

interface fcl/4
switchport trunk mode off
port-license acquire

no shutdown

interface fcl/5
port-license acquire
interface fcl/6
port-license acquire
interface fcl/7
switchport trunk mode off
port-license acquire

no shutdown

interface fcl/8
switchport trunk mode off
port-license acquire

no shutdown

interface fcl/9
port-license acquir no shutdown
interface fcl/10
port-license acquire

no shutdown

interface fcl/11
port-license acquire
channel-group 1 force

no shutdown

interface fcl/12

port-license acquire
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channel-group 1 force
no shutdown
interface fcl/13
port-license acquire
interface fcl/14
port-license acquire
no shutdown
interface fcl/15
port-license acquire
no shutdown
interface fcl/16
port-license acquire
no shutdown
interface fcl/17
port-license acquire
interface fcl/18
port-license acquire
interface fcl/19
port-license acquire
interface fcl/20
port-license acquire
interface fcl/21
port-license acquire
interface fcl/22
port-license acquire
interface fcl/23
port-license acquire
interface fcl/24
port-license acquire
interface fcl/25
port-license acquire
interface fcl/26

port-license acquire
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interface fcl/27
port-license acquire
interface fcl/28
port-license acquire
interface fcl/29
port-license acquire
interface fcl/30
port-license acquire
interface fcl/31
port-license acquire
interface fcl/32
port-license acquire
interface fcl/33
port-license acquire
interface fcl/34
port-license acquire
interface fcl/35
port-license acquire
interface fcl/36
port-license acquire
interface fcl/37
port-license acquire
interface fcl/38
port-license acquire
interface fcl/39
port-license acquire
interface fcl/40
port-license acquire
interface fcl/41
port-license acquire
interface fcl/42
port-license acquire

interface fcl/43
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port-license acquire

interface fcl/44

port-license acquire

interface fcl/45

port-license acquire

interface fcl/46

port-license acquire

interface fcl/47

port-license acquire

interface fcl/48

port-license acquire

interface mgmtO

ip address 10.29.164.128 255.255.255.0
ip default-gateway 10.29.164.1

MDS-B#
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000

Storage Test Results (Cluster and Scale Test)
I —————————

This section highlights and provides analysis of the IBM FlashSystem A9000 storage performance Storage
results for each of the cluster test cases identified in the Cisco Validated Design.

From a storage perspective, it is critical to maintain a latency of near to or less than a millisecond in order to
guarantee a good end-user experience. As you will see, IBM FlashSystem A9000 storage delivers that level
of performance despite driving a substantial amount of IOPs and bandwidth for the thousands of desktops
hosted on the single IBM FlashSystem A9000 Storage.

The following charts were compiled from extracting front-end array telemetry data from the storage logs and
are equivalent to values shown in the IBM FlashSystem A9000 storage. Results were plotted in this format to
highlight individual storage performance metrics of interest during each simulation as well as clearly show
the various phases of each simulation. Please note that across the top of each graph we have identified and
broken up the Login VSI simulation into the three separate phases of the simulation run. The first phase
(green arrows and text box) is the 2880 second Login VSI simulation phase when all sessions are ramping
up and logging in. Next, the all sessions in the simulation steady-states for 600 seconds which is denoted
by the yellow arrows and text box, and finally the black arrow to the right shows the end of the simulation
when users begin logging out of the environment. For brevity, we did not show the entire logout operation
as array activity is minimal during that time and the Login VSI simulation had completed.

Front-end statistics were pulled off of the A9000 FlashSystem array and plotted in the following appendix to
show a more detailed summary of how the key array metrics performed during each cluster-level simulation.
As in the results section, individual stages of each simulation are clearly denoted in each chart to provide
more understanding of the array’s behavior during each test.

Simulation 1: 2100 RDSH Server Sessions Cluster Testing | RDSH Host Metrics

Sample RDS Host(s) ESXTOP Chart

Figure 98 RDS Host CPU Utilization
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Figure 99 RDS Host Memory Utilization

Figure 100 RDS Host Network Utilization
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Figure 101 RDS Host Adapter Utilization

RDSH Host ESXTOP Charts (Host-2)

Figure 102 RDS Host CPU Utilization

Figure 103 RDS Host Memory Utilization
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Figure 104 RDS Host Network Utilization

Figure 105 RDS Host Adapter Utilization
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CPU Core Util% for RDSH Cluster Test with 2100 Users for all ESXi Hosts

Figure 106 ESXi-Host-RDSHO1
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Figure 108 ESXi-Host-RDSH03

\\RDSH-03\Physical Cpu{_Total)}% Core Util Time

ih, .,
I
II||-1'1|||l

w

100
an
g0
70
a0
a0
a0

a0 "n'lr‘blg'-‘ ]

20 #1 T

10 TR
0

IlrJ
L

AN
|u“|||llu
il
| |'||,,,,”|“ “I 'pl [ II wl

Jlll.'l.l,irll' ' ' T

——RD3H-
' Rk 1

3P hysical
Cpul_Totally..

T
z
7
£

[
i

31225 PM
F15:20PM
1215 FPM
321 10FPM
3:24:06 PM
3:27:01 PM
3:29:56 PM
33252 PM
3:3548PM
33843 P
34139 P
3:49:35 P
34731 PM
3:50:27 PM
355253 PM
35619 PM
3:59:16 PM
4:02:13 PM
4:05:09 P
4:0=:06 PM
4:11:05 PM
4:13:59 PM
4:16:55 PM
4:19:50 PM
42246 PM
4:25:41 PM
42836 PM
4:31:32 PM
4:34:27 PM
43722 PM

Figure 109 ESXi-Host-RDSH04
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Figure 110 ESXi-Host-RDSHO05
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Figure 112 ESXi-Host-RDSHO7
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Figure 114 ESXi-Host-RDSH09
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2100 Users RDSH Cluster Test IBM FlashSystem A9000 Storage Metrics

Figure 116 IBM FlashSystem A9000 Storage graphs for Latency , bandwidth and IOPS for 2100 Users
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Simulation 2: 2900 Windows 10 x64 Non-Persistent VMware Horizon Cluster Test

VDI HOST Metrics for 2900 VDI Users

Figure 117 VDI Host CPU Utilization

Figure 118 VDI Host Memory Utilization
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Figure 119 VDI Host Network Utilization
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Sample VDI Host ESXTOP Chart (Host-2)

Figure 121 VDI Host CPU Utilization
\WWDI-15\Physical Cpu(_Total)y% Core Util Time

100
an flh'lll .lr"jlllrf# ot ﬁn'\.I i
'I‘L.' vl Wil
a0 I IIL'IIJUVJIJTFI"\H ill l" 'lllI
,|| N |I||J.|T|1 h"'- r| ! 'Ill‘l
70 : ﬂllﬁl'“-".llr” Uy =Dl 15%Physical
&0 J..|'| Ly |I A Cpui_Totallye
)
5o M ‘l'lili:ll]lll” L_J1 Core Util Time
Jl'.llhﬂ'kl'Jl'Ll . "'Jr
40 e Y -
AN | W WA |
30 Rl Im-'
20 et
10
1 OO T T T T O Y A A
2223222222222 PP E R EREEREESR2EE2E
[ = T o T I I o o N o IO I I o O o N Y N O o N o A o H = M A = T MO = TR s MY = T = T = B = B = O o T
Lo = T ¥ T o O O o I O o O O O = e O .3 .3 .3 e A T 1.3 IO T s S o R R T SN |
T =T A = BT T BT A = s B Ty = T R
L o e N Y e o = O o I O e e B Y= B P O V= B o T T T S B o T
i A B B B B B B R B A - - A S == = = = B B O ML B B T O
Lo I o R T o N I VI o Y o [ [ o [ A A (A T T Al R et |
4 A4 4 A4 4 4 A4 A4 A4 A A A A A A A -
Figure 122 VDI Host Memory Utilization
WWDI-15%Memory\NonKernel MBytes
350000
300000
250000 _/_’_/
200000
150000 iR Orl-
100000 15WMemoryi M onk
ermnel MBytes
Soooo
o
2222222222 E2E2222REEaR R R
[ = = E I o Y E = EO = O O A A O O = O = = N A A Y O = N = O A A = O = N = E = =
e T~ o ¥y ¥ 1 e T o I o 1 B T B I T R O IO o IO ot I o R I o VI T ¥ Y (S = T |
[ B L N U N B o o B B v N S e N s I o T A A A o T o O ¥ A IO~ o s B VI o B S A 0
[T o A T e O o B e B O o T S O TS o SO ¥ T e < T LSO e T N S B Y S B ) 5
bl R B L T BT T - S A A L B B B LS SRS B B BT B T 8
Lo T o B o R T I o I o o R o B L ot A o I B T B B B T T T B R I I B |
N A A A A A A A A A A A =~ -

Figure 123 VDI Host Network Utilization
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

Figure 124 VDI Host Adapter Utilization
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

ESXi Host CPU Util% for All Hosts: VDI Cluster Test with 2900 Users
Figure 126 ESXi Host VDI-01
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

Figure 128 ESXi Host VDI-03
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

Figure 132 ESXi Host VDI-07
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

Figure 134 ESXi Host VDI-09
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

Figure 138 ESXi Host VDI-13
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

Figure 140 ESXi Host VDI-15
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

Figure 142 ESXi Host VDI-17
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Figure 143 ESXi Host VDI-18
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

Figure 144 ESXi Host VDI-19
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

5000 Mixed Workload VMware Horizon RDSH and VDI Linked Clone Virtual Machines Testing
(Combination of Scenarios 1 and 2)

Sample RDSH Host Metrics
Figure 146 RDSH Host CPU Ut|||zat|on
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Figure 147 RDSH Host Memory Utilization
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

Figure 148 RDSH Host Network Utilization
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Figure 149 RDSH Host Adapter Utilization
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

ESX CPU Util% for All RDSH Hosts on 5000 Users Scale Test
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

e
B,

]
S S i iy
e o

S Ry
N
A

R S

S e
S B S

i B,

R A A ek

SN R AR Y,
b

et iy AR o s
A ALY it Ay
S, T R S

o
B bt Sl S

o o}
SRR A SRR A Sy
o

A I Rt S

S AR S AR A it R S,
S it ity i By R

P At Ay Sk ! St et Sy

]
R S R
T

e

S S,

S

5} +]
e St A ot 5 St S Rt S ey

Do i i el il ity il S il i
R R i Lt 3 A St A Ay R
e Sl R Mol o S il s I S

S A S St S e At S,
B B, A Ay o

oy U Sl s R T Rl S

PR s S, R S, o,
S B

L
PR A, R AR R AL I A
S

A el R T il S pl A

i L e

A Py Rt i e
S A S R R P

R L s A e
S it ity it iy

»
A,

R IR
A Ay
R A A S L

: ///////////////////////////////////////////V////f%////////////
//////////////////////////////////////////////////,//////”/”// 2000
27777777777/, oy
777777777, /////////////////////////////////////5///////////////////
N ~~ T 4% ~~ ~ ~ T K% 48
N T &% o
N Yy o X% 4
. //////////////////////////////////////////////////////7///////}
N 7777777777777 %/
A/////////////////////////////////////////////////////////////// Wi

///////////////////////////////////////////////////////////////%

. "~ "< O s’

. 2 iy Y

_ //////////////////////////{/{//////////////////‘W//////////%
NN O T T WYY

v

N o s

. . %

//////// o . ] s

Ui

320



Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

Sample RDS Servers Perfmon Metrics for 5000 Users Mixed Scale Test
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

Figure 152 VDI Host Network Utilization
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

Figure 155 VDI Host Memory Utilization
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

ESXTOP Util% Charts for All VDI Hosts

Figure 158 VDI Host-03
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

Figure 160 VDI Host--05
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Appendix B: Additional Host Metrics and IBM FlashSystem A9000 Storage Test Results (Cluster and Scale Test)

Figure 163 VDI Host--08

YWWDI-08%Physical Cpu{_Total)y% Core Util Time

_}_n_mm”mm”._..
Wd 0EaF T
Ald EZ8F T
Wd ST-EFT
Wd 0T:0F T
Md TOFET
Wd B850 T
Wd 55:LE°T
Wd 25 T
d 6T T
Wd LFSTT
Wd LFETT
Md 80T
Wd L#30°T
Wd LFEDT

Md 2F-00-T
Wd B L5TT

L1
2
= =
froplt by
n oo
I_.WT_U
uDvmuum
Zm oo "
o 09
=
Ii-nu.
=
|I|"!|
=
=
=
#
=
= =
=1
nW
E=
-
=
=1
s
=
i
f=
==
ﬂuw
a
r..JPuP.M
2
) e | e e O ) ) e )
Lo Y TR o Y S Y IR~ o v p N o Y o |
—

I Wd20LTe
__>_n_ BOFTT
Wd 0T:TTT
(d 0TE0T
(d E0:50°T
(d F0:Z0T
ld 55E5T
(rd 9F:55T
(d 50:4ET
Wd BFETT
U iAd v psET
o

Figure 164 VDI Host--09
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Figure 166 VDI Host--11
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Figure 169 VDI Host-14
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Figure 175 VDI Host-20
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5000 Users Mixed Scale Test Boot Phase (Sample metrics: 2 RDS Hosts and 4 VDI Hosts)

RDSH Host ESXTOP Chart for Boot Phase: 5000 Users Mixed Users Workload
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VDI Host ESXTOP Chart for Boot Phase: 5000 Users Mixed Users Workload
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Flgure 180 VDI Host-14
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