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Executive Summary

To keep pace with the market, you need systems that support rapid, agile development processes. Cisco Hy-
perFlex™ Systems let you unlock the full potential of hyper-convergence and adapt IT to the needs of your
workloads. The systems use an end-to-end software-defined infrastructure approach, combining software-
defined computing in the form of Cisco HyperFlex HX-Series Nodes, software-defined storage with the powerful
Cisco HyperFlex HX Data Platform, and software-defined networking with the Cisco UCS fabric that integrates
smoothly with Cisco® Application Centric Infrastructure (Cisco ACI™),

Together with a single point of connectivity and management, these technologies deliver a pre-integrated and
adaptable cluster with a unified pool of resources that you can quickly deploy, adapt, scale, and manage to effi-
ciently power your applications and your business

This document provides an architectural reference and design guide for up to 5000 RDS (Remote Desktop Serv-
er Sessions) and 4000 (Windows 10) VDI sessions workload on a 24-node (8x Cisco HyperFlex HXAF220C-
M5SX server and 8x Cisco UCS C220M5 + 8x B200 M5 Compute only nodes) Cisco HyperFlex system. This is
our first CVD featuring the ability for customers to subscribe 2 compute only nodes for every 1 hyperconverged
node. This is an exclusive Cisco HyperFlex capability. No other hyperconverged platform vendor offers this sig-
nificant money saving capability.

We provide deployment guidance and performance data for VMware Horizon virtual desktops running Microsoft
Windows 10 with Office 2016 and Windows Server 2019 for Remote Desktop Server Hosted (RDSH). The solu-
tion is a pre-integrated, best-practice data center architecture built on Cisco Unified Computing System (Cisco
UCS), the Cisco Nexus® 9000 family of switches, and Cisco HyperFlex Data Platform software version 4.0.2a.

The solution payload is 100 percent virtualized on Cisco HyperFlex HXAF220C-M5SX hyperconverged nodes,
Cisco UCS C220 M5 Compute-Only and Cisco UCS B200 M5 Compute-Only Nodes booting through on-board
M.2 SATA SSD drive running VMware ESXi hypervisor and the Cisco HyperFlex Data Platform storage controller
virtual machine. The virtual desktops are configured with Horizon 7.12, which incorporates both traditional per-
sistent and non-persistent virtual Windows 10 desktops, hosted applications, and remote desktop service (RDS)
Microsoft Server 2019 based desktops. The solution provides unparalleled scale and management simplicity.
VMware Horizon Windows 10 full clone desktops or RDSH server-based sessions can be provisioned on an
eight node Cisco HyperFlex cluster. Where applicable, this document provides best practice recommendations
and sizing guidelines for customer deployment of this solution.

Solution Overview

Introduction

The current industry trend in data center design is towards small, granularly expandable hyperconverged infra-
structures. By using virtualization along with pre-validated IT platforms, customers of all sizes have embarked on
the journey to “just-in-time capacity” using this new technology. The Cisco HyperFlex hyperconverged solution
can be quickly deployed, thereby increasing agility, and reducing costs. Cisco HyperFlex uses best of breed
storage, server, and network components to serve as the foundation for desktop virtualization workloads, ena-
bling efficient architectural designs that can be quickly and confidently deployed and scaled-out.



Audience

The intended audience for this document includes, but is not limited to, sales engineers, field consultants, pro-
fessional services, IT managers, partner engineering, and customers deploying the Cisco HyperFlex System. Ex-
ternal references are provided wherever applicable, but readers are expected to be familiar with VMware,
VMware and Microsoft specific technologies, infrastructure concepts, networking connectivity, and security poli-
cies of the customer installation.

Purpose of this Document

This document provides a step-by-step design, configuration, and implementation guide for the Cisco Validated
Design for a Cisco HyperFlex All-Flash system running VMware Remote Desktop Server Hosted (RDSH) server
sessions two different Windows 10 workloads with Cisco UCS 6400 series Fabric Interconnects and Cisco Nex-
us 9000 series switches.

What’s New in this Release?

This is the first Cisco Validated Design with Cisco HyperFlex All-Flash system running Virtual Desktop Infrastruc-
ture on Intel Xeon Scalable Family processor-based, fifth generation Cisco UCS HyperFlex system with these
features:

e Cisco HyperFlex support for 2:1 compute only: hyperconverged nodes at large scale
o Support for the Cisco UCS 4.0(1b) release
e VMware vSphere 6.7 U3 Hypervisor

e VMware Horizon 7.12 Remote Desktop Sever Hosted Sessions

e VMware Horizon 7.12 Horizon Instant Clones and Persistent Full Desktops

New Features for Version 4.0

The Cisco HX Data Platform, release 4.0 provides the following features. These features, including the Invisible
Cloud Witness for HyperFlex Edge clusters, are supported both on the Intersight Virtual Appliance and on Inter-
sight.com.

New Features in Release 4.0(2c)

The following new features are in release 4.0(2c):

o HyperFlex Edge Short Depth Servers—New, short depth server offerings are now available for HyperFlex
Edge. Both All-flash (HXAF240c-M5SD) and Hybrid (HX240c-M5SD) configuration options are available.
See the HyperFlex HX*240 SD Short Depth Edge Nodes spec sheet for full details.

o New Drive support—New 7.12TB SED SSD capacity point introduced (HX-SD76TBEM2NK9). Also new
drives SKUs for existing drive capacity points 3.8TB (HX-SD38TBEM2NK9) and 960G (HX-
SD960GBM2NK?9).

New Features in Release 4.0(2b)

The following new features are in release 4.0(2b):

e 7.12TB SSD data drive—Support on HX Edge configurations.


https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged-infrastructure/hyperflex-hx-series/hx240-sd-short-depth-nodes.pdf

» Support for Cisco UCS Fabric Interconnects with limited cluster—Cisco UCS Fabric Interconnect (FI-
64108) with limited scale of 32 nodes now supported.

¢ All NVMe and All Flash limits increase:
o Maximum cluster size for All NVMe (with 1TB, 4TB, or 8TB data drives) increased to 32 nodes.
o Maximum cluster size for HX220 All Flash with 7.12TB data drive increased to 32 nodes.

> HX240 All Flash increased to 16 nodes for full drive population (23 data drives/node) or 32 nodes at up
to 12 drives/node.

o Cluster Scale Limits increase—Support for maximum scale limit increase on a cluster. See Cisco HX Data
Platform Compatibility and Scalability Details

« HW Offload option—Support for Hardware Offload option with Stretched cluster configurations.

o Cisco Overlay Transport Virtualization for Stretched Cluster—Support for OTV as an overlay for Stretched
Cluster.

New Features in Release 4.0(2a)

The following new features are in release 4.0(2a):

o Boost Mode—This release introduces Boost Mode for the following configurations: All NVMe, All Flash
C240, All Flash C220, and Hypervisor: ESX. Boost Mode allows the Cisco HyperFlex cluster to deliver
higher IOPs by increasing the storage controller VM CPU resources by 4 vCPU. For configuration infor-

mation, see the Cisco HyperFlex Data Platform Administration Guide.

e Cisco HyperFlex HTML plug-in for VMWare vCenter—Enables virtualization administrator to manage and
monitor the Cisco HyperFlex physical infrastructure by cross launching HyperFlex Connect from the
vSphere Client Ul and perform management actions in the HyperFlex Connect Ul.

e 25GE networking for HX Edge—Support for 25GE networking for HX Edge.
o All NVMe with Stretched Cluster—Support for All NVMe with Stretched Cluster (ESX only).

o Cluster Upgrade Eligibility Test—This release adds the capability to perform a pre-upgrade test which
checks for cluster readiness before upgrading. Example checks include validating cluster state, rebalance
status, controller VM Free Space, ESXi version, and much more. The Eligibility test is intended to help
avoid unexpected problems that may arise during the upgrade process. It is highly recommended to run
the test before performing the Hyperflex upgrade.

e Registering Smart Software Licensing—This release adds support for software that allows easy tracking of
the status of license and software usage trends and simplifies the three core licensing functions: Purchas-
ing, Management, and Reporting.

« Dynamic self-signed certificate generation enhancements—This release adds support for Self-signed SSL
certificates on the Controller VMs, which were static in prior releases. The static certificates are replaced
with dynamically generated self-signed certificates upon upgrading to HXDP 4.0(2a) so that the certifi-
cates are unique per cluster. The new clusters installed with HXDP 4.0(2a) have dynamically generated
self-signed certificates.

o Test Upgrade Eligibility—This release adds support for testing your cluster readiness and infrastructure
compatibility for an upgrade. For more information, see the Test Upgrade Eligibility sections in the Cisco



https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/Cisco_HXDataPlatform_RN_4_0.html#id_106977
https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/Cisco_HXDataPlatform_RN_4_0.html#id_106977
https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/AdminGuide/4_0/b_HyperFlexSystems_AdministrationGuide_4_0.html
https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/HyperFlex_upgrade_guide/4-0/b_HyperFlexSystems_Upgrade_Guide_for_VMware_ESXi_4_0.html

HyperFlex Systems Upgrade Guide for VMware ESXi, Release 4.0 or the Cisco HyperFlex Upgrade Guide
for Microsoft Hyper-V, Release 4.0.

Disaster Recovery:

o Recovery Settings Configuration—This release supports configuration of recovery settings to define
global recovery parameters and mapping for resources across recovery sites. These parameters are
used during recovery, test recovery and migrate operations.

o HyperFlex DR PowerShell Runbook—PowerShell runbook functionality is extended to support the recov-
ery configuration settings in the runbooks for all recovery scenarios. New-HXRunbook cmdlet can now
be used to generate runbook for a single or multiple protection groups. In addition, two new cmdlets,
Wait-HXTask and Get-HXTaskStatus, are introduced.

Protected Virtual Machine Scalability—This release adds support for 1500 VMs across both clusters and
750 VMs per cluster in a bi-direction or any split between the two clusters without exceeding the limit of
1500 VMs. For more information, see Cisco HyperFlex Data Platform Administration Guide.

System Management REST API enhancements—Pause data replication actions briefly using REST API to
explicitly inform users on the current status of replication actions.

Cisco HyperFlex with Data Platform for Hyper-V

Cluster-Aware Updating (CAU)—This is an automated feature that allows you to perform updates on win-
dows servers in a failover cluster with little or no loss in availability during the upgrade process.

New Features in Release 4.0(1b)

The following new feature is in release 4.0(1b):

Support for Second Generation Intel® Xeon® Scalable Processor Refresh—This release includes support
for the 2"¥ Generation Intel® Xeon® Scalable processor refresh (formerly Cascade Lake).

New Features in Release 4.0(1a)

The following new features are in release 4.0(1a):

Ultra-Light HyperFlex Edge Clusters—This release introduces support for two-node HyperFlex Edge clus-
ters, enabling HyperFlex to run in environments requiring a small footprint. Cisco Intersight provides com-
prehensive lifecycle management and includes remote cloud-based installation, centralized upgrades, and
invisible witnessing. Both 1GE and 10GE networking topology options are available.

Scaled-Up HyperFlex Edge Clusters—This release adds support for four node HyperFlex Edge clusters,
enabling a full range of size options for remote and branch offices. Size the branch office environments to
suit current needs with a two, three, or four node HyperFlex Edge cluster. Cisco Intersight provides full-
lifecycle management and 1GE, and 10GE networking options are available.

Cisco Intersight Invisible Cloud Witness—For two node clusters, this feature eliminates the need for wit-
ness VMs, the infrastructure to run those VMs, and the management overhead to deploy, scale, and patch
witnessing software. The Invisible Cloud Witness is responsible for maintaining cluster HA in the event of
failure scenarios. This feature is included at no additional cost and is automatically deployed and managed
by Cisco Intersight.


https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/HyperFlex_upgrade_guide/4-0/b_HyperFlexSystems_Upgrade_Guide_for_VMware_ESXi_4_0.html
https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/HyperFlex_Upgrade_Guide_for_Hyper_V/4_0/b_Cisco_HyperFlex_Systems_Upgrade_Guide_on_Microsoft_Hyper_V_4_0.html
https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/HyperFlex_Upgrade_Guide_for_Hyper_V/4_0/b_Cisco_HyperFlex_Systems_Upgrade_Guide_on_Microsoft_Hyper_V_4_0.html
https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/AdminGuide/4_0/b_HyperFlexSystems_AdministrationGuide_4_0.html

Cloud-delivered HyperFlex Edge Upgrades—Powered by Cisco Intersight, this feature adds support for
multi-site orchestrated remote upgrades of the HyperFlex Data Platform. This feature will be enabled with
the next 4.0 patch release and will allow HyperFlex Edge clusters deployed via Intersight to perform or-
chestrated upgrades across one or many sites in parallel.

All-NVMe HyperFlex—Starting with this release, a new, high-end performance node powered by all NVMe
drives is available for HyperFlex clusters. Co-engineered with Intel to support Intel VMD for hot-plug and
surprise removal, this offering represents an industry first: an enterprise-ready and fully validated all-
NVMe HCI appliance. The all-NVMe offering is available in the 220 form factor (1RU) and is powered by
Intel Optane cache drives for maximum performance and highest endurance.

VMware Site Recovery Manager (SRM) Integration—This release brings support for a Cisco developed
Storage Replication Adapter (SRA) for SRM. The SRA provides the ability to leverage HyperFlex native
async replication with the powerful orchestration and runbook capabilities of SRM. The SRA includes the
ability to perform test recoveries, planned migrations, and full disaster recovery.

£

HX SRA is certified by VMware and is available for download from VMWare SRM site.

HyperFlex DR PowerShell Runbooks—New PowerShell cmdlets are included for automated runbook gener-
ation when using HyperFlex native disaster recovery. The New-HXRunbook cmdlet supports the following
workflows: Test Recovery, Planned Migration, and Disaster Recovery. These runbooks can be used to or-
chestrate DR workflows without the requirement for any third-party software.

Windows Server 2019 with Hyper-V—Support has been added in this release for the Windows Server
2019 operating system for Hyper-V based HyperFlex deployments.

Kubernetes CSI Plugin—This release adds support for the HyperFlex CSI (HX-CSI) plugin based on the Ku-
bernetes Container Storage Interface (CSl) specification. Customers can now use the HX-CSI plugin to
provision and manage persistent volumes in Kubernetes version 1.13 and later.

Kubernetes 1.13 support for Cisco Container Platform and Openshift Container Platform is forthcoming in
their respective future releases.

Cisco UCS C480 ML Compute-only node—This release introduces support for Cisco UCS C480 ML as a
new compute-only node for Deep Learning/Machine Learning Workloads. Data scientists can now use the
power of up to eight NVidia SXM2 V100 GPUs to accelerate deep learning workloads. VMs running deep-
learning workloads will need to use PCle pass-through for access to GPUs.

Higher Capacity Drives—A new 2.4TB 10k rpm SAS HDD option for SFF Hybrid HyperFlex clusters, and a
12TB 7.2K rpm SAS HDD option for LFF Hybrid are now available. Both HyperFlex and HyperFlex Edge
support the 2.4TB capacity point for maximum density in this form factor. Note that HyperFlex Edge does
not support LFF-drives. HyperFlex Hyper-V version does not yet support the new 12TB drive option. See
the HyperFlex spec sheets for a full list of configurable options.

New Cache and increased scale for Hyper-V —NVMe and Optane SSDs are now supported as cache
drives for Hyper-V deployments. Furthermore, scale limits have been increased to 16+16 (Con-
verged+Compute-only) for both SFF (AF and Hybrid) and LFF (Hybrid) clusters.



o Centralized Audit Log Export—This release adds support for audit logging via a remote syslog server. This
capability enables customers to retain audit logs from all HyperFlex nodes in a centralized remote syslog
server to meet retention and compliance requirements.

o DISA STIG Compliance—This release adds new HX REST APIs for setting, removing, and checking status
of DISA STIGs for Controller VMs, ESXi hosts and vCenter. These APIs enable customers to meet DISA
security requirements by centrally and securely applying STIGs, detecting, and correcting for drifts in any
STIG settings.

New Supported Drives

New drives are qualified for the 4.0(2a) release. The new drives include new capacity points and new cache
drive options. Several of the new drives are alternate drives to already qualified existing drives in function which
are qualified in 4.0(2a). These drives are functionally compatible with the existing drives and are available as al-
ternates in case of lack of availability of existing drives. For expansion of existing clusters or general information
about interoperability of different drives, see Cisco HyperFlex Drive Compatibility.

‘& The NVMe Caching SSD's slot information is unavailable from HX-Connect for all AF server PIDs except
for the All-NVMe server PIDs. Please refer to UCSM management console for NVMe SSD slot infor-
mation.

Table 1 Supported Drives

7.12TB SED SSD Capacity HX-SD76 TBEM2NK9 All existing HX M5 servers except All NVMe 4.0(2c)
drive

SKUs for existing 3.8TB and HX-SD38TBEM2NK9, All existing HX M5 servers except All NVMe 4.0(2c)
960GB Capacity drive HX-
capacity SD960GBM2NK9

Alternate system (or house- HX-SD480G611X-EV All existing HX M5 servers except All NVMe 4.0(2b)

keeping) drive

Alternate system (or house- HX-SD480GM1X-EV All existing HX M5 servers except All NVMe 4.0(2b)
keeping) drive

New 960G FIPS compliant HX-SD960G2HTNK9 HXAF220C-M5SX, HXAF240C-M5SX 4.0(2b)
SED SSD data drives

Alternate boot drive HX-M2-960GB All existing HX M5 servers 4.0(2a)

All NVMe 4TB Capacity HX-NVME2H-14000 All NVMe: HXAF220C-M5SN 4.0(2a)
drive

New high density All NVMe HX-NVMEHW-I8000 All NVMe: HXAF220C-M5SN 4.0(2a)

8TB Capacity drive


https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/hx-drive-compatibility.html

New high density All Flash
7.12TB Capacity drive

Maximum number of drives HX-SD76T61X-EV All Flash Configuration - namely:
per node is 12 drives HXAF220C-M5SX, HXAF240C-M5SX,
on HX AF C240. HXAF-E-220M5SX
ESX support only. 4.0(2a)
New 3.8TB FIPS compliant HX-SD38T2HTNK9 HXAF220C-M5SX, HXAF240C-M5SX 4.0(2a)

SED SSD data drives

Alternate drive for 8TB LFF HX-HD8T7K4KAN HX240C-M5L 4.0(2a)
capacity

Documentation Roadmap

For the comprehensive documentation suite, refer to the Cisco HyperFlex Systems Documentation Roadmap.

ﬁ A login is required for the Documentation Roadmap.

Cisco HX Data Platform requires specific software and hardware versions, and networking settings for success-
ful installation. See the Cisco HyperFlex Systems Getting Started Guide for a complete list of requirements.

For a complete list of hardware and software inter-dependencies, refer to the Cisco UCS Manager release ver-
sion of Hardware and Software Interoperability for Cisco HyperFlex HX-Series.

Hyperflex Cisco Validated Design Advantage for VDI

The data center market segment is shifting toward heavily virtualized private, hybrid and public cloud computing
models running on industry-standard systems. These environments require uniform design points that can be
repeated for ease if management and scalability.

These factors have led to the need predesigned computing, networking and storage building blocks optimized to
lower the initial design cost, simply management, and enable horizontal scalability and high levels of utilization.
The use cases include:

» Enterprise Data Center (small failure domains)

o Service Provider Data Center (small failure domains)

e Commercial Data Center

¢« Remote Office/Branch Office

e« SMB Standalone Deployments

e Solution Summary


https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/HX_Documentation_Roadmap/HX_Series_Doc_Roadmap.html
https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/GettingStartedGuide/2-6/b_HyperFlexSystems_GettingStartedGuide_2_6.html
https://ucshcltool.cloudapps.cisco.com/public/

This Cisco Validated Design prescribes a defined set of hardware and software that serves as an integrated
foundation for both Horizon Microsoft Windows 10 virtual desktops and Horizon RDSH server desktop sessions
based on Microsoft Server 2019. The mixed workload solution includes Cisco HyperFlex hardware and Data
Platform software, Cisco Nexus® switches, the Cisco Unified Computing System (Cisco UCS®), VMware Horizon
and VMware vSphere software in a single package. The design is efficient such that the networking, computing,
and storage components occupy 18-rack units footprint in an industry standard 42U rack. Port density on the
Cisco Nexus switches and Cisco UCS Fabric Interconnects enables the networking components to accommo-
date multiple HyperFlex clusters in a single Cisco UCS domain.

A key benefit of the Cisco Validated Design architecture is the ability to customize the environment to suit a cus-
tomer's requirements. A Cisco Validated Design scales easily as requirements and demand change. The unit can
be scaled both up (adding resources to a Cisco Validated Design unit) and out (adding more Cisco Validated
Design units).

The reference architecture detailed in this document highlights the resiliency, cost benefit, and ease of deploy-
ment of a hyper-converged desktop virtualization solution. A solution capable of consuming multiple protocols
across a single interface allows for customer choice and investment protection because it truly is a wire-once
architecture.

The combination of technologies from Cisco Systems, Inc. and VMware Inc. produced a highly efficient, robust,
and affordable desktop virtualization solution for a virtual desktop, hosted shared desktop or mixed deployment
supporting different use cases. Key components of the solution include the following:

« More power, same size. Cisco HX-series nodes, dual 18-core 2.3 GHz Intel Xeon (Gold 6230) Scalable
Family processors with 768GB of 2666Mhz memory with VMware Horizon support more virtual desktop
workloads than the previously released generation processors on the same hardware. The Intel Xeon Gold
6230 18-core scalable family processors used in this study provided a balance between increased per-
server capacity and cost

o Fault-tolerance with high availability built into the design. The various designs are based on multiple Cisco
HX-Series nodes, Cisco UCS rack servers and Cisco UCS blade servers for virtual desktop and infrastruc-
ture workloads. The design provides N+1 server fault tolerance for every payload type tested

o Stress-tested to the limits during aggressive boot scenario. The 5000 user Remote Desktop Hosted Ses-
sions (RDSH) and 4000 Virtual Desktops environment booted and registered with the Horizon 7 in under
15 minutes, providing our customers with an extremely fast, reliable cold-start desktop virtualization sys-
tem.

e Stress-tested to the limits during simulated login storms. The 5000 user Remote Desktop Hosted Sessions
(RDSH) and 4000 Virtual Desktops environment ready state in 48-minutes without overwhelming the pro-
cessors, exhausting memory, or exhausting the storage subsystems, providing customers with a desktop
virtualization system that can easily handle the most demanding login and startup storms.

o Ultra-condensed computing for the datacenter. The rack space required to support the initial 5000 user
system is 26 rack units, including Cisco Nexus Switching and Cisco Fabric interconnects. Incremental seat
Cisco HyperFlex clusters can be added one at a time to a total of 64 nodes.

e 100 percent virtualized This CVD presents a validated design that is 100 percent virtualized on VMware
ESXi 6.7. All of the virtual desktops, user data, profiles, and supporting infrastructure components, includ-
ing Active Directory, SQL Servers, VMware Horizon components, Horizon VDI desktops and RDSH servers



were hosted as virtual machines. This provides customers with complete flexibility for maintenance and
capacity additions because the entire system runs on the Cisco HyperFlex hyper-converged infrastructure
with stateless Cisco UCS HX-series servers. (Infrastructure VMs were hosted on two Cisco UCS C220 M4
Rack Servers outside of the HX cluster to deliver the highest capacity and best economics for the solu-
tion.)

Cisco data center management: Cisco maintains industry leadership with the new Cisco UCS Manager
4.0(1b) software that simplifies scaling, guarantees consistency, and eases maintenance. Cisco’s ongoing
development efforts with Cisco UCS Manager, Cisco UCS Central, and Cisco UCS Director ensure that
customer environments are consistent locally, across Cisco UCS Domains and across the globe. Cisco
UCS software suite offers increasingly simplified operational and deployment management, and it contin-
ues to widen the span of control for customer organizations’ subject matter experts in compute, storage,
and network.

Cisco 40G Fabric: Our 40G unified fabric story gets additional validation on 6400 Series Fabric Intercon-
nects as Cisco runs more challenging workload testing, while maintaining unsurpassed user response
times.

Cisco HyperFlex Connect (HX Connect): An all-new HTML 5 based Web Ul Introduced with HyperFlex v2.5
or later is available for use as the primary management tool for Cisco HyperFlex. Through this centralized
point of control for the cluster, administrators can create volumes, monitor the data platform health, and
manage resource use. Administrators can also use this data to predict when the cluster will need to be
scaled.

Cisco HyperFlex storage performance: Cisco HyperFlex provides industry-leading hyper converged stor-
age performance that efficiently handles the most demanding 1/O bursts (for example, login storms), high
write throughput at low latency, delivers simple and flexible business continuity and helps reduce storage
cost per desktop.

Cisco HyperFlex agility: Cisco HyperFlex System enables users to seamlessly add, upgrade or remove
storage from the infrastructure to meet the needs of the virtual desktops.

Cisco HyperFlex vCenter integration: Cisco HyperFlex plugin for VMware vSphere provides easy-button
automation for key storage tasks such as storage provisioning and storage resize, cluster health status and
performance monitoring directly from the vCenter web client in a single pane of glass. Experienced
vCenter administrators have a near zero learning curve when HyperFlex is introduced into the environ-
ment.

VMware Horizon 7 advantage: VMware Horizon 7 follows a new unified product architecture that supports
both Virtual Desktops and Remote Desktop Server Hosted server sessions. This new Horizon release sim-
plifies tasks associated with large-scale VDI management. This modular solution supports seamless deliv-
ery of Windows apps and desktops as the number of user increase. In addition, PColP and Blast extreme
enhancements help to optimize performance and improve the user experience across a variety of endpoint
device types, from workstations to mobile devices including laptops, tablets, and smartphones.

Optimized for performance and scale. For hosted shared desktop sessions, the best performance was
achieved when the number of vCPUs assigned to the Horizon 7 RDSH virtual machines did not exceed the
number of hyper-threaded (logical) cores available on the server. In other words, maximum performance
is obtained when not overcommitting the CPU resources for the virtual machines running virtualized RDS
systems.



e Provisioning desktop machines made easy: VMware Horizon 7 provisions Remote Desktop Hosted Ses-
sions (RDSH) virtual desktops as well as hosted shared desktop virtual machines for this solution using a
single method for both, the “Automated floating assignment desktop pool.” “Dedicated user assigned
desktop pool” for persistent desktops was provisioned in the same Horizon 7 administrative console. Hori-
zon 7 introduces a new provisioning technique for non-persistent virtual desktops called “Instant-clone.”
The new method greatly reduces the amount of life-cycle spend and the maintenance windows for the
guest OS.

All-Flash Versus Hybrid

The initial HyperFlex product release featured hybrid converged nodes, which use a combination of solid-state
disks (SSDs) for the short-term storage caching layer, and hard disk drives (HDDs) for the long-term storage
capacity layer. The hybrid HyperFlex system is an excellent choice for entry-level or midrange storage solutions,
and hybrid solutions have been successfully deployed in many non-performance sensitive virtual environments.
Meanwhile, there is significant growth in deployment of highly performance sensitive and mission critical appli-
cations. The primary challenge to the hybrid HyperFlex system from these highly performance sensitive applica-
tions, is their increased sensitivity to high storage latency. Due to the characteristics of the spinning hard disks, it
is unavoidable that their higher latency becomes the bottleneck in the hybrid system. Ideally, if all of the storage
operations were to occur in the caching SSD layer, the hybrid system’s performance will be excellent. However,
in several scenarios, the amount of data being written and read exceeds the caching layer capacity, placing
larger loads on the HDD capacity layer, and the subsequent increases in latency will naturally result in reduced
performance.

Cisco All-Flash HyperFlex systems are an excellent option for customers with a requirement to support high per-
formance, latency sensitive workloads. With a purpose built, flash-optimized and high-performance log-based
filesystem, the Cisco All-Flash HyperFlex system provides:

o Predictable high performance across all the virtual machines on HyperFlex All-Flash and compute-only
nodes in the cluster.

« Highly consistent and low latency, which benefits data-intensive applications and databases such as Mi-
crosoft SQL and Oracle.

« Support for NVMe caching SSDs, offering an even higher level of performance.

« Future ready architecture that is well suited for flash-memory configuration:
o Cluster-wide SSD pooling maximizes performance and balances SSD usage so as to spread the wear.
o A fully distributed log-structured filesystem optimizes the data path to help reduce write amplification.
o Large sequential writing reduces flash wear and increases component longevity.
o Inline space optimization, such as deduplication and compression, minimizes data operations and re-

duces wear.

o Lower operating cost with the higher density drives for increased capacity of the system.

o Cloud scale solution with easy scale-out and distributed infrastructure and the flexibility of scaling out in-
dependent resources separately.

Cisco HyperFlex support for hybrid and all-flash models now allows customers to choose the right platform con-
figuration based on their capacity, applications, performance, and budget requirements. All-flash configurations
offer repeatable and sustainable high performance, especially for scenarios with a larger working set of data, in



other words, a large amount of data in motion. Hybrid configurations are a good option for customers who want
the simplicity of the Cisco HyperFlex solution, but their needs focus on capacity-sensitive solutions, lower budg-
ets, and fewer performance-sensitive applications.
Cisco HyperFlex Compute-Only Nodes
All current model Cisco UCS M4 and M5 generation servers, except the Cisco UCS C880 M4 and Cisco UCS
C880 M5, may be used as compute-only nodes connected to a Cisco HyperFlex cluster, along with a limited
number of previous M3 generation servers. Any valid CPU and memory configuration is allowed in the compute-
only nodes, and the servers can be configured to boot from SAN, local disks, or internal SD cards. The following
servers may be used as compute-only nodes:

e Cisco UCS B200 M3 Blade Server

e Cisco UCS B200 M4 Blade Server

o Cisco UCS B200 M5 Blade Server

e Cisco UCS B260 M4 Blade Server

e Cisco UCS B420 M4 Blade Server

e Cisco UCS B460 M4 Blade Server

e Cisco UCS B480 M5 Blade Server

e Cisco UCS C220 M3 Rack-Mount Servers

e Cisco UCS C220 M4 Rack-Mount Servers

e Cisco UCS C220 M5 Rack-Mount Servers

¢ Cisco UCS C240 M3 Rack-Mount Servers

e Cisco UCS C240 M4 Rack-Mount Servers

e Cisco UCS C240 M5 Rack-Mount Servers

e Cisco UCS C460 M4 Rack-Mount Servers

¢ Cisco UCS C480 M5 Rack-Mount Servers

Cisco HyperFlex Data Platform Software

The Cisco HyperFlex HX Data Platform is a purpose-built, high-performance, distributed file system with a wide
array of enterprise-class data management services. The data platform’s innovations redefine distributed stor-
age technology, exceeding the boundaries of first-generation hyperconverged infrastructures. The data platform
has all the features expected in an enterprise shared storage system, eliminating the need to configure and
maintain complex Fibre Channel storage networks and devices. The platform simplifies operations and helps en-
sure data availability. Enterprise-class storage features include the following:

o Data protection creates multiple copies of the data across the cluster so that data availability is not affect-
ed if single or multiple components fail (depending on the replication factor configured).

o Stretched clusters allow nodes to be evenly split between two physical locations, keeping a duplicate
copy of all data in both locations, thereby providing protection in case of an entire site failure.



o Logical availability zones provide multiple logical grouping of nodes and distributes the data across these
groups in such a way that no single group has more than one copy of the data. This enables enhanced
protection from node failures, allowing for more nodes to fail while the overall cluster remains online.

o Deduplication is always on, helping reduce storage requirements in virtualization clusters in which multiple
operating system instances in guest virtual machines result in large amounts of replicated data.

o Compression further reduces storage requirements, reducing costs, and the log-structured file system is
designed to store variable-sized blocks, reducing internal fragmentation.

e Replication copies virtual machine level snapshots from one Cisco HyperFlex cluster to another, to facili-
tate recovery from a cluster or site failure, via a failover to the secondary site of all VMs.

o Encryption stores all data on the caching and capacity disks in an encrypted format, to prevent accidental
data loss or data theft. Key management can be done using local Cisco UCS Manager managed keys, or
third-party Key Management Systems (KMS) via the Key Management Interoperability Protocol (KMIP).

o Thin provisioning allows large volumes to be created without requiring storage to support them until the
need arises, simplifying data volume growth and making storage a “pay as you grow” proposition.

o Fast, space-efficient clones rapidly duplicate virtual storage volumes so that virtual machines can be
cloned simply through metadata operations, with actual data copied only for write operations.

e Snapshots help facilitate backup and remote-replication operations, which are needed in enterprises that
require always-on data availability.

Cisco Desktop Virtualization Solutions: Data Center

The Evolving Workplace

Today’s IT departments are facing a rapidly evolving workplace environment. The workforce is becoming in-
creasingly diverse and geographically dispersed, including offshore contractors, distributed call center opera-
tions, knowledge and task workers, partners, consultants, and executives connecting from locations around the
world at all times.

This workforce is also increasingly mobile, conducting business in traditional offices, conference rooms across
the enterprise campus, home offices, on the road, in hotels, and at the local coffee shop. This workforce wants
to use a growing array of client computing and mobile devices that they can choose based on personal prefer-
ence. These trends are increasing pressure on IT to ensure protection of corporate data and prevent data leak-
age or loss through any combination of user, endpoint device, and desktop access scenarios (Figure 1).

These challenges are compounded by desktop refresh cycles to accommodate aging PCs and bounded local
storage and migration to new operating systems, specifically Microsoft Windows 10 and productivity tools, spe-
cifically Microsoft Office 2016.
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Some of the key drivers for desktop virtualization are increased data security, the ability to expand and contract
capacity and reduced TCO through increased control and reduced management costs.

Cisco Desktop Virtualization Focus

Cisco focuses on three key elements to deliver the best desktop virtualization data center infrastructure: simplifi-
cation, security, and scalability. The software combined with platform modularity provides a simplified, secure,
and scalable desktop virtualization platform.

Simplified

Cisco UCS and Cisco HyperFlex provide a radical new approach to industry-standard computing and provides
the core of the data center infrastructure for desktop virtualization. Among the many features and benefits of
Cisco UCS are the drastic reduction in the number of servers needed, in the number of cables used per server
and the capability to rapidly deploy or re-provision servers through Cisco UCS service profiles. With fewer serv-
ers and cables to manage and with streamlined server and virtual desktop provisioning, operations are signifi-
cantly simplified. Thousands of desktops can be provisioned in minutes with Cisco UCS Manager service profiles
and Cisco storage partners’ storage-based cloning. This approach accelerates the time to productivity for end
users, improves business agility, and allows IT resources to be allocated to other tasks.

Cisco UCS Manager automates many mundane, error-prone data center operations such as configuration and
provisioning of server, network, and storage access infrastructure. In addition, Cisco UCS B-Series Blade Serv-
ers, C-Series and HX-Series Rack Servers with large memory footprints enable high desktop density that helps
reduce server infrastructure requirements.

Simplification also leads to more successful desktop virtualization implementation. Cisco and its technology
partners like VMware have developed integrated, validated architectures, including predefined hyper-converged
architecture infrastructure packages such as HyperFlex. Cisco Desktop Virtualization Solutions have been tested
with VMware vSphere.



Secure

Although virtual desktops are inherently more secure than their physical predecessors, they introduce new secu-
rity challenges. Mission-critical web and application servers using a common infrastructure such as virtual desk-
tops are now at a higher risk for security threats. Inter-virtual machine traffic now poses an important security
consideration that IT managers need to address, especially in dynamic environments in which virtual machines,
using VMware vMotion, move across the server infrastructure.

Desktop virtualization, therefore, significantly increases the need for virtual machine-level awareness of policy
and security, especially given the dynamic and fluid nature of virtual machine mobility across an extended com-
puting infrastructure. The ease with which new virtual desktops can proliferate magnifies the importance of a
virtualization-aware network and security infrastructure. Cisco data center infrastructure (Cisco UCS and Cisco
Nexus Family solutions) for desktop virtualization provides strong data center, network, and desktop security,
with comprehensive security from the desktop to the hypervisor. Security is enhanced with segmentation of vir-
tual desktops, virtual machine-aware policies and administration, and network security across the LAN and WAN
infrastructure.

Scalable

Growth of a desktop virtualization solution is accelerating, so a solution must be able to scale, and scale predict-
ably, with that growth. The Cisco Desktop Virtualization Solutions support high virtual-desktop density (desktops
per server) and additional servers scale with near-linear performance. Cisco data center infrastructure provides
a flexible platform for growth and improves business agility. Cisco UCS Manager service profiles allow on-
demand desktop provisioning and make it just as easy to deploy dozens of desktops as it is to deploy thousands
of desktops.

Cisco HyperFlex servers provide near-linear performance and scale. Cisco UCS implements the patented Cisco
Extended Memory Technology to offer large memory footprints with fewer sockets (with scalability to up to 3.0
terabyte (TB) of memory with 2- and 4-socket servers). Using unified fabric technology as a building block, Cis-
co UCS server aggregate bandwidth can scale to up to 80 Gbps per server, and the northbound Cisco UCS fab-
ric interconnect can output 2 terabits per second (Thps) at line rate, helping prevent desktop virtualization 1/0
and memory bottlenecks. Cisco UCS, with its high-performance, low-latency unified fabric-based networking
architecture, supports high volumes of virtual desktop traffic, including high-resolution video and communica-
tions traffic. In addition, Cisco HyperFlex helps maintain data availability and optimal performance during boot
and login storms as part of the Cisco Desktop Virtualization Solutions. Recent Cisco Validated Designs based on
VMware Horizon, Cisco HyperFlex solutions have demonstrated scalability and performance, with up to 5000
Remote Desktop Hosted Sessions (RDSH) and 4000 windows 10 virtual desktops and up and running in ~15
minutes.

Cisco UCS and Cisco Nexus data center infrastructure provides an excellent platform for growth, with transpar-
ent scaling of server, network, and storage resources to support desktop virtualization, data center applications,
and cloud computing.

Savings and Success

The simplified, secure, scalable Cisco data center infrastructure for desktop virtualization solutions saves time

and money compared to alternative approaches. Cisco UCS enables faster payback and ongoing savings (better
ROI and lower TCO) and provides the industry’s greatest virtual desktop density per server, reducing both capital
expenditures (CapEx) and operating expenses (OpEx). The Cisco UCS architecture and Cisco Unified Fabric also



enables much lower network infrastructure costs, with fewer cables per server and fewer ports required. In ad-
dition, storage tiering and deduplication technologies decrease storage costs, reducing desktop storage needs
by up to 50 percent.

The simplified deployment of Cisco HyperFlex for desktop virtualization accelerates the time to productivity and
enhances business agility. IT staff and end users are more productive more quickly, and the business can re-
spond to new opportunities quickly by deploying virtual desktops whenever and wherever they are needed. The
high-performance Cisco systems and network deliver a near-native end-user experience, allowing users to be
productive anytime and anywhere.

The key measure of desktop virtualization for any organization is its efficiency and effectiveness in both the near
term and the long term. The Cisco Desktop Virtualization Solutions are very efficient, allowing rapid deployment,
requiring fewer devices and cables, and reducing costs. The solutions are also extremely effective, providing the
services that end users need on their devices of choice while improving IT operations, control, and data security.
Success is bolstered through Cisco’s best-in-class partnerships with leaders in virtualization and through tested
and validated designs and services to help customers throughout the solution lifecycle. Long-term success is
enabled through the use of Cisco’s scalable, flexible, and secure architecture as the platform for desktop virtual-
ization.

The ultimate measure of desktop virtualization for any end-user is a great experience. Cisco HyperFlex delivers
class-leading performance with sub-second base line response times and index average response times at full
load of just under one second.

Use Cases

The following are some typical use cases:

o Healthcare: Mobility between desktops and terminals, compliance, and cost

« Federal government: Teleworking initiatives, business continuance, continuity of operations (COOP), and
training centers

o Financial: Retail banks reducing IT costs, insurance agents, compliance, and privacy

o Education: K-12 student access, higher education, and remote learning

o State and local governments: IT and service consolidation across agencies and interagency security
e Retail: Branch-office IT cost reduction and remote vendors

e Manufacturing: Task and knowledge workers and offshore contractors

e Microsoft Windows 10 migration

e Graphic intense applications

e Security and compliance initiatives

« Opening of remote and branch offices or offshore facilities

o Mergers and acquisitions

Figure 2 shows the VMware Horizon 7 on vSphere 6.7 built on Cisco UCS components and the network connec-
tions. The reference architecture reinforces the "'wire-once'" strategy, because as additional storage is added to
the architecture, no re-cabling is required from the hosts to the Cisco UCS fabric interconnect.



Solution Summary

The Cisco HyperFlex system provides a fully contained virtual server platform, with compute and memory re-
sources, integrated networking connectivity, a distributed high-performance log-based filesystem for VM stor-
age, and the hypervisor software for running the virtualized servers, all within a single Cisco UCS management
domain.

Figure 2 HyperFlex System Overview
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The following are the components of a Cisco HyperFlex system using the VMware ESXi Hypervisor:

¢ One pair of Cisco UCS Fabric Interconnects, choose from models: Cisco UCS 6454 Fabric Interconnect

« Eight Cisco HyperFlex HX-Series Rack-Mount Servers, choose from models:
o Cisco HyperFlex HXAF220c-M5SX All-Flash Rack-Mount Servers

e Eight Cisco UCS C220 M5 Rack Servers for Compute-Only nodes
« Eight Cisco UCS B200 M5 Blade Servers for Compute-Only nodes
e Cisco HyperFlex Data Platform Software

e VMware vSphere ESXi Hypervisor

o VMware vCenter Server (end-user supplied)

¢ VMware Horizon RDSH Server Sessions & Desktops

Technology Overview

Cisco Unified Computing System

Cisco Unified Computing System (Cisco UCS) is a next-generation data center platform that unites compute,
network, and storage access. The platform, optimized for virtual environments, is designed using open industry-



standard technologies and aims to reduce total cost of ownership (TCO) and increase business agility. The sys-
tem integrates a low-latency, lossless 10 Gigabit Ethernet, 25 Gigabit Ethernet or 40 Gigabit Ethernet unified
network fabric with enterprise-class, x86-architecture servers. It is an integrated, scalable, multi chassis plat-
form in which all resources participate in a unified management domain.

The main components of Cisco Unified Computing System are:

o Computing: The system is based on an entirely new class of computing system that incorporates rack-
mount and blade servers based on Intel Xeon Processors.

o Network: The system is integrated onto a low-latency, lossless, 10-Gbps, 25-Gbps or 40-Gbps unified
network fabric, with an option for 100-Gbps uplinks. This network foundation consolidates LANs, SANs,
and high-performance computing networks which are often separate networks today. The unified fabric
lowers costs by reducing the number of network adapters, switches, and cables, and by decreasing the
power and cooling requirements.

o Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability, perfor-
mance, and operational control of virtual environments. Cisco security, policy enforcement, and diagnostic
features are now extended into virtualized environments to better support changing business and IT re-
quirements.

o Storage access: The system provides consolidated access to both SAN storage and Network Attached
Storage (NAS) over the unified fabric. By unifying storage access, the Cisco Unified Computing System
can access storage over Ethernet, Fibre Channel, Fibre Channel over Ethernet (FCoE), and iSCSI. This pro-
vides customers with their choice of storage protocol and physical architecture, and enhanced investment
protection. In addition, the server administrators can pre-assign storage-access policies for system con-
nectivity to storage resources, simplifying storage connectivity, and management for increased productivi-
ty.

o« Management: The system uniquely integrates all system components which enable the entire solution to
be managed as a single entity by the Cisco UCS Manager (UCSM). The Cisco UCS Manager has an intui-
tive graphical user interface (GUI), a command-line interface (CLI), and a robust application programming
interface (API) to manage all system configuration and operations. Cisco UCS can also be managed by
Cisco Intersight, a cloud-based management and monitoring platform which offers a single pane of glass
portal for multiple Cisco UCS systems across multiple locations.

The Cisco Unified Computing System is designed to deliver:

¢ A reduced Total Cost of Ownership and increased business agility.
o Increased IT staff productivity through just-in-time provisioning and mobility support.

e A cohesive, integrated system which unifies the technology in the data center. The system is managed,
serviced, and tested as a whole.

o Scalability through a design for hundreds of discrete servers and thousands of virtual machines and the
capability to scale 1/0O bandwidth to match demand.

o Industry standards supported by a partner ecosystem of industry leaders.



Cisco UCS Fabric Interconnect

The Cisco UCS Fabric Interconnect (Fl) is a core part of the Cisco Unified Computing System, providing both
network connectivity and management capabilities for the system. Depending on the model chosen, the Cisco
UCS Fabric Interconnect offers line-rate, low-latency, lossless Ethernet, Fibre Channel over Ethernet (FCoE) and
Fibre Channel connectivity. Cisco UCS Fabric Interconnects provide the management and communication back-
bone for the Cisco UCS C-Series, Cisco UCS S-Series and HX-Series Rack-Mount Servers, Cisco UCS B-Series
Blade Servers, and Cisco UCS 5100 Series Blade Server Chassis. All servers and chassis, and therefore all
blades, attached to the Cisco UCS Fabric Interconnects become part of a single, highly available management
domain. In addition, by supporting unified fabrics, the Cisco UCS Fabric Interconnects provide both the LAN and
SAN connectivity for all servers within its domain. The product family supports Cisco low-latency, lossless
Ethernet unified network fabric capabilities, which increase the reliability, efficiency, and scalability of Ethernet
networks. The Fabric Interconnect supports multiple traffic classes over the Ethernet fabric from the servers to
the uplinks. Significant TCO savings come from an FCoE-optimized server design in which network interface
cards (NICs), host bus adapters (HBAS), cables, and switches can be consolidated.

Cisco UCS 6454 Fabric Interconnect

The Cisco UCS 6454 54-Port Fabric Interconnect is a One-Rack-Unit (1RU) 10/25/40/100 Gigabit Ethernet,
FCoE and Fibre Channel switch offering up to 3.82 Thps throughput and up to 54 ports. The switch has 28
10/25-Gbps Ethernet ports, 4 1/10/25-Gbps Ethernet ports, 6 40/100-Gbps Ethernet uplink ports and 16 uni-
fied ports that can support 10/25-Gbps Ethernet ports or 8/16/32-Gbps Fibre Channel ports. All Ethernet ports
are capable of supporting FCoE. Cisco HyperFlex nodes can connect at 10-Gbps or 25-Gbps speeds depending
on the model of Cisco VIC card in the nodes and the SFP optics or cables chosen.

Figure 3 Cisco UCS 6454 Fabric Interconnect

Cisco UCS 64108 108-Port Fabric Interconnect

The Cisco UCS 64108 Fabric Interconnect (Fl) is a 2-RU top-of-rack switch that mounts in a standard 19-inch
rack such as the Cisco R Series rack. The 64108 is a 10/25/40/100 Gigabit Ethernet, FCoE and Fiber Channel
switch offering up to 7.42 Tbps throughput and up to 108 ports. The switch has 16 unified ports (port numbers
1-16) that can support 10/25-Gbps SFP28 Ethernet ports or 8/16/32-Gbps Fibre Channel ports, 72 10/25-
Gbps Ethernet SFP28 ports (port numbers 17-88), 8 1/10/25-Gbps Ethernet SFP28 ports (port numbers 89-96),
and 12 40/100-Gbps Ethernet QSFP28 uplink ports (port numbers 97-108). All Ethernet ports are capable of
supporting FCoE.

The Cisco UCS 64108 Fabric Interconnect also has one network management port, one console port for setting
the initial configuration, and one USB port for saving or loading configurations. The Fl also includes L1/L2 ports
for connecting two fabric interconnects for high availability. For more information, see:
https://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-64108-fabric-interconnect/model.html



https://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-64108-fabric-interconnect/model.html

Figure 4 Cisco UCS 64108 Fabric Interconnect Front and Back View

Front view

Figure 3.
Cisco UCS 64108 (2 RU) 108-Port Fabric Interconnect

ﬂ The Cisco 64108 108-Port Fabric Interconnect two-rack-unit (2RU) is also available for higher port den-
sity requirements.

Cisco HyperFlex HX-Series Nodes

A standard HyperFlex cluster requires a minimum of three HX-Series “converged” nodes (such as nodes with
shared disk storage). Data is replicated across at least two of these nodes, and a third node is required for con-
tinuous operation in the event of a single-node failure. Each node that has disk storage is equipped with at least
one high-performance SSD drive for data caching and rapid acknowledgment of write requests. Each node also
is equipped with additional disks, up to the platform’s physical limit, for long term storage and capacity.

Cisco HyperFlex HXAF220c-M5SX All-Flash Node

This small footprint Cisco HyperFlex all-flash model contains a 240 GB M.2 form factor solid-state disk (SSD)
that acts as the boot drive, a 240 GB housekeeping SSD drive, either a single 375 GB Optane NVMe SSD, a 1.6
TB NVMe SSD or 1.6 TB SAS SSD write-log drive, and six to eight 960 GB or 3.8 TB SATA SSD drives for stor-
age capacity. For configurations requiring self-encrypting drives, the caching SSD is replaced with an 800 GB
SAS SED SSD, and the capacity disks are also replaced with 960 GB or 3.8 TB SED SSDs. Each HXAF220C M5
node supports 2xT4 GPU cards and supporting GPUs with HXAF240 could be substituted.

Figure 5 HXAF220c-M5SX All-Flash Node
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# NVME SSDs are generally 2x of the enterprise caching SSDs. Please chose the appropriate disk sizes for
Hyperflex all flash-nodes Optane NVMe SSD drives and caching drives.

# While the Optane and NVMe options can provide a higher level of performance, the partitioning of the
three disk options is the same, therefore the amount of cache available on the system is the same re-



gardless of the model chosen. Caching amounts are not factored in as part of the overall cluster capaci-
ty, only the capacity disks contribute to total cluster capacity.

Cisco VIC 1457 MLOM Interface Cards

The Cisco UCS VIC 1387 Card is a dual-port Enhanced Quad Small Form-Factor Pluggable (QSFP+) 40-Gbps
Ethernet and Fibre Channel over Ethernet (FCoE)-capable PCI Express (PCle) modular LAN-on-motherboard
(mLOM) adapter installed in the Cisco UCS HX-Series Rack Servers. The VIC 1387 is used in conjunction with
the Cisco UCS 6332 or 6332-16UP model Fabric Interconnects.

The Cisco UCS VIC 1457 is a quad-port Small Form-Factor Pluggable (SFP28) mLOM card designed for the M5
generation of Cisco UCS C-Series Rack Servers. The card supports 10-Gbps or 25-Gbps Ethernet and FCoE,
where the speed of the link is determined by the model of SFP optics or cables used. The card can be config-
ured to use a pair of single links, or optionally to use all four links as a pair of bonded links. The Cisco UCS VIC
1457 is used in conjunction with the Cisco UCS 6454 model Fabric Interconnect.

The mLOM is used to install a Cisco VIC without consuming a PCle slot, which provides greater I/0 expandabil-
ity. It incorporates next-generation converged network adapter (CNA) technology from Cisco, providing invest-
ment protection for future feature releases. The card enables a policy-based, stateless, agile server infrastruc-
ture that can present up to 256 PCle standards-compliant interfaces to the host, each dynamically configured as
either a network interface card (NICs) or host bus adapter (HBA). The personality of the interfaces is set pro-
grammatically using the service profile associated with the server. The number, type (NIC or HBA), identity (MAC
address and World Wide Name [WWN]), failover policy, adapter settings, bandwidth, and quality-of-service
(QoS) policies of the PCle interfaces are all specified using the service profile.

Figure 6 Cisco VIC 1457 mLOM Card

Cisco HyperFlex Connect HTML5 Management Web Page

An HTML 5 based Web Ul named HyperFlex Connect is available for use as the primary management tool for
Cisco HyperFlex. Through this centralized point of control for the cluster, administrators can create volumes,
monitor the data platform health, and manage resource use. Administrators can also use this data to predict
when the cluster will need to be scaled. To use the HyperFlex Connect Ul, connect using a web browser to the
HyperFlex cluster IP address: http://<hx controller cluster ip>.




Figure 7 HyperFlex 24 Node Cluster is Created and Healthy
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Figure 8 Hyperflex GUI Displays a 24 Node Cluster is Online and Healthy
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Cisco Intersight (https://intersight.com) is the latest visionary cloud-based management tool, designed to pro-
vide a centralized off-site management, monitoring and reporting tool for all of your Cisco UCS based solutions,

and can be used to deploy and manage Cisco HyperFlex clusters. Cisco Intersight offers direct links to Cisco
UCS Manager and Cisco HyperFlex Connect for systems it is managing and monitoring. The Cisco Intersight
website and framework is being constantly upgraded and extended with new and enhanced features inde-

pendently of the products that are managed, meaning that many new features and capabilities can come with no
downtime or upgrades required by the end users. This unique combination of embedded and online technolo-
gies results in a complete cloud-based management solution that can care for Cisco HyperFlex throughout the
entire lifecycle, from deployment through retirement.


https://intersight.com)/

Figure 9 Cisco Intersight
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Cisco HyperFlex HX Data Platform Administration Plug-in

The Cisco HyperFlex HX Data Platform is also administered secondarily through a VMware vSphere web client
plug-in, which is deployed automatically by the Cisco HyperFlex installer.

Cisco HyperFlex HX Data Platform Controller

A Cisco HyperFlex HX Data Platform controller resides on each node and implements the distributed file system.
The controller runs as software in user space within a virtual machine, and intercepts and handles all I/0 from
the guest virtual machines. The Storage Controller Virtual Machine (SCVM) uses the VMDirectPath 1/0O feature to
provide direct PCI passthrough control of the physical server’s SAS disk controller, or direct control of the PCI
attached NVMe based SSDs. This method gives the controller VM full control of the physical disk resources, uti-
lizing the SSD drives as a read/write caching layer, and the HDDs or SDDs as a capacity layer for distributed
storage. The controller integrates the data platform into the VMware vSphere cluster through the use of three
preinstalled VMware ESXi vSphere Installation Bundles (VIBs) on each node:

« 10 Visor: This VIB provides a network file system (NFS) mount point so that the ESXi hypervisor can access
the virtual disks that are attached to individual virtual machines. From the hypervisor’s perspective, it is
simply attached to a network file system. The IO Visor intercepts guest VM |0 traffic, and intelligently redi-
rects it to the HyperFlex SCVMs.

o VMware API for Array Integration (VAAI): This storage offload API allows vSphere to request advanced file
system operations such as snapshots and cloning. The controller implements these operations via ma-



nipulation of the filesystem metadata rather than actual data copying, providing rapid response, and thus
rapid deployment of new environments.

« stHypervisorSvc: This VIB adds enhancements and features needed for HyperFlex data protection and VM
replication.

Data Operations and Distribution

The Cisco HyperFlex HX Data Platform controllers handle all read and write operation requests from the guest
VMs to their virtual disks (VMDK) stored in the distributed datastores in the cluster. The data platform distributes
the data across multiple nodes of the cluster, and also across multiple capacity disks of each node, according to
the replication level policy selected during the cluster setup. This method avoids storage hotspots on specific
nodes, and on specific disks of the nodes, and thereby also avoids networking hotspots or congestion from ac-
cessing more data on some nodes versus others.

Replication Factor

The policy for the number of duplicate copies of each storage block is chosen during cluster setup and is re-
ferred to as the replication factor (RF).

o Replication Factor 3: For every I/O write committed to the storage layer, 2 additional copies of the blocks
written will be created and stored in separate locations, for a total of 3 copies of the blocks. Blocks are
distributed in such a way as to ensure multiple copies of the blocks are not stored on the same disks, nor
on the same nodes of the cluster. This setting can tolerate simultaneous failures of 2 entire nodes in a
cluster of 5 nodes or greater, without losing data and resorting to restore from backup or other recovery
processes. RF3 is recommended for all production systems.

o Replication Factor 2: For every I/O write committed to the storage layer, 1 additional copy of the blocks
written will be created and stored in separate locations, for a total of 2 copies of the blocks. Blocks are
distributed in such a way as to ensure multiple copies of the blocks are not stored on the same disks, nor
on the same nodes of the cluster. This setting can tolerate a failure of 1 entire node without losing data
and resorting to restore from backup or other recovery processes. RF2 is suitable for non-production sys-
tems, or environments where the extra data protection is not needed. HyperFlex stretched clusters use the
RF2 setting, however there are 2 copies of the data kept in both halves of the cluster, so effectively there
are four copies stored.

Data Write and Compression Operations

Internally, the contents of each virtual disk are subdivided and spread across multiple servers by the HXDP soft-
ware. For each write operation, the data is intercepted by the 10 Visor module on the node where the VM is run-
ning, a primary node is determined for that particular operation via a hashing algorithm, and then sent to the pri-
mary node via the network. The primary node compresses the data in real time, writes the compressed data to
the write log on its caching SSD, and replica copies of that compressed data are sent via the network and writ-
ten to the write log on the caching SSD of the remote nodes in the cluster, according to the replication factor
setting. For example, at RF=3 a write operation will be written to write log of the primary node for that virtual disk
address, and two additional writes will be committed in parallel on two other nodes. Because the virtual disk
contents have been divided and spread out via the hashing algorithm for each unique operation, this method re-
sults in all writes being spread across all nodes, avoiding the problems with data locality and “noisy” VMs con-
suming all the 10 capacity of a single node. The write operation will not be acknowledged until all three copies
are written to the caching layer SSDs. Written data is also cached in a write log area resident in memory in the



controller VM, along with the write log on the caching SSDs. This process speeds up read requests when reads
are requested of data that has recently been written.

Data Destaging and Deduplication

The Cisco HyperFlex HX Data Platform constructs multiple write log caching segments on the caching SSDs of
each node in the distributed cluster. As write cache segments become full and based on policies accounting for
I/0 load and access patterns, those write cache segments are locked and new writes roll over to a new write
cache segment. The data in the now locked cache segment is destaged to the HDD capacity layer of the nodes
for the Hybrid system or to the SSD capacity layer of the nodes for the All-Flash or All-NVMe systems. During
the destaging process, data is deduplicated before being written to the capacity storage layer, and the resulting
data can now be written to the HDDs or SDDs of the server. On hybrid systems, the now deduplicated and com-
pressed data is also written to the dedicated read cache area of the caching SSD, which speeds up read re-
quests of data that has recently been written. When the data is destaged to the capacity disks, it is written in a
single sequential operation, avoiding disk head seek thrashing on the spinning disks and accomplishing the task
in the minimal amount of time. Since the data is already deduplicated and compressed before being written, the
platform avoids additional I/0 overhead often seen on competing systems, which must later do a
read/dedupe/compress/write cycle. Deduplication, compression and destaging take place with no delays or I/O
penalties to the guest VMs making requests to read or write data, which benefits both the HDD and SDD config-
urations.



Figure 10 HyperFlex HX Data Platform Data Movement
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Data Read Operations

For data read operations, data may be read from multiple locations. For data that was very recently written, the
data is likely to still exist in the write log of the local platform controller memory, or the write log of the local
caching layer disk. If local write logs do not contain the data, the distributed filesystem metadata will be queried
to see if the data is cached elsewhere, either in write logs of remote nodes, or in the dedicated read cache area
of the local and remote caching SSDs of hybrid nodes. Finally, if the data has not been accessed in a significant
amount of time, the filesystem will retrieve the requested data from the distributed capacity layer. As requests
for reads are made to the distributed filesystem and the data is retrieved from the capacity layer, the caching
SSDs of hybrid nodes populate their dedicated read cache area to speed up subsequent requests for the same
data. This multi-tiered distributed system with several layers of caching techniques, ensures that data is served
at the highest possible speed, leveraging the caching SSDs of the nodes fully and equally. All-flash and all-
NVMe configurations do not employ a dedicated read cache, because such caching does not provide any per-
formance benefit since the persistent data copy already resides on high-performance SSDs.

In summary, the Cisco HyperFlex HX Data Platform implements a distributed, log-structured file system that per-
forms data operations via two configurations:



o In a Hybrid configuration, the data platform provides a caching layer using SSDs to accelerate read re-
quests and write responses, and it implements a storage capacity layer using HDDs.

« In an All-Flash or all-NVMe configuration, the data platform provides a dedicated caching layer using high
endurance SSDs to accelerate write responses, and it implements a storage capacity layer also using
SSDs. Read requests are fulfilled directly from the capacity SSDs, as a dedicated read cache is not need-
ed to accelerate read operations.

Data Optimization

The Cisco HyperFlex HX Data Platform provides finely detailed inline deduplication and variable block inline
compression that is always on for objects in the cache (SSD and memory) and capacity (SSD or HDD) layers.
Unlike other solutions, which require you to turn off these features to maintain performance, the deduplication
and compression capabilities in the Cisco data platform are designed to sustain and enhance performance and
significantly reduce physical storage capacity requirements.

Data Deduplication

Data deduplication is used on all storage in the cluster, including memory and SSD drives. Based on a patent-
pending Top-K Majority algorithm, the platform uses conclusions from empirical research that show that most
data, when sliced into small data blocks, has significant deduplication potential based on a minority of the data
blocks. By fingerprinting and indexing just these frequently used blocks, high rates of deduplication can be
achieved with only a small amount of memory, which is a high-value resource in cluster nodes (Figure 11).

Figure 11 Cisco HyperFlex HX Data Platform Optimizes Data Storage with No Performance Impact
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Inline Compression

The Cisco HyperFlex HX Data Platform uses high-performance inline compression on data sets to save storage
capacity. Although other products offer compression capabilities, many negatively affect performance. In con-
trast, the Cisco data platform uses CPU-offload instructions to reduce the performance impact of compression
operations. In addition, the log-structured distributed-objects layer has no effect on modifications (write opera-
tions) to previously compressed data. Instead, incoming modifications are compressed and written to a new lo-
cation, and the existing (old) data is marked for deletion, unless the data needs to be retained in a snapshot.

The data that is being modified does not need to be read prior to the write operation. This feature avoids typical
read-modify-write penalties and significantly improves write performance.


http://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_2_0_mssql_af.docx/_jcr_content/renditions/hyperflex_2_0_mssql_af_8.png

Log-Structured Distributed Objects

In the Cisco HyperFlex HX Data Platform, the log-structured distributed-object store layer groups and com-
presses data that filters through the deduplication engine into self-addressable objects. These objects are writ-
ten to disk in a log-structured, sequential manner. All incoming I/0—including random I/O—is written sequentially
to both the caching (SSD and memory) and persistent (SSD or HDD) tiers. The objects are distributed across all
nodes in the cluster to make uniform use of storage capacity.

By using a sequential layout, the platform helps increase flash-memory endurance. Because read-modify-write
operations are not used, there is little or no performance impact of compression, snapshot operations, and clon-
ing on overall performance.

Data blocks are compressed into objects and sequentially laid out in fixed-size segments, which in turn are se-
quentially laid out in a log-structured manner (Figure 12). Each compressed object in the log-structured seg-
ment is uniquely addressable using a key, with each key fingerprinted and stored with a checksum to provide
high levels of data integrity. In addition, the chronological writing of objects helps the platform quickly recover
from media or node failures by rewriting only the data that came into the system after it was truncated due to a
failure.

Figure 12 HyperFlex HX Data Platform Optimizes Data Storage with No Performance Impact
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Encryption

Securely encrypted storage optionally encrypts both the caching and persistent layers of the data platform. Inte-
grated with enterprise key management software, or with passphrase-protected keys, encrypting data at rest
helps you comply with HIPAA, PCI-DSS, FISMA, and SOX regulations. The platform itself is hardened to Federal
Information Processing Standard (FIPS) 140-1 and the encrypted drives with key management comply with the
FIPS 140-2 standard.

Data Services

The Cisco HyperFlex HX Data Platform provides a scalable implementation of space-efficient data services, in-
cluding thin provisioning, space reclamation, pointer-based snapshots, and clones—without affecting perfor-
mance.

Thin Provisioning

The platform makes efficient use of storage by eliminating the need to forecast, purchase, and install disk ca-
pacity that may remain unused for a long time. Virtual data containers can present any amount of logical space
to applications, whereas the amount of physical storage space that is needed is determined by the data that is
written. You can expand storage on existing nodes and expand your cluster by adding more storage-intensive
nodes as your business requirements dictate, eliminating the need to purchase large amounts of storage before
you need it.


http://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_2_0_mssql_af.docx/_jcr_content/renditions/hyperflex_2_0_mssql_af_9.png

Snapshots

The Cisco HyperFlex HX Data Platform uses metadata-based, zero-copy snapshots to facilitate backup opera-
tions and remote replication: critical capabilities in enterprises that require always-on data availability. Space-
efficient snapshots allow you to perform frequent online data backups without worrying about the consumption
of physical storage capacity. Data can be moved offline or restored from these snapshots instantaneously.

¢ Fast snapshot updates: When modified-data is contained in a snapshot, it is written to a new location, and
the metadata is updated, without the need for read-modify-write operations.

o Rapid snapshot deletions: You can quickly delete snapshots. The platform simply deletes a small amount
of metadata that is located on an SSD, rather than performing a long consolidation process as needed by
solutions that use a delta-disk technique.

o Highly specific snapshots: With the Cisco HyperFlex HX Data Platform, you can take snapshots on an indi-
vidual file basis. In virtual environments, these files map to drives in a virtual machine. This flexible speci-
ficity allows you to apply different snapshot policies on different virtual machines.

Many basic backup applications read the entire dataset, or the changed blocks since the last backup at a rate
that is usually as fast as the storage, or the operating system can handle. This can cause performance implica-
tions since HyperFlex is built on Cisco UCS with 40GbE that could result in multiple gigabytes per second of
backup throughput. These basic backup applications, such as Windows Server Backup, should be scheduled
during off-peak hours, particularly the initial backup if the application lacks some form of change block tracking.

Full featured backup applications, such as Veeam Backup and Replication v9.5, have the ability to limit the
amount of throughput the backup application can consume which can protect latency sensitive applications dur-
ing the production hours. With the release of v9.5 update 2, Veeam is the first partner to integrate HX native
snapshots into the product. HX Native snapshots do not suffer the performance penalty of delta-disk snapshots,
and do not require heavy disk 10 impacting consolidation during snapshot deletion.

Particularly important for SQL administrators is the Veeam Explorer for SQL which can provide transaction level
recovery within the Microsoft VSS framework. The three ways Veeam Explorer for SQL Server works to restore
SQL Server databases include; from the backup restore point, from a log replay to a point in time, and from a log
replay to a specific transaction - all without taking the VM or SQL Server offline.

Fast, Space-Efficient Clones

In the Cisco HyperFlex HX Data Platform, clones are writable snapshots that can be used to rapidly provision
items such as virtual desktops and applications for test and development environments. These fast, space-
efficient clones rapidly replicate storage volumes so that virtual machines can be replicated through just
metadata operations, with actual data copying performed only for write operations. With this approach, hundreds
of clones can be created and deleted in minutes. Compared to full-copy methods, this approach can save a sig-
nificant amount of time, increase IT agility, and improve IT productivity.

Clones are deduplicated when they are created. When clones start diverging from one another, data that is
common between them is shared, with only unique data occupying new storage space. The deduplication en-
gine eliminates data duplicates in the diverged clones to further reduce the clone’s storage footprint.


https://www.veeam.com/data-center-availability-suite.html
https://www.veeam.com/veeam-cisco-ucs.html
https://www.veeam.com/veeam-cisco-ucs.html
https://www.veeam.com/microsoft-sql-server-explorer.html
https://technet.microsoft.com/en-us/library/ee923636(v=ws.10).aspx

Data Replication and Availability

In the Cisco HyperFlex HX Data Platform, the log-structured distributed-object layer replicates incoming data,
improving data availability. Based on policies that you set, data that is written to the write cache is synchronously
replicated to one or two other SSD drives located in different nodes before the write operation is acknowledged
to the application. This approach allows incoming writes to be acknowledged quickly while protecting data from
SSD or node failures. If an SSD or node fails, the replica is quickly re-created on other SSD drives or nodes us-
ing the available copies of the data.

The log-structured distributed-object layer also replicates data that is moved from the write cache to the ca-
pacity layer. This replicated data is likewise protected from SSD or node failures. With two replicas, or a total of
three data copies, the cluster can survive uncorrelated failures of two SSD drives or two nodes without the risk
of data loss. Uncorrelated failures are failures that occur on different physical nodes. Failures that occur on the
same node affect the same copy of data and are treated as a single failure. For example, if one disk in a node
fails and subsequently another disk on the same node fails, these correlated failures count as one failure in the
system. In this case, the cluster could withstand another uncorrelated failure on a different node. See the Cisco
HyperFlex HX Data Platform system administrator’s guide for a complete list of fault-tolerant configurations and
settings.

If a problem occurs in the Cisco HyperFlex HX controller software, data requests from the applications residing
in that node are automatically routed to other controllers in the cluster. This same capability can be used to up-
grade or perform maintenance on the controller software on a rolling basis without affecting the availability of the
cluster or data. This self-healing capability is one of the reasons that the Cisco HyperFlex HX Data Platform is
well suited for production applications.

In addition, native replication transfers consistent cluster data to local or remote clusters. With native replication,
you can snapshot and store point-in-time copies of your environment in local or remote environments for back-
up and disaster recovery purposes.

Data Rebalancing

A distributed file system requires a robust data rebalancing capability. In the Cisco HyperFlex HX Data Platform,
no overhead is associated with metadata access, and rebalancing is extremely efficient. Rebalancing is a non-
disruptive online process that occurs in both the caching and persistent layers, and data is moved at a fine level
of specificity to improve the use of storage capacity. The platform automatically rebalances existing data when
nodes and drives are added or removed or when they fail. When a new node is added to the cluster, its capacity
and performance is made available to new and existing data. The rebalancing engine distributes existing data to
the new node and helps ensure that all nodes in the cluster are used uniformly from capacity and performance
perspectives. If a node fails or is removed from the cluster, the rebalancing engine rebuilds and distributes cop-
ies of the data from the failed or removed node to available nodes in the clusters.

Online Upgrades

Cisco HyperFlex HX-Series systems and the HX Data Platform support online upgrades so that you can expand
and update your environment without business disruption. You can easily expand your physical resources; add
processing capacity; and download and install BIOS, driver, hypervisor, firmware, and Cisco UCS Manager up-
dates, enhancements, and bug fixes.



Cisco Nexus 93180 Switches

The Cisco Nexus 93180YC-FX Switches has 48 10/25-Gbps Small Form Pluggable Plus (SFP+) ports and 6
Quad 40/100-Gbps SFP+ (QSFP+) uplink ports. All the ports are line rate, delivering 3.6 Tbps of throughput in a
1-rack-unit (1RU) form factor. Cisco Nexus 93180-YC-FX benefits are listed below:

o Specifications at-a-Glance
> 1 rack unit (1RU)
o 48 x 1/10/25-Gbps fiber ports
> 6 x 40/100-Gbps QSFP28 ports
o Up to 3.6 Tbps of bandwidth

o Architectural Flexibility
o Leaf-node support for Cisco ACI architecture with flexible port configuration

o Seamless convergence thanks to 48 downlink ports that can work as 1/10/25-Gbps Ethernet or FCoE
ports or as 8/16/32-Gbps Fibre Channel ports

o Easy migration with 6 uplink ports that can be configured as 40/100-Gbps Ethernet or FCoE ports

« Feature Rich
o Automated policy-based systems management with Cisco ACI
o Open APIs enable third-party integration with our partners

o Better management of speed mismatch between access and uplink ports with 40 MB of shared buffer
space

o Support for Fibre Channel interfaces for back-end storage connectivity

« Highly Available and Efficient Design
o High-performance, non-blocking architecture
> Easily deployed into either a hot-aisle or a cold-aisle configuration
o Redundant, hot-swappable power supplies and fan trays
o Simplified Operations
o Automate IT workflows and shorten app deployment from weeks to minutes
e Top-notch Security
o Whitelist model, policy enforcement and application security with Cisco ACI micro-segmentation

o Wire-rate MAC sec encryption on all ports

e Real-time Visibility and Telemetry
o Built-in Cisco Tetration sensors for rich traffic-flow telemetry and line-rate data collection
o Get actionable insights in less than 1 second

o Get visibility into everything in your data center

¢ Investment Protection

> Flexible migration options with support for 10-Gbps and 25-Gbps access connectivity and 40-Gbps and
100-Gbps uplinks



o Cisco's 40-Gbps bidirectional transceiver allows for reuse of an existing 10 Gigabit Ethernet multimode
cabling plant for 40 Gigabit Ethernet

o Resources

o Cisco Nexus 9300-EX and 9300-FX Platform Leaf

o Switches for Cisco Application Centric Infrastructure Data Sheet
Figure 13 Cisco Nexus 93180YC-FX Switch

VMware vSphere 6.7

VMware provides virtualization software. VMware’s enterprise software hypervisors for servers—VMware
vSphere ESX, vSphere ESXi, and vSphere—are bare-metal hypervisors that run directly on server hardware with-
out requiring an additional underlying operating system. VMware vCenter Server for vSphere provides central
management and complete control and visibility into clusters, hosts, virtual machines, storage, networking, and
other critical elements of your virtual infrastructure.

VMware vSphere 6.5 introduces many enhancements to vSphere Hypervisor, VMware virtual machines, vCenter
Server, virtual storage, and virtual networking, further extending the core capabilities of the vSphere platform.

What's New

The new enhancements in this release are as follows:

o ixgben driver enhancements: The ixgben driver adds queue pairing to optimize CPU efficiency.

o VMXNET3 enhancements: ESXi 6.7 Update 3 adds guest encapsulation offload and UDP, and ESP RSS
support to the Enhanced Networking Stack (ENS). Checksum calculations are offloaded from encapsulated
packets to the virtual device emulation and you can run RSS on UDP and ESP packets on demand. UDP
RSS supports both IPv4 and IPv6, while ESP RSS supports only IPv4. The feature requires a corresponding
VMXNET3 v4 driver.

« NVIDIA virtual GPU (vGPU) enhancements: With vCenter Server 6.7 Update 3, you can configure virtual
machines and templates with up to four vGPU devices to cover use cases requiring multiple GPU accel-
erators attached to a virtual machine. To use the vMotion vGPU feature, you must set the
vgpu.hotmigrate.enabled advanced setting to true and make sure that both your vCenter Server and ESXi
hosts are running vSphere 6.7 Update 3.
vMotion of multi GPU-accelerated virtual machines might fail gracefully under heavy GPU workload due to
the maximum switch over time of 100 secs. To avoid this failure, either increase the maximum allowable
switch over time or wait until the virtual machine is performing a less intensive GPU workload.

e bnxtnet driver enhancements: ESXi 6.7 Update 3 adds support for Broadcom 100G Network Adapters and
multi-RSS feed to the bnxtnet driver.

o QuickBoot support enhancements: ESXi 6.7 Update 3 whitelists Dell EMC vSAN Ready Nodes servers
R740XD and R640 for QuickBoot support.


https://www.cisco.com/c/en/us/products/interfaces-modules/40-gigabit-modules/index.html
https://www.cisco.com/c/en/us/products/collateral/switches/nexus-9000-series-switches/datasheet-c78-738259.html
https://www.cisco.com/c/en/us/products/collateral/switches/nexus-9000-series-switches/datasheet-c78-738259.html

o Configurable shutdown time for the sfcbd service: With ESXi 6.7 Update 3, you can configure the shut-
down time of the sfcbd service. You can set a shutdown time depending on the third-party CIM provider
that you use, or else use the default setting of 10 sec.

« New SandyBridge microcode: ESXi 6.7 Update 3 adds new SandyBridge microcode to the cpu-microcode
VIB to bring SandyBridge security up to par with other CPUs and fix per-VM Enhanced vMotion Compati-
bility (EVC) support. For more information, see VMware knowledge base article 1003212.

VMware vCenter Server

VMware vCenter Server provides the following features:

e Migration Tool

« Improved appliance management
o Native high availability

e Native backup and restore

« There are also general improvements to vCenter Server 6.7, including the vSphere Web Client and the ful-
ly supported HTML5-based vSphere Client.

VMware ESXi 6.7 Hypervisor

VMware ESXi 6.7 Hypervisor provides the following enhancements:

o With vSphere 6.7, administrators can find significant improvement in patching, upgrading, and managing
configuration of ESXi hosts through vSphere Update Manager that is enabled by default.

e VMware tool and virtual hardware upgrade

o Improvement in Host Profile, as well as in day to day operations

e Improvement in manageability and configuration rules for Auto-Deploy
e Enhanced monitoring added option to monitor GPU usage.

o Dedicated Gateways for VMkernel Network Adapter

o VMware vSphere Storage |I/O Control Using Storage Policy Based Management

VMware Horizon

VMware Horizon desktop virtualization solutions built on a unified architecture, so they are simple to manage and
flexible enough to meet the needs of all your organization's users. You use the same architecture and manage-
ment tools to manage public, private, and hybrid cloud deployments as you do for on premises deployments

e VMware Horizon Virtual machines and RDSH known as server-based hosted sessions: These are applica-
tions hosted from Microsoft Windows servers to any type of device, including Windows PCs, Macs,
smartphones, and tablets. Some VMware editions include technologies that further optimize the experi-
ence of using Windows applications on a mobile device by automatically translating native mobile-device
display, navigation, and controls to Windows applications; enhancing performance over mobile networks;
and enabling developers to optimize any custom Windows application for any mobile environment.


https://kb.vmware.com/s/article/1003212

e VMware Horizon RDSH session users also known as server-hosted desktops: These are inexpensive,
locked-down Windows virtual desktops hosted from Windows server operating systems. They are well
suited for users, such as call center employees, who perform a standard set of tasks.

Advantages of Using VMware Horizon

VMware Horizon 7 version 7.12 provides the following new features and enhancements:

¢ Instant Clones

o

A new type of desktop virtual machines that can be provisioned significantly faster than the traditional
View Composer linked clones.

A fully functional desktop can be provisioned in two seconds or less.

Recreating a desktop pool with a new OS image can be accomplished in a fraction of the time it takes a
View Composer desktop pool because the parent image can be prepared well ahead of the scheduled
time of pool recreation.

Clones are automatically rebalanced across available datastores.

View storage accelerator is automatically enabled.

You can use NVIDIA GRID vGPUs with instant-clone desktop pools. Configuring PColP as the display
protocol with NVIDIA GRID vGPU is a technical preview feature.

You can select multiple vLAN networks to create a larger instant-clone desktop pool. Only the static
port group is supported.

You can use the internal VM debug mode to troubleshoot internal virtual machines in an instant-clone
desktop pool or in an instant-clone farm.

Administrators can perform a restart or reset of the virtual desktops managed by the vCenter Server.
You can perform maintenance on instant-clone virtual machines by putting the ESXi hosts into mainte-

nance mode. Use vSphere Web Client to put the ESXi host into maintenance mode. The ESXi host
maintenance operation automatically deletes the parent virtual machines from that ESXi host.

« VMware Blast Extreme

o

o

VMware Blast Extreme is now fully supported on the Horizon platform.

Connections to physical machines that have no monitors attached are supported with NVIDIA graphics
cards. This is a technical preview feature for Horizon 7 version 7.12.

The Blast Secure Gateway includes Blast Extreme Adaptive Transport (BEAT) networking, which dynam-
ically adjusts to network conditions such as varying speeds and packet loss.

Administrators can select the VMware Blast display protocol as the default or available protocol for
pools, farms, and entitlements.

End users can select the VMware Blast display protocol when connecting to remote desktops and appli-
cations.

VMware Blast Extreme features include:
= TCP and UDP transport support
= H.264 support for the best performance across more devices

= Reduced device power consumption for longer battery life



=  NVIDIA GRID acceleration for more graphical workloads per server, better performance, and a su-
perior remote user experience

True SSO

o For VMware Identity Manager Integration, True SSO streamlines the end-to-end login experience. After
users log in to VMware ldentity Manager using a smart card or an RSA SecurlD or RADIUS token, users
are not required to also enter Active Directory credentials in order to use a remote desktop or applica-
tion.

o Uses a short-lived Horizon virtual certificate to enable a password-free Windows login.

o Supports using either a native Horizon Client or HTML Access.

o System health status for True SSO appears in the Horizon Administrator dashboard.

o Can be used in a single domain, in a single forest with multiple domains, and in a multiple-forest, multi-
ple-domain setup.

Smart Policies

o Control of the clipboard cut-and-paste, client drive redirection, USB redirection, and virtual printing
desktop features through defined policies.

o PColP session control through PColP profiles.

o Conditional policies based on user location, desktop tagging, pool name, and Horizon Client registry
values.

Configure the Clipboard Memory Size for VMware Blast and PColP Sessions
Horizon administrators can configure the server clipboard memory size by setting GPOs for VMware Blast
and PColP sessions. Horizon Client 4.1 users on Windows, Linux, and Mac OS X systems can configure the
client clipboard memory size. The effective memory size is the lesser of the server and client clipboard
memory size values.

VMware Blast Network Recovery Enhancements
Network recovery is now supported for VMware Blast sessions initiated from i0OS, Android, Mac OS X, Linux,
and Chrome OS clients. Previously, network recovery was supported only for Windows client sessions. If
you lose your network connection unexpectedly during a VMware Blast session, Horizon Client attempts to
reconnect to the network, and you can continue to use your remote desktop or application. The network
recovery feature also supports IP roaming, which means you can resume your VMware Blast session after
switching to a WiFi network.

Configure Horizon Administrator to not remember the login name
Horizon administrators can configure not to display the Remember user name check box and therefore not
remember the administrator's login name.

Allow Mac OS X Users to Save Credentials
Horizon administrators can configure Connection Server to allow Horizon Client Mac OS X systems to
remember a user's user name, password, and domain information. If users choose to have their credentials
saved, the credentials are added to the login fields in Horizon Client on subsequent connections.

Windows 10
o Windows 10 is supported as a desktop guest operating system

o Horizon Client runs on Windows 10

o Smart card is supported on Windows 10



o The Horizon User Profile Migration tool migrates Windows 7, 8/8.1, Server 2008 R2, or Server 2012 R2
user profiles to Windows 10 user profiles.
RDS Desktops and Hosted Apps

o Graphics Support. Existing 3D vDGA and GRID vGPU graphics solutions on VDI desktops have been ex-
tended to RDS hosts, enabling graphics-intensive applications to run on RDS desktops and Hosted
Apps.

o Enhanced Load Balancing. A new capability provides load balancing of server farm applications based
on memory and CPU resources.

o One-Way AD Trusts
One-way AD trust domains are now supported. This feature enables environments with limited trust re-
lationships between domains without requiring Horizon Connection Server to be in an external domain.
Cloud Pod Architecture (CPA) Enhancements

> Hosted App Support. Support for application remoting allows applications to be launched using global
entitlements across a pod federation.

o HTML Access (Blast) Support. Users can use HTML Access to connect to remote desktops and applica-
tions in a Cloud Pod Architecture deployment.
Access Point Integration

o Access Point is a hardened Linux-based virtual appliance that protects virtual desktop and application
resources to allow secure remote access from the Internet. Access Point provides a new authenticating
DMZ gateway to Horizon Connection Server. Smart card support on Access Point is available as a Tech
Preview. Security server will continue to be available as an alternative configuration. For more infor-

mation, see Deploying and Configuring Access Point.
FIPS

o Install-time FIPS mode allows customers with high security requirements to deploy Horizon 6.

Graphics Enhancements
o AMD vDGA enables vDGA pass-through graphics for AMD graphics hardware.
> 4K resolution monitors (3840x2160) are supported.

Horizon Administrator Enhancements

o Horizon Administrator shows additional licensing information, including license key, named user and
concurrent connection user count.

o Pool creation is streamlined by letting Horizon administrators clone existing pools.

Horizon 7 for Linux Desktop Enhancements

o Support for managed virtual machines

o Support for smart card redirection with SSO
o Support for Horizon Client for iOS

o Support for SLES 12 SP1

o Support for H.264 encoder software

o True SSO support on the RHEL/CentOS 7 desktops
True single sign-on (SSO) is now supported on RHEL 7 and CentOS desktops.


https://pubs.vmware.com/horizon-62-view/topic/com.vmware.ICbase/PDF/access-point-20-deploy-config-guide.pdf

o Additional supported platforms
Support the Ubuntu 18.04, RHEL/CentOS 6.10, and RHEL/CentOS 7.5 platforms have been added.

o Instant-clone support for RHEL 7.1 and later versions
You can now create instant-clone floating desktop pool on systems with RHEL 7.1 or later installed.
o Additional Features
o Support for IPv6 with VMware Blast Extreme on security servers.

> Horizon Administrator security protection layer. See VMware Knowledge Base (KB) article 2144303 for
more information.

o Protection against inadvertent pool deletion.

o RDS per-device licensing improvements.

o Support for Intel vDGA.

o Support for AMD Multiuser GPU Using vDGA.
o More resilient upgrades.

o Display scaling for Windows Horizon Clients.

o DPI scaling is supported if it is set at the system level and the scaling level is greater than 100.

e VvSphere Support
o vSphere 6.7 U2 is supported.

o Virtual Desktops

> vMotion support for vGPU-enabled virtual desktops

What are VMware RDS Hosted Sessions?

The following describes the VMware RDS Hosted Sessions:

e« An RDS host is a server computer that hosts applications and desktop sessions for remote access. An
RDS host can be a virtual machine or a physical server.

e An RDS host has the Microsoft Remote Desktop Services role, the Microsoft Remote Desktop Session
Host service, and Horizon Agent installed. Remote Desktop Services was previously known as Terminal
Services. The Remote Desktop Session Host service allows a server to host applications and remote
desktop sessions. With Horizon Agent installed on an RDS host, users can connect to applications and
desktop sessions by using the display protocol PColP or Blast Extreme. Both protocols provide an opti-
mized user experience for the delivery of remote content, including images, audio, and video.

« The performance of an RDS host depends on many factors. For information on how to tune the perfor-
mance of different versions of Windows Server, see
http://msdn.microsoft.com/library/windows/hardware/gg463392.aspx.

e Horizon 7 supports at most one desktop session and one application session per user on an RDS host.

e« When users submit print jobs concurrently from RDS desktops or applications that are hosted on the same
RDS host, the ThinPrint server on the RDS host processes the print requests serially rather than in parallel.
This can cause a delay for some users. Note that the print server does not wait for a print job to complete
before processing the next one. Print jobs that are sent to different printers will print in parallel.


http://msdn.microsoft.com/library/windows/hardware/gg463392.aspx

o If a user launches an application and also an RDS desktop, and both are hosted on the same RDS host,
they share the same user profile. If the user launches an application from the desktop, conflicts may result
if both applications try to access or modify the same parts of the user profile, and one of the applications
may fail to run properly.

e The process of setting up applications or RDS desktops for remote access involves the following tasks:

« Installing Applications

o If you plan to create application pools, you must install the applications on the RDS hosts. If you want
Horizon 7 to automatically display the list of installed applications, you must install the applications so
that they are available to all users from the Start menu. You can install an application at any time before
you create the application pool. If you plan to manually specify an application, you can install the appli-
cation at any time, either before or after creating an application pool.

e Important

> When you install an application, you must install it on all the RDS hosts in a farm and in the same loca-
tion on each RDS host. If you do not, a health warning will appear on the View Administrator dashboard.
In such a situation, if you create an application pool, users might encounter an error when they try to run
the application.

o When you create an application pool, Horizon 7 automatically displays the applications that are available
to all users rather than individual users from the Start menu on all of the RDS hosts in a farm. You can
choose any applications from that list. In addition, you can manually specify an application that is not
available to all users from the Start menu. There is no limit on the number of applications that you can
install on an RDS host.

Farms, RDS Hosts, Desktop and Application Pools

With VMware Horizon, you can create desktop and application pools to give users remote access to virtual ma-
chine-based desktops, session-based desktops, physical computers, and applications. Horizon takes advantage
of Microsoft Remote Desktop Services (RDS) and VMware PC-over-IP (PColP) technologies to provide high-
quality remote access to users as follows:

e RDS Hosts

> RDS hosts are server computers that have Windows Remote Desktop Services and View Agent installed.
These servers host applications and desktop sessions that users can access remotely. To use RDS
desktop pools or applications, your end users must have access to Horizon Client 3.0 or later software.

e Desktop Pools

o There are three types of desktop pools: automated, manual, and RDS. Automated desktop pools use a
vCenter Server virtual machine template or snapshot to create a pool of identical virtual machines. Man-
ual desktop pools are a collection of existing vCenter Server virtual machines, physical computers, or
third-party virtual machines. In automated or manual pools, each machine is available for one user to
access remotely at a time. RDS desktop pools are not a collection of machines, but instead, provide us-
ers with desktop sessions on RDS hosts. Multiple users can have desktop sessions on an RDS host sim-
ultaneously.

e Application Pools

o Application pools let you deliver applications to many users. The applications in application pools run on
a farm of RDS hosts.



e Farms

o Farms are collections of RDS hosts and facilitate the management of those hosts. Farms can have a var-
iable number of RDS hosts and provide a common set of applications or RDS desktops to users. When
you create an RDS desktop pool or an application pool, you must specify a farm. The RDS hosts in the
farm provide desktop and application sessions to users.

Figure 14 VMware Horizon Architectural Overview
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Architecture and Design of VMware Horizon on Cisco Unified Computing System and
Cisco HyperFlex System Design Fundamentals

There are many reasons to consider a virtual desktop solution, such as an ever growing and diverse base of user
devices, complexity in management of traditional desktops, security, and even Bring Your Own Computer
(BYOC) to work programs. The first step in designing a virtual desktop solution is to understand the user com-
munity and the type of tasks that are required to successfully execute their role. The following sample user clas-
sifications are provided:

« Knowledge Workers today do not just work in their offices all day; they attend meetings, visit branch offic-
es, work from home, and even coffee shops. These anywhere workers expect access to all of their same
applications and data wherever they are.

o External Contractors are increasingly part of your everyday business. They need access to certain portions
of your applications and data, yet administrators still have little control over the devices they use and the
locations they work from. Consequently, IT is stuck making trade-offs on the cost of providing these
workers a device vs. the security risk of allowing them access from their own devices.

e Task Workers perform a set of well-defined tasks. These workers access a small set of applications and
have limited requirements from their PCs. However, since these workers are interacting with your custom-
ers, partners, and employees, they have access to your most critical data.



o Mobile Workers need access to their virtual desktop from everywhere, regardless of their ability to con-
nect to a network. In addition, these workers expect the ability to personalize their PCs, by installing their
own applications and storing their own data, such as photos and music, on these devices.

o Shared Workstation users are often found in state-of-the-art university and business computer labs, con-
ference rooms or training centers. Shared workstation environments have the constant requirement to re-
provision desktops with the latest operating systems and applications as the needs of the organization
change, tops the list.

After the user classifications have been identified and the business requirements for each user classification
have been defined, it becomes essential to evaluate the types of virtual desktops that are needed based on user
requirements. There are essentially five potential desktops environments for each user:

« Traditional PC: A traditional PC is what -typically|| constituted a desktop environment: physical device with
a locally installed operating system.

« Remote Desktop Server Session (RDSH) Hosted Shared Desktop: A hosted, server-based desktop is a
desktop where the user interacts through a delivery protocol. With hosted, server-based desktops, a sin-
gle installed instance of a server operating system, such as Microsoft Windows Server 2012,2016 or
2019, is shared by multiple users simultaneously. Each user receives a desktop " session" and works in an
isolated memory space. Changes made by one user could impact the other users.

» Remote Desktop Hosted Sessions (RDSH): A Remote Desktop Hosted Sessions (RDSH) is a virtual desktop
running either on virtualization layer (ESX) or on bare metal hardware. The user does not work with and sit
in front of the desktop, but instead the user interacts through a delivery protocol.

o Published Applications: Published applications run entirely on the VMware RDSH Session Hosts and the
user interacts through a delivery protocol. With published applications, a single installed instance of an
application, such as Microsoft, is shared by multiple users simultaneously. Each user receives an applica-
tion "session" and works in an isolated memory space.

o Streamed Applications: Streamed desktops and applications run entirely on the user‘s local client device
and are sent from a server on demand. The user interacts with the application or desktop directly, but the
resources may only available while they are connected to the network.

e Local Virtual Desktop: A local virtual desktop is a desktop running entirely on the user‘s local device and
continues to operate when disconnected from the network. In this case, the user’s local device is used as
a type 1 hypervisor and is synchronized with the data center when the device is connected to the network.

For the purposes of the validation represented in this document, both Horizon Virtual Desktops and Remote
Desktop sever Hosted Sessions were validated. Each of the sections provides some fundamental design deci-
sions for this environment.

Understanding Applications and Data

When the desktop user groups and sub-groups have been identified, the next task is to catalog group applica-
tion and data requirements. This can be one of the most time-consuming processes in the VDI planning exercise
but is essential for the VDI project’s success. If the applications and data are not identified and co-located, per-
formance will be negatively affected.

The process of analyzing the variety of application and data pairs for an organization will likely be complicated by
the inclusion cloud applications, like SalesForce.com. This application and data analysis is beyond the scope of



this Cisco Validated Design but should not be omitted from the planning process. There are a variety of third-
party tools available to assist organizations with this crucial exercise.

Project Planning and Solution Sizing Sample Questions

Now that user groups, their applications and their data requirements are understood, some key project and solu-
tion sizing questions may be considered.

General project questions should be addressed at the outset, including:

Has a VDI pilot plan been created based on the business analysis of the desktop groups, applications, and
data?

Is there infrastructure and budget in place to run the pilot program?

Are the required skill sets to execute the VDI project available? Can we hire or contract for them?
Do we have end user experience performance metrics identified for each desktop sub-group?
How will we measure success or failure?

What is the future implication of success or failure?

Below is a short, non-exhaustive list of sizing questions that should be addressed for each user sub-group:

What is the desktop OS planned? Windows 7, Windows 8, or Windows 107

32-bit or 64-bit desktop OS?

How many virtual desktops will be deployed in the pilot? In production? All Windows 7/8/107?
How much memory per target desktop group desktop?

Are there any rich media, Flash, or graphics-intensive workloads?

What is the end point graphics processing capability?

Will VMware RDSH for Remote Desktop Server Hosted Sessions used?

If RDSH is used what is the desktop OS planned? Server 2008, Server 2012, 2016 or Server 20197
How many RDSH sessions will be deployed in the pilot? In production?

What is the hypervisor for the solution?

What is the storage configuration in the existing environment?

Are there sufficient IOPS available for the write-intensive VDI workload?

Will there be storage dedicated and tuned for VDI service?

Is there a voice component to the desktop?

Is anti-virus a part of the image?

Is user profile management (such as non-roaming profile based) part of the solution?

What is the fault tolerance, failover, disaster recovery plan?

Are there additional desktop sub-group specific questions?



Desktop Virtualization Design Fundamentals

An ever growing and diverse base of user devices, complexity in management of traditional desktops, security,
and even Bring Your Own Device (BYOD) to work programs are prime reasons for moving to a virtual desktop
solution.

VMware Horizon Design Fundamentals

VMware Horizon 7 integrates Remote Desktop Server Hosted sessions users and VDI desktop virtualization tech-
nologies into a unified architecture that enables a scalable, simple, efficient, mixed users and manageable solu-
tion for delivering Windows applications and desktops as a service.

Users can select applications from an easy-to-use “store” that is accessible from tablets, smartphones, PCs,
Macs, and thin clients. VMware Horizon delivers a native touch-optimized experience via PColP or Blast Extreme
high-definition performance, even over mobile networks.

Horizon VDI Pool and RDSH Servers Pool

Collections of identical Virtual Machines (VMs) or physical computers are managed as a single entity called a
Desktop Pool. In this CVD, VM provisioning relies on VMware View Composer aligning with VMware Horizon
View Connection Server and vCenter Server components. Machines in these Pools are configured to run either a
Windows Server 2019 OS (for RDSH hosted shared sessions) or a Windows 10 Desktop OS (for, instant clone
and persistent VDI desktops).

# Server OS and Desktop OS Machines were configured in this CVD to support RDSH hosted shared desk-
tops and a variety of VDI Remote Desktop Hosted Sessions (RDSH) virtual desktops.

Figure 15 VMware Horizon Design Overview
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Figure 16 Horizon VDI and RDSH Desktop Delivery Based on Display Protocol (PColP/Blast/RDP)
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Multiple Site Configuration

If you have multiple regional sites, you can use any of the Load Balances Tools to direct the user connections to
the most appropriate site to deliver the desktops and application to users.

Figure 17 illustrating sites, shows a site created in two data centers. Having two sites globally, rather than just
one, minimizes the amount of unnecessary WAN traffic. Two Cisco blade servers host the required infrastructure
services (Domain Controllers, DNS, DHCP, Profile, SQL, VMware Horizon View Connection Servers, View Com-
poser server and web servers).



Figure 17 Multisite Configuration Overview
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Based on the requirement and no of data centers or remote location, we can choose any of the available Load
balancing software or tools accelerates the application performance, load balances servers, increases security,
and optimizes the user experience.

‘& Multi-Site configuration is shown as the example.

Designing a VMware Horizon Environment for Various Workload Types

With VMware Horizon 7, the method you choose to provide applications or desktops to users depends on the
types of applications and desktops you are hosting and available system resources, as well as the types of users
and user experience you want to provide.

User Type =ne Experience

Server OS machines You want: Inexpensive server-based deliver to minimize the cost of delivering applica-
tions to a large number of users while providing a secure, high-definition user ex-

perience.

Your users: Perform well-defined tasks and do not require personalization or offline



User Type and Experience

access to applications. Users may include task workers such as call center opera-
tors and retail workers, or users that share workstations.

Application types: Any application.

Desktop OS machines You want: A client-base application delivery solution that is secure, provides central-
ized management, and supports a large number of users per host server (or hy-
pervisor), while providing users with applications that display seamlessly in high-
definition.

Your users: Are internal, external contractors, third-party collaborators, and other pro-
visional team members. Users do not require offline access to hosted applications.

Application types: Applications that might not work well with other applications or
might interact with the operating system, such as .NET framework. These types of
applications are ideal for hosting on virtual machines. Applications running on old-
er operating systems such as Windows XP or Windows Vista, and older architec-
tures such as 32-bit or 16-bit. By isolating each application on its own virtual ma-
chine, if one machine fails, it does not impact other users.

Remote PC Access You want: Employees with secure remote access to a physical computer without using
a VPN. For example, the user may be accessing their physical desktop PC from
home or through a public WIFI hotspot. Depending upon the location, you may
want to restrict the ability to print or copy and paste outside of the desktop. This
method enables BYO device support without migrating desktop images into the
datacenter.

Your users: Employees or contractors that have the option to work from home but need
access to specific software or data on their corporate desktops to perform their
jobs remotely.

Host: The same as Desktop OS machines.

Application types: Applications that are delivered from an office computer and display
seamlessly in high definition on the remote user's device.

For the Cisco Validated Design described in this document, individual configuration of Remote Desktop Server
Hosted sessions (RDSH) using RDS-based Server OS machines and Virtual Desktops using Desktop OS ma-
chines via Instant-clone, Linked- clone automated pool and Full clone persistent desktops were configured and
tested. The following sections discuss design decisions relative to the VMware Horizon deployment, including
this CVD test environment.

Solution Design

Requirements

The following sections detail the physical hardware, software revisions, and firmware versions required to install
a single cluster of the Cisco HyperFlex system. This solution cluster will have a two-to-one ratio for Compute
Only nodes to Converged Nodes. There are 16 Compute Only Nodes and 8 Converged Nodes for a total of 24
nodes.



Physical Components

Table 2 HyperFlex System Components

Hardware ReqUired

Fabric Interconnects Two Cisco UCS 6454 Fabric Interconnects

Servers Eight Cisco HyperFlex HXAF220c-M5SX All-Flash rack servers

For complete server specifications and more information, please refer to the Cisco HyperFlex HXAF220c M5
Node Spec Sheet

Table 3 lists the hardware component options for the HXAF220c-M5SX server model:

Table 3 Table 4 HXAF220c-M5SX Server Options

HXAF220c-M5SX Options Hardware Required

Processors Chose a matching pair of 2nd Generation Intel Xeon 6230 Processor Scalable
Family CPUs

Memory 786 GB total memory using 64 GB DDR4 2933 MHz 1.2v modules depending on
CPU type

Disk Controller Cisco 12Gbps Modular SAS HBA

SSDs Standard:

One 240 GB 2.5 Inch Enterprise Value 6G SATA SSD
1.6 TB 2.5 Inch Extreme Performance SAS SSD

Six to eight 3.8 TB 2.5 Inch Enterprise Value 6G SATA SSDs, or six to eight 960 GB
2.5 Inch Enterprise Value 6G SATA SSDs

SED:
One 240 GB 2.5 Inch Enterprise Value 6G SATA SSD
One 800 GB 2.5 Inch Enterprise Performance 12G SAS SED SSD

Six to eight 3.8 TB 2.5 Inch Enterprise Value 6G SATA SED SSDs, or six to eight
960 GB 2.5 Inch Enterprise Value 6G SATA SED SSDs

Network Cisco UCS VIC 1457 VIC MLOM
Boot Device One 240 GB M.2 form factor SATA SSD
microSD Card One 32GB microSD card for local host utilities storage (Not used in this study)

Optional


https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged-infrastructure/hyperflex-hx-series/hxaf-220c-m5-specsheet.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged-infrastructure/hyperflex-hx-series/hxaf-220c-m5-specsheet.pdf

Table 4 lists the hardware component options for the Cisco UCS 220c-M5SX server model.

Table 4 Cisco UCS 229C-M5SX Server Options

Processors Chose a matching pair of 2nd Generation Intel Xeon 6230 Processor Scalable
Family CPUs

Memory 786 GB total memory using 64 GB DDR4 2933 MHz 1.2v modules depending on
CPU type

Disk Controller Cisco 12Gbps Modular SAS HBA

SSDs Standard

SED

Network Cisco UCS VIC 1457 VIC MLOM

Boot Device One 240 GB M.2 form factor SATA SSD

microSD Card One 32GB microSD card for local host utilities storage (Not used in this study)

Optional

Table 5 lists the hardware component options for the UCS240c-M5L server model:

Table 5 Cisco UCS B200-M5 Server Options

B200-M5 Options Hardware Required

Processors Chose a matching pair of 2nd Generation Intel Xeon Processor Scalable Family
CPUs

Memory 786 GB total memory using 64 GB DDR4 2933 MHz 1.2v modules depending on
CPU type

Disk Controller Cisco 12Gbps Modular SAS HBA

SSDs One 240 GB 2.5 Inch Enterprise Value 6G SATA SSD

One 3.2 TB 2.5 Inch Enterprise
Performance 12G SAS
SSD

HDDs Six to twelve 12 TB, 8 TB or 6 TB SAS 7.2K RPM LFF HDD

Network Cisco UCS VIC1440 VIC



B200-M5 Options Hardware Required

Boot Device One 240 GB M.2 form factor SATA SSD
microSD Card One 32GB microSD card for local host utilities storage
Optional Cisco HyperFlex Acceleration Engine card

Software Components

The software components of the Cisco HyperFlex system must meet minimum requirements for the Cisco UCS
firmware, hypervisor version, and the Cisco HyperFlex Data Platform software in order to interoperate properly.

For additional hardware and software combinations, refer to the public Cisco UCS Hardware Compatibility
webpage: https://ucshcltool.cloudapps.cisco.com/public/

Table 6 lists the software components and the versions required for the Cisco HyperFlex 4.0 system:

Table 6 Software Components

SOftware ReqUi red

Hypervisor VMware ESXi 6.7 Update 3
CISCO Custom Image for ESXi 6.7 Update 3 for HyperFlex:
HX-ESXi-6.7U3-15160138-Cisco-Custom-6.7.3.3-install-only.iso

NOTE: Using a published Cisco custom ESXi ISO installer file is required when in-
stalling/reinstalling ESXi or upgrading to a newer version prior to installing Hy-
perFlex. An offline bundle file is also provided to upgrade ESXi on running
clusters.

NOTE: ESXi 6.0 is not supported on servers equipped with the Cisco VIC1457
card, or the HXAF220c-M5N model servers. Each of these requires ESXi 6.5
Update 3 or higher.

NOTE: VMware vSphere Standard, Essentials Plus, ROBO, Enterprise or Enterprise
Plus licensing is required from VMware.

Management Server VMware vCenter Server for Windows or vCenter Server Appliance 6.0 U3c or later.

Refer to http://www.vmware.com/resources/compatibility/sim/interop matrix.php

for interoperability of your ESXi version and vCenter Server.

Cisco HyperFlex Data Plat- Cisco HyperFlex HX Data Platform Software 4.0(2a)
form
Cisco UCS Firmware Cisco UCS Infrastructure software, B-Series and C-Series bundles, revision

4.0(49) or later.


https://ucshcltool.cloudapps.cisco.com/public/
http://www.vmware.com/resources/compatibility/sim/interop_matrix.php

Licensing

Cisco HyperFlex systems must be properly licensed using Cisco Smart Licensing, which is a cloud-based soft-
ware licensing management solution used to automate many manual, time consuming and error prone licensing
tasks. Cisco HyperFlex 2.5 and later communicate with the Cisco Smart Software Manager (CSSM) online ser-
vice via a Cisco Smart Account, to check out or assign available licenses from the account to the Cisco Hyper-
Flex cluster resources. Communications can be direct via the internet, they can be configured to communicate
via a proxy server, or they can communicate with an internal Cisco Smart Software Manager satellite server,
which caches and periodically synchronizes licensing data. In a small number of highly secure environments,
systems can be provisioned with a Permanent License Reservation (PLR) which does not need to communicate
with CSSM. Contact your Cisco sales representative or partner to discuss if your security requirements will ne-
cessitate use of these permanent licenses. New HyperFlex cluster installations will operate for 90 days without
licensing as an evaluation period, thereafter the system will generate alarms and operate in a non-compliant
mode. Systems without compliant licensing will not be entitled to technical support.

For more information on the Cisco Smart Software Manager satellite server, visit this website:
https://www.cisco.com/c/en/us/buy/smart-accounts/software-manager-satellite.htmi

Beginning with Cisco HyperFlex 3.0, licensing of the system requires one license per node from one of three dif-
ferent licensing editions; Edge licenses, Standard licenses, or Enterprise licenses. Depending on the type of
cluster being installed, and the desired features to be activated and used in the system, licenses must be pur-
chased from the appropriate licensing tier. Additional features in the future will be added to the different licens-
ing editions as they are released, the features listed below are current only as of the publication of this docu-
ment.

Table 7 lists an overview of the licensing editions, and the features available with each type of license:

Table 7 HyperFlex System License Editions

HyperFlex Licens- Standard Enterprise
ing Edition
(in addition to Edge) (in addition to Standard)
Features Available HyperFlex Edge clusters HyperFlex standard clus- Stretched clusters
without Fabric Inter- ters with Fabric Inter-
connects connects 220 all-NVMe server models
220 SFF model servers 220 and 240 SFF server Cisco HyperFlex Acceleration
only models and 240 LFF Engine cards
server models
Hybrid or All-Flash Compute-only nodes up to 2:1

Replication Factor 3 ratio

ESXi Hypervisor only
Hyper-V and Kubernetes

Replication Factor 2 only platforms
1 Gb or 10 Gb Ethernet Cluster expansions
only
Compute-only nodes up
Compression to 1:1 ratio
Deduplication 10 Gb, 25 Gb or 40 Gb

. Ethernet
HyperFlex native snap-


https://www.cisco.com/c/en/us/buy/smart-accounts/software-manager-satellite.html

HyperFlex Licens- Standard Enterprise

ing Edition
(in addition to Edge) (in addition to Standard)
shots Data-at-rest encryption
using self-encrypting
Rapid Clones disks
HyperFlex native replica- Logical Availability Zones
tion

Management via vCenter
plugin, HyperFlex
Connect, or Cisco In-
tersight

Licensing required to replicate 2:1 CO: HCI
For replicating this CVD with 2:1 CO:HCI ratio, the Enterprise edition License is required.

For a comprehensive guide to licensing and all the features in each edition, consult the Cisco HyperFlex Licens-
ing Guide here:

https://www.cisco.com/c/en/us/td/docs/hyperconverged systems/HyperFlex HX DataPlatformSoftware/b Cis
co_HyperFlex_ Systems Ordering _and_Licensing Guide/b Cisco HyperFlex Systems Ordering and_Licensing
Guide chapter 01001.html

Physical Topology

Topology Overview

The Cisco HyperFlex system is composed of a pair of Cisco UCS Fabric Interconnects along with up to thirty-
two HX-Series rack-mount servers per cluster. Up to thirty-two compute-only servers can also be added per
HyperFlex cluster. Adding Cisco UCS rack-mount servers and/or Cisco UCS 5108 Blade chassis, which house
Cisco UCS blade servers, allows for additional compute resources in an extended cluster design. The two Fabric
Interconnects both connect to every HX-Series rack-mount server, and both connect to every Cisco UCS 5108
blade chassis, and Cisco UCS rack-mount server. Upstream network connections, also referred to as “north-
bound” network connections are made from the fabric interconnects to the customer datacenter network at the
time of installation.


https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/b_Cisco_HyperFlex_Systems_Ordering_and_Licensing_Guide/b_Cisco_HyperFlex_Systems_Ordering_and_Licensing_Guide_chapter_01001.html
https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/b_Cisco_HyperFlex_Systems_Ordering_and_Licensing_Guide/b_Cisco_HyperFlex_Systems_Ordering_and_Licensing_Guide_chapter_01001.html
https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/b_Cisco_HyperFlex_Systems_Ordering_and_Licensing_Guide/b_Cisco_HyperFlex_Systems_Ordering_and_Licensing_Guide_chapter_01001.html

Figure 18 HyperFlex Standard Cluster Topology
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Hardware Deployed

The solution contains the following hardware as shown in Figure 17:

e Two Cisco Nexus 93180YC-FX Layer 2 Access Switches
e Two Cisco Fabric Interconnects 6454

« Two Cisco UCS C220 M4 Rack servers with dual socket Intel Xeon E5-2620v4 2.1-GHz 8-core proces-
sors, 128GB RAM 2133-MHz and VIC1227 mLOM card for the hosted infrastructure with N+1 server fault
tolerance. (Not show in the diagram).



o Eight Cisco HXAF220C M5 Rack servers with Intel Xeon Gold 6230 scalable family 2.3-GHz 18-core pro-
cessors, 768GB RAM 2666-MHz and VIC1457 mLOM cards running Cisco HyperFlex data platform
v4.0(1a) for the virtual desktop workloads with N+1 server fault tolerance.

o Eight Cisco UCS C220 M5 Rack servers with Intel Xeon Gold 6230 scalable family 2.3-GHz 18-core pro-
cessors, 768GB RAM 2666-MHz and VIC1457 mLOM cards running Cisco HyperFlex data platform
v4.0(1a) for the virtual desktop workloads with N+1 server fault tolerance

e Eight Cisco UCS B200 M5 Blade servers with Intel Xeon Gold 6230 scalable family 2.3-GHz 18-core pro-
cessors, 768GB RAM 2666-MHz and VIC1440 cards running Cisco HyperFlex data platform v4.0(1a) for
the virtual desktop workloads with N+1 server fault tolerance.

Software Deployed

Table 8 lists the software and firmware version used in the study.

Table 8 Software and Firmware Versions

Cisco UCS Component Firmware 4.0(49g) bundle release
Cisco UCS Manager 4.0(49) bundle release
Cisco UCS HXAF220c-M5S rack server 4.0(49) bundle release
Cisco VIC 1457 4.2(2b)

Cisco UCS B200 M5 blade server 4.0(1b) bundle release
Cisco VIC 1440 4.2(2d)

Cisco HyperFlex Data Platform 4.0.(2a)

Cisco Cisco eNIC 2.1.2.71

Cisco Cisco fNIC 1.6.0.37

Network Cisco Nexus 9000 NX-0S 7.0(3)I17(2)

VMware Horizon Connection Server 7.12.0-15770369
VMware Horizon Agent 7.12.0-15805436
VMware Horizon Client 5.4.3-16346110

VMware vCenter Server Appliance 6.7-0 -42000



Fabric Interconnects

Fabric Interconnects (Fl) are deployed in pairs, wherein the two units operate as a management cluster, while
forming two separate network fabrics, referred to as the A side and B side fabrics. Therefore, many design ele-
ments will refer to FI A or FI B, alternatively called fabric A or fabric B. Both Fabric Interconnects are always ac-
tive, passing data on both network fabrics for a redundant and highly available configuration. Management ser-
vices, including Cisco UCS Manager, are also provided by the two FIs but in a clustered manner, where one Fl is
the primary, and one is secondary, with a roaming clustered IP address. This primary/secondary relationship is
only for the management cluster and has no effect on data transmission.

Fabric Interconnects have the following ports, which must be connected for proper management of the Cisco
UCS domain:

e Mgmt: A 10/100/1000 Mbps port for managing the Fabric Interconnect and the Cisco UCS domain via GUI
and CLI tools. This port is also used by remote KVM, IPMI and SoL sessions to the managed servers within
the domain. This is typically connected to the customer management network.

e L1: A cross connect port for forming the Cisco UCS management cluster. This port is connected directly
to the L1 port of the paired Fabric Interconnect using a standard CAT5 or CAT6 Ethernet cable with RJ45
plugs. It is not necessary to connect this to a switch or hub.

e L2: A cross connect port for forming the Cisco UCS management cluster. This port is connected directly
to the L2 port of the paired Fabric Interconnect using a standard CAT5 or CAT6 Ethernet cable with RJ45
plugs. It is not necessary to connect this to a switch or hub.

o Console: An RJ45 serial port for direct console access to the Fabric Interconnect. This port is typically
used during the initial Fl setup process with the included serial to RJ45 adapter cable. This can also be
plugged into a terminal aggregator or remote console server device.

HX-Series Rack-Mount Servers

The HX-Series converged servers are connected directly to the Cisco UCS Fabric Interconnects in Direct Con-
nect mode. This option enables Cisco UCS Manager to manage the HX-Series Rack-Mount Servers using a sin-
gle cable for both management traffic and data traffic. Cisco HyperFlex M5 generation servers can be configured
with the Cisco VIC 1387 or VIC 1457 cards. The standard and redundant connection practice for the VIC 1387 is
to connect port 1 of the VIC card (the right-hand port) to a port on FI A, and port 2 of the VIC card (the left-hand
port) to a port on FI B (Figure 19). For the VIC 1457 card, the standard and redundant practice is to connect port
1 of the VIC card (the left-hand most port) to a port on Fl A, and connect port 3 (the right-center port) to a port
on FI B (Figure 20). An optional configuration method for servers containing the Cisco VIC 1457 card is to cable
the servers with 2 links to each Fl, using ports 1 and 2 to FI A, and ports 3 and 4 to FI B. The HyperFlex installer
checks for these configurations, and that all servers’ cabling matches. Failure to follow this cabling best practice
can lead to errors, discovery failures, and loss of redundant connectivity.

All nodes within a Cisco HyperFlex cluster must be connected at the same communication speed, for example,
mixing 10 Gb with 25 Gb interfaces is not allowed. In addition, for clusters that contain only M5 generation
nodes, all of the nodes within a cluster must contain the same model of Cisco VIC cards.

Various combinations of physical connectivity between the Cisco HX-series servers and the Fabric Interconnects
are possible, but only specific combinations are supported. Table 9 lists the possible connections, and which of
these methods is supported.




Table 9 Supported Physical Connectivity

Fabric 6248 | 6296 | 6332 6332-16UP 6454
Interconnect Model
10GbE 10GbE 10GbE

Port Type 10GDE | TOGDE | 40GBE | oy our 40GRE | g eakout onboard 10GBE | 25GbE
M4 with VIC 1227 4 4 X X X X X v X
M4 with VIC 1387 X X v X v X X X X
M4 with VIC 1387 % 7 > X < < > v >
+ QSA

M5 with VIC 1387 X X v X v X X X X
M5 with VIC 1387 7 y, > < < < > 7 >
+ QSA

M5 with VIC 1457 4 4 X X X X X v v

Figure 19 HX-Series Server with Cisco VIC 1457 Connectivity
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Figure 20 Cisco UCS B200 M5 Compute Only Node with Cisco VIC 1440 Connectivity
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Cisco UCS B-Series Blade Servers

HyperFlex extended clusters can also incorporate 1-32 Cisco UCS blade servers for additional compute capaci-
ty. The blade chassis comes populated with 1-4 power supplies, and 8 modular cooling fans. In the rear of the



chassis are two bays for installation of Cisco Fabric Extenders. The Fabric Extenders (also commonly called 10
Modules, or IOMs) connect the chassis to the Fabric Interconnects. Internally, the Fabric Extenders connect to
the Cisco VIC card installed in each blade server across the chassis backplane. The standard connection prac-
tice is to connect 1-8 10 GbE links, or 1-4 40 GbE links (depending on the IOMs and Fls purchased) from the
left-side IOM, or IOM 1, to FI A, and to connect the same number of 10 GbE or 40 GbE links from the right-side
IOM, or IOM 2, to FI B (Figure 21). All other cabling configurations are invalid, and can lead to errors, discovery
failures, and loss of redundant connectivity.

Figure 21 Cisco UCS 5108 Chassis Connectivity
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Cisco UCS C-Series Rack-Mount Servers

HyperFlex extended clusters can also incorporate 1-32 Cisco UCS Rack-Mount Servers for additional compute
capacity. The Cisco UCS C-Series Rack-Mount Servers are connected directly to the Cisco UCS Fabric Inter-
connects in Direct Connect mode. Internally the Cisco UCS C-Series servers are configured with the Cisco VIC
1227, 1387 or 1457 network interface card (NIC) installed in a modular LAN on motherboard (MLOM) slot, which
have dual 10 Gigabit Ethernet (GbE), quad 10/25 Gigabit Ethernet (GbE) ports or dual 40 Gigabit Ethernet (GbE)
ports. The standard and redundant connection practice for connecting standard Cisco UCS C-Series servers to
the Fabric Interconnects is identical to the method described earlier for the HX-Series servers. Failure to follow
this cabling practice can lead to errors, discovery failures, and loss of redundant connectivity.



Figure 22 Cisco UCS C-Series Server Connectivity
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Logical Topology

Logical Network Design

The Cisco HyperFlex system has communication pathways that fall into four defined zones (Figure 23):

« Management Zone: This zone comprises the connections needed to manage the physical hardware, the
hypervisor hosts, and the storage platform controller virtual machines (SCVM). These interfaces and IP
addresses need to be available to all staff who will administer the HX system, throughout the LAN/WAN.
This zone must provide access to Domain Name System (DNS) and Network Time Protocol (NTP) services,
and also allow Secure Shell (SSH) communication. In this zone are multiple physical and virtual compo-
nents:

o Fabric Interconnect management ports.

o Cisco UCS external management interfaces used by the servers and blades, which answer via the Fl
management ports.

o ESXi host management interfaces.

o Storage Controller VM management interfaces.
o A roaming HX cluster management interface.

o Storage Controller VM replication interfaces.

o A roaming HX cluster replication interface.

e VM Zone: This zone comprises the connections needed to service network 10 to the guest VMs that will
run inside the HyperFlex hyperconverged system. This zone typically contains multiple VLANs, which are
trunked to the Cisco UCS Fabric Interconnects via the network uplinks and tagged with 802.1Q VLAN IDs.
These interfaces and IP addresses need to be available to all staff and other computer endpoints which
need to communicate with the guest VMs in the HX system, throughout the LAN/WAN.

o Storage Zone: This zone comprises the connections used by the Cisco HX Data Platform software, ESXi
hosts, and the storage controller VMs to service the HX Distributed Data Filesystem. These interfaces and
IP addresses need to be able to communicate with each other at all times for proper operation. During
normal operation, this traffic all occurs within the Cisco UCS domain, however there are hardware failure
scenarios where this traffic would need to traverse the network northbound of the Cisco UCS domain. For
that reason, the VLAN used for HX storage traffic must be able to traverse the network uplinks from the
Cisco UCS domain, reaching Fl A from FI B, and vice-versa. This zone is primarily jumbo frame traffic
therefore jumbo frames must be enabled on the Cisco UCS uplinks. In this zone are multiple components:



o A VMkernel interface used for storage traffic on each ESXi host in the HX cluster.
o Storage Controller VM storage interfaces.
o A roaming HX cluster storage interface.

e VMotion Zone: This zone comprises the connections used by the ESXi hosts to enable vMotion of the
guest VMs from host to host. During normal operation, this traffic all occurs within the Cisco UCS domain,
however there are hardware failure scenarios where this traffic would need to traverse the network north-

bound of the Cisco UCS domain. For that reason, the VLAN used for HX vMotion traffic must be able to
traverse the network uplinks from the Cisco UCS domain, reaching Fl A from FI B, and vice-versa.

Figure 23 Logical Network Design
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Logical Availability Zones

Larger scale HyperFlex clusters are subject to higher failure risks, simply due to the number of nodes in the clus-
ter. While any individual node’s risk of failure is the same no matter how many nodes there are, with clusters up
to 32 converged nodes in size, there is a logically higher probability that a single node could fail, when com-
pared to a cluster with fewer nodes. To mitigate these risks in larger scale clusters, a HyperFlex cluster of eight
nodes or more can be configured with a feature called Logical Availability Zones (LAZ). The Logical Availability
Zones feature groups 2 or more HyperFlex nodes together into a logically defined zone, a minimum of 3 zones
are created, and the data in the cluster is distributed in such a way that no blocks are written to the nodes within
a single zone more than once. Due to this enhanced distribution pattern of data across zones, wherein each
zone has multiple servers, clusters with LAZ enabled can typically withstand more failures than clusters which
operate without it. The number of failures that can tolerated varies depending on the number of zones in the
cluster, and the number of servers in each of the zones. Generally speaking, multiple node failures across one or
two zones will be tolerated better, and with less risk than multiple nodes failing across three or more zones. Note
that the failure tolerance shown in the HyperFlex Connect dashboard will always present a “worst case scenario”



view, meaning that even though the dashboard may state that two failures can be tolerated, in fact two servers
could fail and the cluster can remain online, and the failure tolerance may still remain at two.

Logical availability zones should not be confused with the concept of fault domains. An example of a fault do-
main would be a subset of the nodes in a single HyperFlex cluster being powered by one uninterruptable power
supply (UPS) or connected to one power distribution unit (PDU), meanwhile the remaining nodes would be con-
nected to another UPS or PDU. If one of the UPS’ or PDUs were to fail, then there would be a simultaneous fail-
ure of multiple nodes. While LAZ may actually prevent the cluster from failing in this scenario, to guarantee it
would require that the zone membership be manually controlled, so that a failure of all of the servers protected
by a single UPS or PDU, would be distributed in such a way that it would not cause an outage. The LAZ feature
is not designed to be manually configured in this way, instead the zone membership is determined automatically
by the system. If a HyperFlex cluster needs to be physically split in half due to a physical limitation, such as the
UPS example above, or a distance requirement for fault tolerance, then the cluster should be built as a stretched
cluster instead of using LAZ.

Figure 24 illustrates an example of the data distribution method for clusters with Logical Availability Zones ena-
bled, set to replication factor 3, where each zone only contains one of the three copies of the data in the cluster.
This cluster consists of eight nodes, which the system configures into four zones.

Figure 24 Logical Availability Zone Data Distribution
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HyperFlex Cluster with Logical Availability Zones

Logical availability zones are subject to the following requirements and limitations:

e Only HyperFlex clusters with 8 nodes or more can be configured with logical availability zones during the
installation process.

o Logical Availability Zones can be enabled during the HyperFlex cluster installation, or it can be enabled via
the command line at a later time. It is recommended to enable this feature during installation, in order to
avoid a large migration and reorganization of data across the cluster, which would be necessary to comply
with the data distribution rules if LAZ is turned on in a cluster already containing data.



e The number of zones can be manually specified as 3, 4, 5, or you can allow the installer to automatically
choose, which is the recommended setting.

e The HyperFlex cluster determines which nodes participate in each zone, and this configuration cannot be
modified.

e To maintain the most balanced consumption of space and data distribution, it is recommended that the
number of nodes in a cluster are whole multiples of 3, 4, 5, or 7. For example, 8 nodes would evenly di-
vide into 4 zones of 2 servers each, and 9 nodes would divide evenly into 3 zones of 3 servers each. Elev-
en nodes would create an unbalanced number of nodes across the zones, leading to unbalanced space
consumption on the nodes.

« In addition to the previous point, expansion of a cluster should be done in multiples of the number of
zones, when the cluster is operating with LAZ enabled. Expanding in such a way preserves a matched
number of nodes in each zone and prevents any unbalance of space consumption. For example, a cluster
with 3 zones should be expanded by adding 3 more nodes, because adding only 1 or 2 nodes would lead
to an imbalance, as would adding 4 nodes.

Considerations

Version Control

The software revisions listed in Table 6 are the only valid and supported configuration at the time of the publish-
ing of this validated design. Special care must be taken not to alter the revision of the hypervisor, vCenter serv-
er, Cisco HX platform software, or the Cisco UCS firmware without first consulting the appropriate release notes
and compatibility matrixes to ensure that the system is not being modified into an unsupported configuration.

vCenter Server

VMware vCenter Server 6.0 Update 3c or later is required due to the requirement for TLS 1.2 with Cisco Hyper-
Flex 4.0. The following best practice guidance applies to installations of HyperFlex 4.0:

« Do not modify the default TCP port settings of the vCenter installation. Using non-standard ports can lead
to failures during the installation.

¢ Itis recommended to build the vCenter server on a physical server or in a virtual environment outside of
the HyperFlex cluster. Building the vCenter server as a virtual machine inside the HyperFlex cluster envi-
ronment is highly discouraged. There is a tech note for multiple methods of deployment if no external
vCenter server is already available:
http://www.cisco.com/c/en/us/td/docs/hyperconverged systems/HyperFlex HX DataPlatformSoftware/T
echNotes/Nested vcenter on hyperflex.html

‘ﬁ This document does not explain the installation and configuration of VMware vCenter Server for Win-
dows, or the vCenter Server Appliance.

Scale

Cisco HyperFlex standard clusters currently scale from a minimum of 3 to a maximum of 32 Cisco HX-series
converged nodes with small form factor (SFF) disks per cluster. A converged node is a member of the cluster
which provides storage resources to the HX Distributed Filesystem. For the compute intensive “extended” clus-
ter design, a configuration with 3 to 32 Cisco HX-series converged nodes can be combined with up to 32 com-


http://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/TechNotes/Nested_vcenter_on_hyperflex.html
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pute nodes. It is required that the number of compute-only nodes should always be less than or equal to number
of converged nodes when using the HyperFlex Standard licenses. If using HyperFlex Enterprise licenses, the
number of compute-only nodes can grow to as much as twice the number of converged nodes. Regardless of
the licensing used, the combined maximum size of any HyperFlex cluster cannot exceed 64 nodes. Once the
maximum size of a single cluster has been reached, the environment can be “scaled out” by adding additional
HX model servers to the Cisco UCS domain, installing an additional HyperFlex cluster on them, and controlling
them via the same vCenter server. There is no longer any limit to the number of clusters that can be created in a
single UCS domain, the practical limits will instead be reached due to the number of ports available on the Fabric
Interconnects. Up to 100 HyperFlex clusters can be managed by a single vCenter server. When using Cisco In-
tersight for management and monitoring of Cisco HyperFlex clusters, there are no practical limits to the number
of clusters being managed.

Cisco HyperFlex All-NVMe HXAF220c-M5N model servers are limited to a maximum of sixteen nodes per clus-
ter and are not allowed to deploy more compute-only nodes than converged nodes, regardless of licensing.

Cisco HyperFlex HX240c-M5L model servers with large form factor (LFF) disks are limited to a maximum of six-
teen nodes per cluster and cannot be mixed within the same cluster as models with small form factor (SFF)
disks. In the case where the HX240c-M5L nodes use the 12 TB capacity disks, the maximum number of con-
verged nodes is limited to 8.

Cisco HyperFlex systems deployed in a stretched cluster configuration require a minimum of two Cisco HX-
series converged nodes per physical site and support a maximum of sixteen converged nodes per physical site
when using small-form-factor (SFF) disks. When using large-form-factor (LFF) disks, the maximum number of
converged nodes allowed in a stretched cluster is 8. Each site requires a pair of Cisco UCS Fabric Interconnects,
to form an individual UCS domain in both sites.

Table 10 lists the minimum and maximum scale for various installations of the Cisco HyperFlex system.

Table 10 HyperFlex Cluster Scale

Cluster Type Minimum Con- Maximum Con- Maximum Compute- Maximum Total
verged Nodes verged Nodes only Nodes Al- Cluster
Required lowed Size
Standard with SFF 3 32 32 64
disks
Standard with LFF 3 16 32 48
disks
Standard with 12 3 8 16 24
TB LFF disks
Standard with all- 3 16 16 32
NVMe disks
Stretched with SFF 2 per site 16 per site 21 per site 32 per site

disks



Cluster Type Minimum Con- Maximum Con- Maximum Compute- Maximum Total

verged Nodes verged Nodes only Nodes Al- Cluster
Required lowed Size
Stretched with LFF 2 per site 8 per site 16 per site 64 per cluster
disks
Capacity

Overall usable cluster capacity is based on a number of factors. The number of nodes in the cluster, the number
and size of the capacity layer disks, and the replication factor of the HyperFlex HX Data Platform, all affect the
cluster capacity. In addition, configuring a cluster as a stretched cluster across two sites modifies the data dis-
tribution method, which reduces capacity in favor of data availability. Caching disk sizes are not calculated as
part of the cluster capacity.

Disk drive manufacturers have adopted a size reporting methodology using calculation by powers of 10, also
known as decimal prefix. As an example, a 120 GB disk is listed with a minimum of 120 x 1079 bytes of usable
addressable capacity, or 120 billion bytes. However, many operating systems and filesystems report their space
based on standard computer binary exponentiation, or calculation by powers of 2, also called binary prefix. In
this example, 2710 or 1024 bytes make up a kilobyte, 2710 kilobytes make up a megabyte, 2210 megabytes
make up a gigabyte, and 2710 gigabytes make up a terabyte. As the values increase, the disparity between the
two systems of measurement and notation get worse, at the terabyte level, the deviation between a decimal
prefix value and a binary prefix value is nearly 10 percent.

The International System of Units (SI) defines values and decimal prefix by powers of 10 as follows:

Table 11 Sl Unit Values (Decimal Prefix)

1000 bytes kB Kilobyte
1000 kB MB Megabyte
1000 MB GB Gigabyte
1000 GB TB Terabyte

The International Organization for Standardization (ISO) and the International Electrotechnical Commission (IEC)
defines values and binary prefix by powers of 2 in ISO/IEC 80000-13:2008 Clause 4 as follows:

Table 12 |IEC Unit Values (binary prefix)

1024 bytes KiB Kibibyte

1024 KiB MiB Mebibyte


https://en.wikipedia.org/wiki/International_Organization_for_Standardization
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1024 MiB GiB Gibibyte
1024 GiB TiB Tebibyte

For the purpose of this document, the decimal prefix numbers are used only for raw disk capacity as listed by
the respective manufacturers. For all calculations where raw or usable capacities are shown from the perspec-
tive of the HyperFlex software, filesystems or operating systems, the binary prefix numbers are used. This is
done primarily to show a consistent set of values as seen by the end user from within the HyperFlex vCenter
Web Plugin and HyperFlex Connect GUI when viewing cluster capacity, allocation, and consumption, and also
within most operating systems.

Table 13 lists a set of HyperFlex HX Data Platform cluster usable capacity values, using binary prefix, for an array
of cluster configurations. These values provide an example of the capacity calculations, for determining the ap-
propriate size of HX cluster to initially purchase, and how much capacity can be gained by adding capacity disks.

Table 13  Cluster Usable Capacities

Capacity Capacity Disk Cluster Usa- Cluster Usable
Disk Quantity ble Ca- Capacity
Size (per pacity at at RF=3
(each) node) RF=2
3.8TB 8 102.8 TiB 68.6 TiB
HXAF220c-M5SX 8 960 GB 8 25.7 TiB 17.1 TiB
800 GB 8 21.4TiB 14.3 TiB
3.8TB 6 77.1 TiB 51.4 TiB
15 192.8 TiB 128.5 TiB
23 295.7 TiB 197.1 TiB
960 GB 6 19.3 TiB 12.9TiB
HXAF240c-M5SX 8 15 48.2 TiB 32.1TiB
23 73.9TiB 49.3 TiB
800 GB 6 16.1 TiB 10.7 TiB
15 40.2 TiB 26.8 TiB

22 58.9 TiB 39.3TiB



Capacity Disk luster Usable

Quantity Capacity
(per pacity at at RF=3
node) RF=2
HX240c-M5L 8 6 TB 6 120.5 TiB 80.3 TiB
12 241.0 TiB 160.7 TiB
8TB 6 160.7 TiB 107.1 TiB
12 321.3TiB 214.2 TiB

ﬂ Capacity calculations methods for all servers are identical regardless of model. Calculations are based
upon the number of nodes, the number of capacity disks per node, and the size of the capacity disks.
Table 13 is not a comprehensive list of all capacities and models available.

Design Elements

Installing the HyperFlex system is done via the Cisco Intersight online management portal, or through a deploya-
ble HyperFlex installer virtual machine, available for download at cisco.com as an OVA file. The installer performs
most of the Cisco UCS configuration work, and also performs significant portions of the ESXi configuration. Fi-
nally, the installer will install the HyperFlex HX Data Platform software and create the HyperFlex cluster. Because
this simplified installation method has been developed by Cisco, this CVD will not give detailed manual steps for
the configuration of all the elements that are handled by the installer. Instead, the elements configured will be
described and documented in this section, and the subsequent sections will guide you through the manual pre-
requisite steps needed for installation, and how to then utilize the HyperFlex Installer for the remaining configu-
ration steps. This document focuses on the use of Cisco Intersight for the initial deployment of a Cisco Hyper-
Flex cluster.

Network Design

Cisco UCS Uplink Connectivity

Cisco UCS network uplinks connect “northbound” from the pair of Cisco UCS Fabric Interconnects to the LAN in
the customer datacenter. All Cisco UCS uplinks operate as trunks, carrying multiple 802.1Q VLAN IDs across the
uplinks. The default Cisco UCS behavior is to assume that all VLAN IDs defined in the Cisco UCS configuration
are eligible to be trunked across all available uplinks.

Cisco UCS Fabric Interconnects appear on the network as a collection of endpoints versus another network
switch. Internally, the Fabric Interconnects do not participate in spanning-tree protocol (STP) domains, and the
Fabric Interconnects cannot form a network loop, as they are not connected to each other with a layer 2 Ethernet
link. All link up/down decisions via STP will be made by the upstream root bridges.

Uplinks need to be connected and active from both Fabric Interconnects. For redundancy, multiple uplinks can
be used on each Fl, either as 802.3ad Link Aggregation Control Protocol (LACP) port-channels or using individ-
ual links. For the best level of performance and redundancy, uplinks can be made as LACP port-channels to
multiple upstream Cisco switches using the virtual port channel (vPC) feature. Using vPC uplinks allows all up-
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links to be active passing data, plus protects against any individual link failure, and the failure of an upstream
switch. Other uplink configurations can be redundant, however spanning-tree protocol loop avoidance may dis-
able links if vPC is not available.

All uplink connectivity methods must allow for traffic to pass from one Fabric Interconnect to the other, or from
fabric A to fabric B. There are scenarios where cable, port or link failures would require traffic that normally does
not leave the Cisco UCS domain, to instead be directed over the Cisco UCS uplinks because that traffic must
travel from fabric A to fabric B, or vice-versa. Additionally, this traffic flow pattern can be seen briefly during
maintenance procedures, such as updating firmware on the Fabric Interconnects, which requires them to be re-
booted. Cisco recommends that the uplink bandwidth configured is greater than or equal to double the band-
width available to each Hyperflex converged node. For example, if the nodes are connected at 10 Gigabit
speeds, then each Fabric Interconnect should have at least 20 Gigabit of uplink bandwidth available. The follow-
ing sections and figures detail several uplink connectivity options.

Single Uplinks to Single Switch

This connection design is susceptible to failures at several points; single uplink failures on either Fabric Intercon-
nect can lead to connectivity losses or functional failures, and the failure of the single uplink switch will cause a
complete connectivity outage.

Figure 25 Connectivity with Single Uplink to Single Switch
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Port Channels to Single Switch

This connection design is now redundant against the loss of a single link but remains susceptible to the failure of
the single switch.



Figure 26 Connectivity with Port-Channels to Single Switch
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Single Uplinks or Port Channels to Multiple Switches

This connection design is redundant against the failure of an upstream switch, and redundant against a single
link failure. In normal operation, STP is likely to block half of the links to avoid a loop across the two upstream
switches. The side effect of this is to reduce bandwidth between the Cisco UCS domain and the LAN. If any of
the active links were to fail, STP would bring the previously blocked link online to provide access to that Fabric
Interconnect via the other switch. It is not recommended to connect both links from a single Fl to a single switch,
as that configuration is susceptible to a single switch failure breaking connectivity from fabric A to fabric B. For
enhanced redundancy, the single links in Figure 27 could also be port-channels.

Figure 27 Connectivity with Multiple Uplink Switches
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vPC to Multiple Switches

This recommended connection design relies on using Cisco switches that have the virtual port channel feature,
such as Catalyst 6000 series switches running VSS, Cisco Nexus 5000 series, and Cisco Nexus 9000 series
switches. Logically the two vPC enabled switches appear as one, and therefore spanning-tree protocol will not
block any links. This configuration allows for all links to be active, achieving maximum bandwidth potential, and
multiple redundancy at each level.



Figure 28 Connectivity with vPC
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VLANSs and Subnets

For the base HyperFlex system configuration, multiple VLANs need to be carried to the Cisco UCS domain from
the upstream LAN, and these VLANSs are also defined in the Cisco UCS configuration. The hx-storage-data
VLAN must be a separate VLAN ID from the remaining VLANSs. Table 14 lists the VLANs created by the Hyper-
Flex installer in Cisco UCS, and their functions:

Table 14 VLANSs

hx-inband-mgmt Customer supplied ESXi host management interfaces

HX Storage Controller VM management in-
terfaces

HX Storage Cluster roaming management
interface

hx-inband-repl Customer supplied HX Storage Controller VM Replication inter-
faces

HX Storage Cluster roaming replication in-
terface

hx-storage-data Customer supplied ESXi host storage VMkernel interfaces

HX Storage Controller storage network in-
terfaces

HX Storage Cluster roaming storage inter-
face

vm-network Customer supplied Guest VM network interfaces

hx-vmotion Customer supplied ESXi host vMotion VMkernel interfaces



# A dedicated network or subnet for physical device management is often used in data centers. In this
scenario, the mgmtO interfaces of the two Fabric Interconnects would be connected to that dedicated
network or subnet. This is a valid configuration for HyperFlex installations with the following caveat;
wherever the HyperFlex installer is deployed it must have IP connectivity to the subnet of the mgmtO in-
terfaces of the Fabric Interconnects, and also have IP connectivity to the subnets used by the hx-inband-
mgmt VLANS listed above.

Jumbo Frames

All HyperFlex storage traffic traversing the hx-storage-data VLAN and subnet is configured by default to use
jumbo frames, or to be precise, all communication is configured to send IP packets with a Maximum Transmis-
sion Unit (MTU) size of 9000 bytes. In addition, the default MTU for the hx-vmotion VLAN is also set to use jum-
bo frames. Using a larger MTU value means that each IP packet sent carries a larger payload, therefore transmit-
ting more data per packet, and consequently sending and receiving data faster. This configuration also means
that the Cisco UCS uplinks must be configured to pass jumbo frames. Failure to configure the Cisco UCS uplink
switches to allow jumbo frames can lead to service interruptions during some failure scenarios, including Cisco
UCS firmware upgrades, or when a cable or port failure would cause storage traffic to traverse the northbound
Cisco UCS uplink switches.

HyperFlex clusters can be configured to use standard size frames of 1500 bytes, however Cisco recommends
that this configuration only be used in environments where the Cisco UCS uplink switches are not capable of
passing jumbo frames, and that jumbo frames be enabled in all other situations.

Cisco UCS Design

This section describes the elements within Cisco UCS Manager that are configured by the Cisco HyperFlex in-
staller. Many of the configuration elements are fixed in nature, meanwhile the HyperFlex installer does allow for
some items to be specified at the time of creation, for example VLAN names and IDs, external management IP
pools and more. Where the elements can be manually set during the installation, those items will be noted in
<< >> brackets.

Cisco UCS Organization

During the HyperFlex installation a new Cisco UCS sub-organization is created. The sub-organization is created
underneath the root level of the Cisco UCS hierarchy, and is used to contain all policies, pools, templates, and
service profiles used by HyperFlex, which prevents problems from overlapping settings across policies and
pools. This arrangement also allows for organizational control using Role-Based Access Control (RBAC) and
administrative locales within Cisco UCS Manager at a later time if desired. In this way, control can be granted to
administrators of only the HyperFlex specific elements of the Cisco UCS domain, separate from control of root
level elements or elements in other sub-organizations.



Figure 29 Cisco UCS HyperFlex Sub-Organization
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QoS System Classes

Specific Cisco UCS Quality of Service (QoS) system classes are defined for a Cisco HyperFlex system. These
classes define Class of Service (CoS) values that can be used by the uplink switches north of the Cisco UCS
domain, plus which classes are active, along with whether packet drop is allowed, the relative weight of the dif-
ferent classes when there is contention, the maximum transmission unit (MTU) size, and if there is multicast op-
timization applied. QoS system classes are defined for the entire Cisco UCS domain, the classes that are ena-
bled can later be used in QoS policies, which are then assigned to Cisco UCS vNICs. Table 15 and Figure 30
details the QoS System Class settings configured for HyperFlex:

Table 15 QoS System Classes

5 No 4 No

Platinum Yes 9216

Gold Yes 4 Yes 4 Normal No
Silver Yes 2 Yes Best-effort Normal Yes
Bronze Yes 1 Yes Best-effort 9216 No
Best Effort Yes Any Yes Best-effort Normal No

Fibre Channel Yes 3 No 5 FC N/A



Figure 30 QoS System Classes

Priority Enabled CoS Packet Weight Weight MTU Multicast
Drop (%) Optimized

Platinum 5 4 v 25 9216 v

Gold 4 4 v 25 normal v

Silver 2 best-effort v 6 normal v Y

Bronze 1 best-effort v 6 9216 v

Best o Any Y best-effort v 6 normal v

Effort

Fibre v 3 5 v 32 N/A

Channel

ﬂ Changing the QoS system classes on a Cisco UCS 6332 or 6332-16UP model Fabric Interconnect re-
quires both FlIs to reboot in order to take effect.

QoS Policies

In order to apply the settings defined in the Cisco UCS QoS System Classes, specific QoS Policies must be cre-
ated, and then assigned to the vNICs, or VNIC templates used in Cisco UCS Service Profiles. Table 16 lists the
QoS Policies configured for HyperFlex and their default assignment to the vNIC templates created.

Table 16  HyperFlex QoS Policies

Policy Host Control Used by vNIC
Template

Platinum Platinum 10240 Line-rate None storage-data-a

storage-data-b

Gold Gold 10240 Line-rate None vm-network-a

vm-network-b

Silver Silver 10240 Line-rate None hv-mgmt-a
hv-mgmt-b
Bronze Bronze 10240 Line-rate None hv-vmotion-a

hv-vmotion-b
Best Effort Best Effort 10240 Line-rate None N/A

Multicast Policy

A Cisco UCS Multicast Policy is configured by the HyperFlex installer, which is referenced by the VLANSs that are
created. The policy allows for future flexibility if a specific multicast policy needs to be created and applied to



other VLANSs, that may be used by non-HyperFlex workloads in the Cisco UCS domain. Table 17 and Figure 31
detail the Multicast Policy configured for HyperFlex:
Table 17 Multicast Policy

IGMP Snooping State IGMP Snooping Querier State

HyperFlex Enabled Disabled

Figure 31 Multicast Policy

Properties
Name : HyperFlex
IGMP Snooping State : ‘- Enabled () Disabled
IGMP Snooping Querier State : ":’:'Enabled (e) Disabled
Owner : Local

VLANSs

VLANSs are created by the HyperFlex installer to support a base HyperFlex system, with a VLAN for vMotion, and
a single or multiple VLANs defined for guest VM traffic. Names and IDs for the VLANSs are defined in the Cisco
UCS configuration page of the HyperFlex installer web interface. The VLANS listed in Cisco UCS must already be
present on the upstream network, and the Cisco UCS FIs do not participate in VLAN Trunk Protocol (VTP). Table
18 lists the VLANSs configured for HyperFlex.

Table 18 Cisco UCS VLANSs

<<hx-inband- <<us- Ether None HyperFlex
mgmt>> er_defi
ned>>

<<hx-inband-repl>> <<us- LAN Ether No None HyperFlex
er_defi
ned>>

<<hx-storage-data>> <<us- LAN Ether No None HyperFlex
er_defi
ned>>

<<vm-network>> <<us- LAN Ether No None HyperFlex
er_defi
ned>>

<<hx-vmotion>> <<us- LAN Ether No None HyperFlex
er_defi
ned>>



Management IP Address Pool

A Cisco UCS Management IP Address Pool must be populated with a block of IP addresses. These IP addresses
are assigned to the Cisco Integrated Management Controller (CIMC) interface of the rack mount and blade serv-
ers that are managed in the Cisco UCS domain. The IP addresses are the communication endpoints for various
functions, such as remote KVM, virtual media, Serial over LAN (SoL), and Intelligent Platform Management Inter-
face (IPMI) for each rack mount or blade server. Therefore, a minimum of one IP address per physical server in
the domain must be provided. The IP addresses are considered to be an “out-of-band” address, meaning that
the communication pathway uses the Fabric Interconnects’ mgmtO ports, which answer ARP requests for the
management addresses. Because of this arrangement, the IP addresses in this pool must be in the same IP sub-
net as the IP addresses assigned to the Fabric Interconnects’ mgmtO ports. A new IP pool, named “hx-ext-
mgmt” is created in the HyperFlex sub-organization, and populated with a block of IP addresses, a subnet mask,
and a default gateway by the HyperFlex installer. The default IP pool named “ext-mgmt”, in the root organization
is no longer used as of HyperFlex 2.5 for new installations.

Figure 32 Management IP Address Pool
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MAC Address Pools

One of the core benefits of the Cisco UCS and Virtual Interface Card (VIC) technology is the assignment of the
personality of the card via Cisco UCS Service Profiles. The number of virtual NIC (vNIC) interfaces, their VLAN
associations, MAC addresses, QoS policies and more are all applied dynamically as part of the service profile
association process. Media Access Control (MAC) addresses use 6 bytes of data as a unique address to identify
the interface on the layer 2 network. All devices are assigned a unique MAC address, which is ultimately used
for all data transmission and reception. The Cisco UCS and VIC technology picks a MAC address from a pool of
addresses and assigns it to each vNIC defined in the service profile when that service profile is created.

Best practices mandate that MAC addresses used for Cisco UCS domains use 00:25:B5 as the first three bytes,
which is one of the Organizationally Unique Identifiers (OUI) registered to Cisco Systems, Inc. The fourth byte
(e.g. 00:25:B5:xx) is specified during the HyperFlex installation. The fifth byte is set automatically by the Hyper-
Flex installer, to correlate to the Cisco UCS fabric and the vNIC placement order. Finally, the last byte is incre-
mented according to the number of MAC addresses created in the pool, which by default is 100. To avoid over-
laps, when you define the values in the HyperFlex installer you must ensure that the first four bytes of the MAC



address pools are unique for each HyperFlex cluster installed in the same layer 2 network, and also different
from MAC address pools in other Cisco UCS domains which may exist.

Table 19 lists the MAC Address Pools configured for HyperFlex and their default assignment to the vNIC tem-
plates created:

Table 19 MAC Address Pools

hv-mgmt-a 00:25:B5:<xx>:A1:01 100 Sequential hv-mgmt-a

hv-mgmt-b 00:25:B5:<xx>:B2:01 100 Sequential hv-mgmt-b

hv-vmotion-a 00:25:B5:<xx>:A7:01 100 Sequential hv-vmotion-a

hv-vmotion-b 00:25:B5:<xx>:B8:01 100 Sequential hv-vmotion-b

storage- 00:25:B5:<xx>:A3:01 100 Sequential storage-data-a
data-a

storage- 00:25:B5:<xx>:B4:01 100 Sequential storage-data-b
data-b

vm-network- 00:25:B5:<xx>:A5:01 100 Sequential vm-network-a
a

vm-network- 00:25:B5:<xx>:B6:01 100 Sequential vm-network-b

b



Figure 33 MAC Address Pools
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Network Control Policies

Cisco UCS Network Control Policies control various aspects of the behavior of vNICs defined in the Cisco UCS
Service Profiles. Settings controlled include enablement of Cisco Discovery Protocol (CDP), MAC address regis-
tration, MAC address forging, and the action taken on the vNIC status if the Cisco UCS network uplinks are
failed. Two policies are configured by the HyperFlex Installer, HyperFlex-infra is applied to the “infrastructure”
VNIC interfaces of the HyperFlex system, and HyperFlex-vm, which is only applied to the vNIC interfaces carry-
ing guest VM traffic. This allows for more flexibility, even though the policies are currently configured with the
same settings. Table 20 lists the Network Control Policies configured for HyperFlex, and their default assignment
to the vNIC templates created:

Table 20 Network Control Policy
MAC Register Action on MAC Security Used by vNIC Template

Mode

HyperFlex- Enabled Only Native Link-down Forged: Allow hv-mgmt-a
infra VLAN
hv-mgmt-b
hv-vmotion-a
hv-vmotion-b

storage-data-a

storage-data-b



MAC Register Action on MAC Security Used by vNIC Template

Mode Uplink
Fail
HyperFlex- Enabled Only Native Link-down Forged: Allow vm-network-a
vm VLAN

vm-network-b

Figure 34 Network Control Policy

Properties

Name . HyperFlex-infra

Description : Netwark Control policy for infrastructure viNICs Hype
Owner . Local

CcDP : Disabled (e) Enabled

MAC Register Mode : |(®) Only Native Vlan All Host Vlans

Action on Uplink Fail : |(e)Link Down () Warning
MAC Security

Forge: (e Allow () Deny

LLDP

Transmit :  (e) Disabled Enabled

Receive : () Disabled Enabled

VNIC Templates

Cisco UCS Manager has a feature to configure vNIC templates, which can be used to simplify and speed up
configuration efforts. VNIC templates are referenced in service profiles and LAN connectivity policies, versus
configuring the same vNICs individually in each service profile, or service profile template. VNIC templates con-
tain all the configuration elements that make up a vNIC, including VLAN assignment, MAC address pool selec-
tion, fabric A or B assignment, fabric failover, MTU, QoS policy, Network Control Policy, and more. Templates
are created as either initial templates or updating templates. Updating templates retain a link between the parent
template and the child object, therefore when changes are made to the template, the changes are propagated to
all remaining linked child objects. An additional feature named “vNIC Redundancy” allows vNICs to be config-
ured in pairs, so that the settings of one vNIC template, designated as a primary template, will automatically be
applied to a configured secondary template. For all HyperFlex vNIC templates, the “A” side vNIC template is
configured as a primary template, and the related “B” side vNIC template is a secondary. In each case, the only
configuration difference between the two templates is which fabric they are configured to connect through. The
following tables detail the initial settings in each of the vNIC templates created by the HyperFlex installer.

Table 21  vNIC Template hv-mgmt-a

Setting Value

VNIC Template Name:

Fabric ID A

Fabric Failover Disabled



[ Template Name: _

Target

Type

MTU

MAC Pool

QoS Policy

Network Control Policy

VLANSs

Table 22

VNIC Template Name:

Setting

Fabric ID

Fabric Failover

Target

Type

MTU

MAC Pool

QoS Policy

Network Control Policy

VLANSs

VvNIC Template hv-mgmt-b

Adapter

Updating Template
1500

hv-mgmt-a

silver
HyperFlex-infra

<<hx-inband-mgmt>> Native: No

Value

Disabled

Adapter

Updating Template
1500

hv-mgmt-b

silver
HyperFlex-infra

<<hx-inband-mgmt>> Native: No

Table 23 vNIC Template hv-vmotion-a

VNIC Template Name:

Setting

Fabric ID

hv-vmotion-a

Value

A



Fabric Failover Disabled

Target Adapter

Type Updating Template

MTU 9000

MAC Pool hv-vmotion-a

QoS Policy bronze

Network Control Policy HyperFlex-infra

VLANs <<hx-vmotion>> Native: No

Table 24 vNIC Template hx-vmotion-b

7.12TB SED SSD Capacity HX-SD76TBEM2NK9 All existing HX M5 servers except All NVMe 4.0(2¢c)
drive

SKUs for existing 3.8TB and HX-SD38TBEM2NK9, All existing HX M5 servers except All NVMe 4.0(2c)
960GB Capacity drive HX-
capacity SD960GBM2NK9

Alternate system (or house- HX-SD480G611X-EV All existing HX M5 servers except All NVMe 4.0(2b)

keeping) drive

Alternate system (or house- HX-SD480GM1X-EV All existing HX M5 servers except All NVMe 4.0(2b)
keeping) drive

New 960G FIPS compliant HX-SD960G2HTNK9 HXAF220C-M5SX, HXAF240C-M5SX 4.0(2b)
SED SSD data drives

Alternate boot drive HX-M2-960GB All existing HX M5 servers 4.0(2a)

All NVMe 4TB Capacity HX-NVME2H-14000 All NVMe: HXAF220C-M5SN 4.0(2a)
drive

New high density All NVMe HX-NVMEHW-I8000 All NVMe: HXAF220C-M5SN 4.0(2a)

8TB Capacity drive

New high density All Flash



7.12TB Capacity drive

Maximum number of drives
per node is 12 drives
on HX AF C240.

ESX support only.

HX-SD76T61X-EV

4.0(2a)

All Flash Configuration - namely:
HXAF220C-M5SX, HXAF240C-M5SX,
HXAF-E-220M5SX

New 3.8TB FIPS compliant HX-SD38T2HTNK9 HXAF220C-M5SX, HXAF240C-M5SX 4.0(2a)
SED SSD data drives

Alternate drive for 8TB LFF HX-HD8T7K4KAN HX240C-M5L 4.0(2a)
capacity

vNIC Template Name: hv-vmotion-b

Setting Value

Fabric ID B

Fabric Failover Disabled

Target Adapter

Type Updating Template

MTU 9000

MAC Pool hv-vmotion-b

QoS Policy bronze

Network Control Policy HyperFlex-infra

VLANs <<hx-vmotion>> Native: No

Table 25 vNIC Template storage-data-a

Drive Function

7.12TB SED SSD Capacity
drive

SKUs for existing 3.8TB and
960GB Capacity drive
capacity

Alternate system (or house-

Drive PID

HX-SD76TBEM2NK9

HX-SD38TBEM2NK,
HX-
SD960GBM2NK9

HX-SD480G6I1X-EV

All existing HX M5 servers except All NVMe 4.0(2c)
All existing HX M5 servers except All NVMe 4.0(2c)
All existing HX M5 servers except All NVMe 4.0(2b)



keeping) drive

Alternate system (or house- HX-SD480GM1X-EV All existing HX M5 servers except All NVMe 4.0(2b)
keeping) drive

New 960G FIPS compliant HX-SD960G2HTNK9 HXAF220C-M5SX, HXAF240C-M5SX 4.0(2b)
SED SSD data drives

Alternate boot drive HX-M2-960GB All existing HX M5 servers 4.0(2a)

All NVMe 4TB Capacity HX-NVME2H-14000 All NVMe: HXAF220C-M5SN 4.0(2a)
drive

New high density All NVMe HX-NVMEHW-I8000 All NVMe: HXAF220C-M5SN 4.0(2a)

8TB Capacity drive

New high density All Flash
7.12TB Capacity drive

Maximum number of drives HX-SD76T61X-EV All Flash Configuration - namely:
per node is 12 drives HXAF220C-M5SX, HXAF240C-M5SX,
on HX AF C240. HXAF-E-220M5SX
ESX support only. 4.0(2a)
New 3.8TB FIPS compliant HX-SD38T2HTNK9 HXAF220C-M5SX, HXAF240C-M5SX 4.0(2a)

SED SSD data drives

Alternate drive for 8TB LFF HX-HD8T7K4KAN HX240C-M5L 4.0(2a)
capacity

vNIC Template Name: storage-data-a

Setting Value

Fabric ID A

Fabric Failover Disabled

Target Adapter

Type Updating Template

MTU 9000




MAC Pool

storage-data-a

QoS Policy

platinum

Network Control Policy

HyperFlex-infra

VLANS <<hx-storage-data>> Native: No
Table 26  vNIC Template storage-data-b

VNIC Template Name: storage-data-b

Setting Value

Fabric ID B

Fabric Failover Disabled

Target Adapter

Type Updating Template

MTU 9000

MAC Pool storage-data-b

QoS Policy platinum

Network Control Policy HyperFlex-infra

VLANs <<hx-storage-data>> Native: No
Table 27 vNIC Template vm-network-a

VNIC Template Name:

Setting

Fabric ID

Fabric Failover

Target

Type

MTU

Value

A

Disabled

Adapter

Updating Template

1500




[ Template Name: m

MAC Pool vm-network-a

QoS Policy gold

Network Control Policy HyperFlex-vm

VLANSs <<vm-network>> Native: no
Table 28 vNIC Template vm-network-b

VNIC Template Name:

Setting Value

Fabric ID B

Fabric Failover Disabled

Target Adapter

Type Updating Template

MTU 1500

MAC Pool vm-network-b

QoS Policy gold

Network Control Policy HyperFlex-vm

VLANSs <<vm-network>> Native: no

LAN Connectivity Policies

Cisco UCS Manager has a feature for LAN Connectivity Policies, which aggregates all of the vNICs or vNIC tem-
plates desired for a service profile configuration into a single policy definition. This simplifies configuration ef-
forts by defining a collection of vNICs or vNIC templates once, then using that policy in the service profiles or
service profile templates. The HyperFlex installer configures a LAN Connectivity Policy named HyperFlex, which
contains all of the vNIC templates defined in the previous section, along with an Adapter Policy named Hyper-
Flex, also configured by the HyperFlex installer. Table 29 lists the LAN Connectivity Policy configured for Hyper-
Flex:



Table 29 LAN Connectivity Policy

Policy Name Use vNIC NIC Template Used Adapter Policy
Template
HyperFlex Yes hv-mgmt-a hv-mgmt-a HyperFlex
hv-mgmt-b hv-mgmt-b
hv-vmotion-a hv-vmotion-a
hv-vmotion-b hv-vmotion-b
storage-data-a storage-data-a
storage-data-b storage-data-b
vm-network-a vm-network-a
vm-network-b vm-network-b

Cisco UCS Servers Policies

Adapter Policies

Cisco UCS Adapter Policies are used to configure various settings of the Converged Network Adapter (CNA)
installed in the Cisco UCS blade or rack-mount servers. Various advanced hardware features can be enabled or
disabled depending on the software or operating system being used. The following figures detail the Adapter
Policy named “HyperFlex”, configured for HyperFlex:

Figure 35 Cisco UCS Adapter Policy Resources

(=) Resources

Pooled : |(e) Disabled () Enabled |
Transmit Queues : 1 [1-1000]

Ring Size 1 256 [64-4096]
Receive Queues @ |1 [1-1000]

Ring Size : 512 [64-4096]
Completion Queues : 2 [1-2000]

Interrupts T4 [1-1024]



Figure 36 Cisco UCS Adapter Policy Options

(=) Options

Transmit Checksum Offload
Receive Checksum Offload
TCP Segmentation Offload
TCP Large Receive Offload
Receive Side Scaling (RSS)

Accelerated Receive Flow Steering

Network Virtualization using Generic Routing Encapsulation :

Virtual Extensible LAN
Failback Timeout (Seconds)
Interrupt Mode

Interrupt Coalescing Type
Interrupt Timer (us)

RoCE

Advance Filter

Interrupt Scaling

BIOS Policies

Disabled (e

Disabled (e

Disabled (e

Disabled (e

) Disabled

* Disabled

*) Disabled

*) Disabled

: 5

Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled
Enabled

[0-600]

*) MSI X MSI IN Tx

*) Min Idle

1125

¢ Disabled

) Disabled

* Disabled

[0-65535]
Enabled
Enabled

Enabled

Cisco UCS Manager utilizes policies applied via the service profiles, in order to modify settings in the BIOS of the
associated server. Cisco HX-Series M5 generation servers no longer use predefined BIOS setting defaults de-
rived from Cisco UCS Manager, instead the servers have default BIOS tokens set from the factory. The current
default token settings can be viewed at the following website:

https://www.cisco.com/c/en/us/td/docs/unified _computing/ucs/ucs-manager/Reference-Docs/Server-BIOS-

Tokens/4-0/b UCS BIOS Tokens Guide 4 0.html

A BIOS policy named “HyperFlex-m5” is created by the HyperFlex installer to modify the settings of the M5 gen-
eration servers. The modified settings are as follows:

o System altitude is set to “Auto”

e CPU performance is set to “HPC”

e« CPU direct cache access is set to “Enabled”

o Intel Virtualization Technology is set to “Enabled”

¢ |IMC Interleave is set to “Auto”

e Sub NUMA clustering is set to “Disabled”

e Processor C states are all set to “Disabled”

o Power Technology is set to “Performance”

e Energy Performance is set to “Performance”

e LLC Prefetch is set to “Disabled”


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/ucs-manager/Reference-Docs/Server-BIOS-Tokens/4-0/b_UCS_BIOS_Tokens_Guide_4_0.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/ucs-manager/Reference-Docs/Server-BIOS-Tokens/4-0/b_UCS_BIOS_Tokens_Guide_4_0.html

o XPT Prefetch is set to “Disabled”

e Intel VTD coherency support is set to “Disabled”

e Intel VT for Directed 10 is set to “Enabled”

e Intel VTD interrupt Remapping is set to “Enabled”

o Serial Port A is enabled

e PCI Memory mapped IO above 4GB is set to “Enabled”
o Console Redirection is set to “Serial Port A”

e Out of band management is set to “Enabled”

A third BIOS policy named “HyperFlex-nvme” is also created with the same settings as found in the “HyperFlex-
m5” policy above.

Boot Policies

Cisco UCS Boot Policies define the boot devices used by blade and rack-mount servers, and the order that they
are attempted to boot from. Cisco HX-Series M5 generation rack-mount servers have their VMware ESXi hyper-
visors installed to an internal M.2 SSD boot drive; therefore, they require a unique boot policy defining that the
servers should boot from that location. The HyperFlex installer configures a boot policy named “HyperFlex-m5”
specifying boot from the M.2 SSDs, referred to as “Embedded Disk”, which is used by the HyperFlex M5 con-
verged nodes, and should not be modified. The HyperFlex installer configures a boot policy named “hx-
compute-m5”, which can be modified as needed for the boot method used by the M5 generation compute-only
nodes. Figure 37 details the HyperFlex Boot Policy.

Figure 37 Cisco UCS M5 Boot Policy

Actions Properties
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Host Firmware Packages

Cisco UCS Host Firmware Packages represent one of the most powerful features of the Cisco UCS platform; the
ability to control the firmware revision of all the managed blades and rack-mount servers via a policy specified in
the service profile. Host Firmware Packages are defined and referenced in the service profiles. Once a service
profile is associated to a server, the firmware of all the components defined in the Host Firmware Package are
automatically upgraded or downgraded to match the package. The HyperFlex installer creates a Host Firmware
Package named “HyperFlex-m5” which uses the simple package definition method, applying firmware revisions
to all components that matches a specific Cisco UCS firmware bundle, versus defining the firmware revisions
part by part. Figure 38 details the Host Firmware Package configured by the HyperFlex installer:

Figure 38 Cisco UCS M5 Host Firmware Package

Delete Name : HyperFlex-m5
Show Policy Usage Description :  Recommended Host Firmware Packages for M5 Hyp
Owner : Local

Blade Package : 4.0(4d)B Blade Backup Package :

Rack Package : 4.0(4d)C Rack Backup Package :

Service Pack

Local Disk Configuration Policies

Cisco UCS Local Disk Configuration Policies are used to define the configuration of disks installed locally within
each blade or rack-mount server, most often to configure Redundant Array of Independent/Inexpensive Disks
(RAID levels) when multiple disks are present for data protection. Since HX-Series converged nodes providing
storage resources do not require RAID, the HyperFlex installer creates four Local Disk Configuration Policies
which allows any local disk configuration. The policy named “HyperFlex-m5” is used by the service profile tem-
plate named “hx-nodes-m5”, which is for the HyperFlex M5 generation converged servers, and should not be
modified.

Meanwhile, the policies named “hx-compute” and “hx-compute-m5” are used by the service profile templates
named “compute-nodes” and “compute-nodes-m5”, which are used by compute-only nodes. The two com-
pute-only node policies can be modified as needed to suit the local disk configuration that will be used in com-
pute-only nodes.

Figure 39 details the Local Disk Configuration Policy configured by the HyperFlex installer.



Figure 39 Cisco UCS M5 Local Disk Configuration Policy

Name : HyperFlex-m5
volicy Usage Description :  Recommended Local Disk policy for M5 HyperFlex si
Owner Local
Mode : | Any Configuration v
Protect Configuration B |

If Protect Configuration is set, the local disk configuration is preserved if the service profile is disassociated
with the server. In that case, a configuration error will be raised when a new service profile is associated with
that server if the local disk configuration in that profile is different.

FlexFlash

FlexFlash State : (e Disable Enable

If FlexFlash State is disabled, SD cards will become unavailable immediately
Please ensure SD cards are not in use before disabling the FlexFlash State

FlexFlash RAID Reporting State . (e Disable () Enable
FlexFlash Removable State : Yes No (e No Change

If FlexFlash Removable State is changed, SD cards will become unavailable temporarily.
Please ensure SD cards are not in use before changing the FlexFlash Removable State

‘ﬁ Additional policies are created for use by Cisco UCS M4 generation HX-series servers, including addi-
tional BIOS policies, Boot Policies, Host Firmware Packages and Local Disk Configuration Policies. Be-
cause this document no longer describes the installation and configuration of M4 generation hardware,
the settings in these policies are not outlined here. Please refer to previous editions of this Cisco Validat-
ed Design document as a reference for these policies targeted at M4 generation hardware.

Maintenance Policies

Cisco UCS Maintenance Policies define the behavior of the attached blades and rack-mount servers when
changes are made to the associated service profiles. The default Cisco UCS Maintenance Policy setting is “Im-
mediate” meaning that any change to a service profile that requires a reboot of the physical server will result in
an immediate reboot of that server. The Cisco best practice is to use a Maintenance Policy set to “user-ack”,
which requires a secondary acknowledgement by a user with the appropriate rights within Cisco UCS Manager,
before the server is rebooted to apply the changes. The HyperFlex installer creates a Maintenance Policy named
“HyperFlex” with the setting changed to “user-ack”. In addition, the On Next Boot setting is enabled, which will
automatically apply changes the next time the server is rebooted, without any secondary acknowledgement.
Figure 40 details the Maintenance Policy configured by the HyperFlex installer:

Figure 40 Cisco UCS Maintenance Policy

Name : HyperFlex

Description :  Recommended maintenance policy for HyperFlex sel
Owner : Local

Soft Shutdown Timer : 1150 Secs v

Storage Config. Deployment Policy : |( ) Immediate () User Ack

Reboot Policy : |() Immediate (o) User Ack () Timer Automatic

(Apply pending changes at next reboot.)



Power Control Policies

Cisco UCS Power Control Policies allow administrators to set priority values for power application to servers in
environments where power supply may be limited, during times when the servers demand more power than is
available. The HyperFlex installer creates a Power Control Policy named “HyperFlex” with all power capping dis-
abled, and fans allowed to run at full speed when necessary. Figure 41 details the Power Control Policy config-
ured by the HyperFlex installer:

Figure 41 Cisco UCS Power Control Policy

Name . HyperFlex

Description . Recommended Power control policy for HyperFlex st
Owner : Local

Fan Speed Policy : | Any v

If you choose cap, the server is allocated a certain amount of power based on its priority within its
being the highest priority. If you choose no-cap, the server is exempt from all power capping.

®)No Cap cap

Cisco UCS Manager only enforces power capping when the servers in a power group reguire more |
servers run at full capacity regardless of their priority.

Scrub Policies

Cisco UCS Scrub Policies are used to scrub, or erase data from local disks, BIOS settings and FlexFlash SD
cards. If the policy settings are enabled, the information is wiped when the service profile using the policy is dis-
associated from the server. The HyperFlex installer creates a Scrub Policy named “HyperFlex” which has all set-
tings disabled, therefore all data on local disks, SD cards and BIOS settings will be preserved if a service profile
is disassociated. Figure 42 details the Scrub Policy configured by the HyperFlex installer:

Figure 42 Cisco UCS Scrub Policy

Name . HyperFlex

Description :  Recommended Scrub policy for HyperFlex servers
Owner : Local

Disk Scrub : |(®)No () Yes

BIOS Settings Scrub . [(®No () Yes

FlexFlash Scrub : |(@)No () Yes

Persistent Memory Scrub : |(®)No () Yes

Serial over LAN Policies

Cisco UCS Serial over LAN (SolL) Policies enable console output which is sent to the serial port of the server, to
be accessible via the LAN. For many Linux based operating systems, such as VMware ESXi, the local serial port
can be configured as a local console, where users can watch the system boot, and communicate with the sys-
tem command prompt interactively. Since many blade servers do not have physical serial ports, and often ad-



ministrators are working remotely, the ability to send and receive that traffic via the LAN is very helpful. Connec-
tions to a SoL session can be initiated from Cisco UCS Manager. The HyperFlex installer creates a SoL policy
named “HyperFlex” to enable SolL sessions and uses this feature to configure the ESXi hosts’ management net-
working configuration. Figure 43 details the SoL Policy configured by the HyperFlex installer:

Figure 43 Cisco UCS Serial over LAN Policy
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vMedia Policies

Cisco UCS Virtual Media (vMedia) Policies automate the connection of virtual media files to the remote KVM ses-
sion of the Cisco UCS blades and rack-mount servers. Using a vMedia policy can speed up installation time by
automatically attaching an installation ISO file to the server, without having to manually launch the remote KVM
console and connect them one-by-one. The HyperFlex installer creates a vMedia Policy named “HyperFlex” for
future use, with no media locations defined.

Cisco UCS Service Profile Templates

Cisco UCS Manager has a feature to configure service profile templates, which can be used to simplify and
speed up configuration efforts when the same configuration needs to be applied to multiple servers. Service
profile templates are used to spawn multiple service profile copies to associate with a group of servers, versus
configuring the same service profile manually each time it is needed. Service profile templates contain all the
configuration elements that make up a service profile, including vNICs, VHBAS, local disk configurations, boot
policies, host firmware packages, BIOS policies and more. Templates are created as either initial templates or
updating templates. Updating templates retain a link between the parent template and the child object, therefore
when changes are made to the template, the changes are propagated to all remaining linked child objects. The
HyperFlex installer creates service profile templates named “hx-nodes-m5” and “compute-nodes-m5”, each
with nearly the same configuration, except for the BIOS, firmware, local disk configuration and boot policies. This
simplifies future efforts if the configuration of the compute only nodes needs to differ from the configuration of
the HyperFlex converged storage nodes. The following tables detail the service profile templates configured by
the HyperFlex installer:

Table 30 Cisco UCS Service Profile Template Settings and Values

Service Profile Template Name:

Setting Value

UUID Pool Hardware Default

Associated Server Pool None



it Template Name: _

Maintenance Policy

Management IP Address Policy

Local Disk Configuration Policy

LAN Connectivity Policy

Boot Policy

BIOS Policy

Firmware Policy

Power Control Policy

Scrub Policy

Serial over LAN Policy

vMedia Policy

HyperFlex

hx-ext-mgmt

HyperFlex-m5

HyperFlex

HyperFlex-m5

HyperFlex-m5

HyperFlex-m5

HyperFlex

HyperFlex

HyperFlex

Not defined

Service Profile Template Name: compute-nodes-m5

Setting

UUID Pool

Associated Server Pool

Maintenance Policy

Management IP Address Policy

Local Disk Configuration Policy

LAN Connectivity Policy

Boot Policy

BIOS Policy

Value

Hardware Default

None

HyperFlex

hx-ext-mgmt

hx-compute-m5

HyperFlex

hx-compute-m5

HyperFlex-m5



Service Profile Template Name: compute-nodes-m5

Firmware Policy HyperFlex-m5
Power Control Policy HyperFlex
Scrub Policy HyperFlex
Serial over LAN Policy HyperFlex
vMedia Policy Not defined

ﬂ Additional templates are created for use by Cisco UCS M4 generation HX-series servers. Because this
document no longer covers the installation and configuration of M4 generation hardware, the settings in
these templates are not outlined here. Please refer to previous editions of this Cisco Validated Design
document as a reference for these templates targeted at M4 generation hardware.

vNIC/vHBA Placement

In order to control the order of detection of the vNICs and vHBAs defined in service profiles, Cisco UCS allows
for the definition of the placement of the vNICs and vHBAs across the cards in a blade or rack-mount server, and
the order they are seen. In certain hardware configurations, the physical mapping of the installed cards and port
extenders to their logical order is not linear, therefore each card is referred to as a virtual connection, or vCon.
Because of this, the placement and detection order of the defined vNICs and vHBAs does not refer to physical
cards, but instead refers to a vCon. HX-series servers are most often configured with a single Cisco UCS VIC
mLOM card. An optional configuration does allow for two VIC cards to be used for an extra layer of physical re-
dundancy. To accommodate this option, the vCon placement policy alternates between vCon 1 and vCon 2. If
two cards were present, then the 8 vNICs would be evenly distributed across both cards. With a single Cisco
VIC card installed, the only available placement is on vCon 1. In this scenario, all the vNICs defined in the service
profile templates for HX-series servers will be placed on vCon 1, despite some of them being set to be placed
on vCon 2. In either case, the resulting detection order is the same, giving a consistent enumeration of the inter-
faces as seen by the VMware ESXi hypervisor.

Through the combination of the vNIC templates created (vNIC Templates), the LAN Connectivity Policy (LAN
Connectivity Policies), and the vNIC placement, every VMware ESXi server will detect the same network inter-
faces in a known and identical order, and they will always be connected to the same VLANSs via the same net-
work fabrics. Table 31 lists the vNICs, their placement, their order, the fabric they are connected to, their default
VLAN, and how they are enumerated by the ESXi hypervisor.

Table 31 vNIC Placement

hv-mgmt-a 1 <<hx-inband- vmnicO
mgmt>>

hv-mgmt-b 2 ) B <<hx-inband- vmnic4



mgmt>>
storage-data-a 1 2 A <<hx-storage- vmnic1
data>>
storage-data-b 2 6 B <<hx-storage- vmnic5
data>>
vm-network-a 1 3 A <<vm-network>> vmnic2
vm-network-b 2 7 B <<vm-network>> vmnic6
hv-vmotion-a 1 4 A <<hx-vmotion>> vmnic3
hv-vmotion-b 2 8 B <<hx-vmotion>> vmnic7

ﬁ ESXi VMDirectPath relies on a fixed PCI address for the passthrough devices. If the configuration is
changed by adding or removing vNICs or vHBAs, then the order of the devices seen in the PCI tree will
change. The ESXi hosts will subsequently need to reboot one additional time in order to repair the con-
figuration, which they will do automatically.

ESXi Host Design

The following sections detail the design of the elements within the VMware ESXi hypervisors, system require-
ments, virtual networking, and the configuration of ESXi for the Cisco HyperFlex HX Distributed Data Platform.

Virtual Networking Design

The Cisco HyperFlex system has a pre-defined virtual network design at the ESXi hypervisor level. Four different
virtual switches are created by the HyperFlex installer, each using two uplinks, which are each serviced by a
VNIC defined in the Cisco UCS service profile. The vSwitches created are:

o vswitch-hx-inband-mgmt: This is the default vSwitchO which is renamed by the ESXi kickstart file as part
of the automated installation. The default VMkernel port, vmkO, is configured in the standard Management
Network port group. The switch has two uplinks, active on fabric A and standby on fabric B, without jumbo
frames. A second port group is created for the Storage Platform Controller VMs to connect to with their
individual management interfaces. A third port group is created for cluster to cluster VM snapshot replica-
tion traffic. The VLANSs are not Native VLANs as assigned to the vNIC templates, and therefore they are
defined in ESXi/vSphere.

o vswitch-hx-storage-data: This vSwitch is created as part of the automated installation. A VMkernel port,
vmk1, is configured in the Storage Hypervisor Data Network port group, which is the interface used for
connectivity to the HX Datastores via NFS. The switch has two uplinks, active on fabric B and standby on
fabric A, with jumbo frames highly recommended. A second port group is created for the Storage Platform
Controller VMs to connect to with their individual storage interfaces. The VLAN is not a Native VLAN as as-
signed to the vNIC templates, and therefore they are defined in ESXi/vSphere.



o vswitch-hx-vm-network: This vSwitch is created as part of the automated installation. The switch has two
uplinks, active on both fabrics A and B, and without jumbo frames. The VLANs are not Native VLANs as
assigned to the vNIC templates, and therefore they are defined in ESXi/vSphere.

« vmotion: This vSwitch is created as part of the automated installation. The switch has two uplinks, active
on fabric A and standby on fabric B, with jumbo frames highly recommended. The IP addresses of the
VMkernel ports (vmk2) are configured during the post_install script execution. The VLAN is not a Native
VLAN as assigned to the vNIC templates, and therefore they are defined in ESXi/vSphere.

The following table and figures provide more details about the ESXi virtual networking design as built by the Hy-
perFlex installer by default:

Table 32 Virtual Switches

vswitch-hx-inband- Management vmnicO vmnic4 <<hx-
mgmt Network in-
band-
Storage Controller mgmt>
Management >
Network
Storage Controller vmnicO vmnic4 <<hx- no
Replication in-
Network band-
repl>>
vswitch-hx- Storage Controller vmnic5 vmnic1 <<hx- yes
storage-data Data Network stor-
age-
Storage Hypervi- data>>
sor Data
Network
vswitch-hx-vm- vm-network- vmnic2 <<vm- no
network <<VLAN ID>> net-
vmnic6 work>>
vmotion vmotion-<<VLAN vmnic3 vmnic7 <<hx- yes
ID>> vmo-

tion>>



Figure 44 ESXi Network Design

FIA FI B

vswitch-hx-storage-data

Mgmt Storage Vmotion
vmk port Storage vmk port vmk port
Controller Storage vm-network-<<VLAN>>

Management Management Storage Controller
Network Network Hypervisor Data

Network
Data / 3 V M 3 |

vmotion-<<VLAN>>

Network

Storage
Controller
Replication

Network ESX I

HX Node

VMDirectPath I/O Passthrough

VMDirectPath 1/0 allows a guest VM to directly access PCIl and PCle devices in an ESXi host as though they
were physical devices belonging to the VM itself, also referred to as PCI passthrough. With the appropriate driv-
er for the hardware device, the guest VM sends all I/0 requests directly to the physical device, bypassing the
hypervisor. In the Cisco HyperFlex system, the Storage Platform Controller VMs use this feature to gain full con-
trol of the Cisco 12Gbps SAS HBA cards in the Cisco HX-series rack-mount servers. This gives the controller
VMs direct hardware level access to the physical disks installed in the servers, which they consume to construct
the Cisco HX Distributed Filesystem. In all-flash model servers equipped with an NVMe caching SSD,
VMDirectPath is also configured for the caching disk, since it is not connected to an HBA card. In all-NVMe
model servers there is no SAS HBA at all, and all of the NVMe caching and capacity SSDs are configured via
VMDirectPath I/0O so that the controller VMs have direct access to all of the disks. Other disks, connected to dif-
ferent controllers, such as the M.2 boot SSDs, remain under the control of the ESXi hypervisor. Lastly, when the
Cisco HyperFlex Acceleration Engine card is installed, VMDirectPath 1/0 is also configured to give the controller
VMs direct access to the cards as well. The configuration of the VMDirectPath I/O feature is done by the Cisco
HyperFlex installer and requires no manual steps.

Storage Platform Controller Virtual Machines

A key component of the Cisco HyperFlex system is the Storage Platform Controller Virtual Machine running on
each of the nodes in the HyperFlex cluster. The controller VMs cooperate to form and coordinate the Cisco HX
Distributed Filesystem, and service all the guest VM 10 requests. The storage controller VM runs custom soft-
ware and services that manage and maintain the Cisco HX Distributed Filesystem. The services and processes
that run within the controller VMs are not exposed directly to the ESXi hosts, although the controller VMs are
configured to automatically start and stop with the ESXi hosts and protected from accidental deletion. Manage-
ment and visibility into the function of the controller VMs, and the Cisco HX Distributed Filesystem is done via the



HyperFlex Connect HTML management webpage, or a plugin installed to the vCenter server or appliance man-
aging the vSphere cluster. The plugin communicates directly with the controller VMs to display the information
requested, or make the configuration changes directed, all while operating within the same web-based interface
of the vSphere Web Client. The deployment of the controller VMs and vCenter plugins are all done by the Cisco
HyperFlex installer and requires no manual steps.

Controller Virtual Machine Locations

The physical storage location of the controller VMs differs among the Cisco HX-Series rack servers, due to dif-
ferences with the physical disk location and connections on those server models. The storage controller VM is
operationally no different from any other typical virtual machines in an ESXi environment. The VM must have a
virtual disk with the bootable root filesystem available in a location separate from the SAS HBA that the VM is
controlling via VMDirectPath I/0. The configuration details of the models are as follows:

e HX220c M5, HXAF220c M5, HX240c M5L, HX240c M5 and HXAF240c M5: The server boots the ESXi hy-
pervisor from the internal M.2 form factor SSD. The M.2 SSD is partitioned by the ESXi installer, and the
remaining 216 GB of space is used as a VMFS datastore. The controller VM’s root filesystem is stored on a
2.5 GB virtual disk, /dev/sda, which is placed on this VMFS datastore. The controller VM has full control of
all the front and rear facing SAS based hot-swappable disks via PCIl passthrough control of the SAS HBA.
The controller VM operating system sees the 240 GB SSD, also commonly called the “housekeeping” disk
as /dev/sdb, and places HyperFlex binaries and logs on this disk. The remaining disks seen by the con-
troller VM OS are used by the HX Distributed filesystem for caching and capacity layers.

e HX220c M5N: The server boots the ESXi hypervisor from the internal M.2 form factor SSD. The M.2 SSD is
partitioned by the ESXi installer, and the remaining 216 GB of space is used as a VMFS datastore. The
controller VM’s root filesystem is stored on a 2.5 GB virtual disk, /dev/sda, which is placed on this VMFS
datastore. The controller VM has full control of all the front facing NVMe based hot-swappable SSDs di-
rectly connected through the PCle bus via PCI Passthrough. The controller VM operating system sees the
240 GB SSD, also commonly called the “housekeeping” disk as /dev/sdb, and places HyperFlex binaries
and logs on this disk. The remaining disks seen by the controller VM OS are used by the HX Distributed
filesystem for caching and capacity layers.

The following figures detail the Storage Platform Controller VM placement on the ESXi hypervisor hosts:



Figure 45 All M5 Generation Servers Controller VM Placement Except All-NVMe
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Figure 46 All-NVMe M5 Controller VM Placement
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& HyperFlex compute-only nodes install a lightweight controller VM in the VMFS datastore automatically
created during the installation of ESXi. This VM performs no storage functions and is only used for node
coordination.

HyperFlex Datastores

A new HyperFlex cluster has no default datastores configured for virtual machine storage, therefore the datas-
tores must be created using the vCenter Web Client plugin or the HyperFlex Connect GUI. It is important to rec-
ognize that all HyperFlex datastores are thinly provisioned, meaning that their configured size can far exceed the
actual space available in the HyperFlex cluster. Alerts will be raised by the HyperFlex system in HyperFlex Con-



nect or the vCenter plugin when actual space consumption results in low amounts of free space, and alerts wiill
be sent via auto support email alerts. Overall space consumption in the HyperFlex clustered filesystem is opti-
mized by the default deduplication and compression features.

Figure 39 Datastore Example
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CPU Resource Reservations

Since the storage controller VMs provide critical functionality of the Cisco HX Distributed Data Platform, the Hy-
perFlex installer will configure CPU resource reservations for the controller VMs. This reservation guarantees that
the controller VMs will have CPU resources at a minimum level, in situations where the physical CPU resources
of the ESXi hypervisor host are being heavily consumed by the guest VMs. This is a soft guarantee, meaning in
most situations the SCVMs are not using all of the CPU resources reserved, therefore allowing the guest VMs to
use them. Table 33 lists the CPU resource reservation of the storage controller VMs:

Table 33 Controller VM CPU Reservations

All hybrid and all-flash 8 Low 10800 MHz unlimited
models
All-NVMe models 12 Low 10800 MHz unlimited

Memory Resource Reservations

Since the storage controller VMs provide critical functionality of the Cisco HX Distributed Data Platform, the Hy-
perFlex installer will configure memory resource reservations for the controller VMs. This reservation guarantees
that the controller VMs will have memory resources at a minimum level, in situations where the physical memory
resources of the ESXi hypervisor host are being heavily consumed by the guest VMs. Table 34 lists the memory
resource reservation of the storage controller VMs:

Table 34 Controller VM Memory Reservations

Server Models Amount of Guest Memory Reserve All Guest Memory

HX220c-M5SX 48 GB Yes



Server Models Amount of Guest Memory Reserve All Guest Memory

HXAF220c-M5SX

HXAF220c-M5N 72 GB Yes
HX240c-M5SX

HXAF240c-M5SX

HX240c-M5L 78 GB Yes

Installation

Cisco HyperFlex systems are ordered with a factory pre-installation process having been done prior to the
hardware delivery. This factory integration work will deliver the HyperFlex servers with the proper firmware revi-
sions pre-set, a copy of the VMware ESXi hypervisor software pre-installed, and some components of the Cisco
HyperFlex software already installed. Once on site, the final steps to be performed are reduced and simplified
due to the previous factory work. For the purpose of this document, the setup process is described presuming
that this factory pre-installation work was done, thereby leveraging the tools and processes developed by Cisco
to simplify the process and dramatically reduce the deployment time. The following sections will guide you
through the prerequisites and manual steps needed prior to using the HyperFlex installer via Cisco Intersight,
how to configure the HyperFlex profiles in Cisco Intersight and perform the installation, then finally how to per-
form the remaining post-installation tasks.

Prerequisites

Prior to beginning the installation activities, it is important to gather the following information:

IP Addressing

IP addresses for the Cisco HyperFlex system need to be allocated from the appropriate subnets and VLANSs to
be used. IP addresses that are used by the system fall into the following groups:

o Cisco UCS Manager: These addresses are used and assigned by Cisco UCS manager. Three IP addresses
are used by Cisco UCS Manager; one address is assigned to each Cisco UCS Fabric Interconnect, and the
third IP address is a roaming address for management of the Cisco UCS cluster. In addition, at least one IP
address per Cisco UCS blade or HX-series rack-mount server is required for the hx-ext-mgmt IP address
pool, which are assigned to the CIMC interface of the physical servers. Since these management address-
es are assigned from a pool, they need to be provided in a contiguous block of addresses. These ad-
dresses must all be in the same subnet.

o HyperFlex and ESXi Management: These addresses are used to manage the ESXi hypervisor hosts, and
the HyperFlex Storage Platform Controller VMs. Two IP addresses per node in the HyperFlex cluster are
required from the same subnet, and a single additional IP address is needed as the roaming HyperFlex
cluster management interface. These addresses can be assigned from the same subnet at the Cisco UCS
Manager addresses, or they may be separate.

o HyperFlex Replication: These addresses are used by the HyperFlex Storage Platform Controller VMs for
clusters that are configured to replicate VMs to one another. One IP address per HX node is required, plus



one additional IP address as a roaming clustered replication interface. These addresses are assigned to a
pool as part of a post-installation activity described later in this document and are not needed to complete
the initial installation of a HyperFlex cluster. These addresses can be from the same subnet as the Hyper-
Flex and ESXi management addresses, but it is recommended that the VLAN ID and subnet be unique.

o HyperFlex Storage: These addresses are used by the HyperFlex Storage Platform Controller VMs, and as
VVMkernel interfaces on the ESXi hypervisor hosts, for sending and receiving data to/from the HX Distribut-
ed Data Platform Filesystem. These addresses are automatically provisioned to the nodes from the link-
local IPv4 subnet of 169.254.0.0/16 and do not need to be manually assigned prior to installation. Two IP
addresses per node in the HyperFlex cluster are assigned from the subnet, and a single additional IP ad-
dress is assigned as the roaming HyperFlex cluster storage interface. The third octet of the IP addresses is
derived from the MAC address pool prefix by converting that value to a decimal number, thereby creating
a unique subnet for each cluster, as the subnet mask set on the hosts for these VMkernel ports is actually
255.255.255.0. The value for the fourth octet is sequentially set, starting with .1 for the overall cluster,
then proceeding to .2 for the vmk1(Hypervisor) port of the first server, then .3 for the Storage Controller
VM of the first server. The second server would be assigned .4 for its vmk1 port, and .5 for its Storage
Controller VM, and this pattern continues for each subsequent server. It is recommended to provision a
VLAN ID that is not used in the network for other purposes. Finally, if the Cisco UCS domain is going to
contain multiple HyperFlex clusters, it is recommended to use a different VLAN ID for the HyperFlex stor-
age traffic for each cluster, as this is a safer method, guaranteeing that storage traffic from multiple clus-
ters cannot intermix.

« VMotion: These IP addresses are used by the ESXi hypervisor hosts as VMkernel interfaces to enable
vMotion capabilities. One or more IP addresses per node in the HyperFlex cluster are required from the
same subnet. Multiple addresses and VMkernel interfaces can be used if you wish to enable multi-NIC
vMotion, although this configuration would require additional manual steps.

The following tables will assist in gathering the required IP addresses for the installation of an 8-node standard
HyperFlex cluster, or a 4+4 extended cluster by listing the addresses required, plus an example IP configuration:

ﬁ Table cells shaded in black do not require an IP address.




Table 35 HyperFlex Standard Cluster IP Addressing

Fabric Interconnect

Fabric Interconnect

UCS Manager
HyperFlex Cluster

HyperFlex Node #1

HyperFlex Node #2

HyperFlex Node #3

HyperFlex Node £4

HyperFlex Node #5

HyperFlex Node £#6

HyperFlex Node #7

HyperFlex Node £#8

Address Group: ucs HyperFlex and ESXi Management HyperFlex Storage Vivlotion
VLAN ID:
Subnet:
Subnet Mask:
Gateway:
ucs ESXi Storage Controller | Storage Controller ESXi Hypervisor Storage Controller .
Device Management IManagement VI Management VI Replication Storage Vikernel VM Storage \f[\ak::::ﬁ\;:t:mel
Addresses Interfaces Interfaces Interfaces Interfaces Interfaces

‘& If the on-premises HyperFlex installer VM is used instead of Cisco Intersight for the installation, then IP
addresses for the HyperFlex storage components must be manually assigned and provided during the

installation process.

HyperFlex extended clusters are also addressed similarly to a standard cluster, they require additional IP ad-
dresses for Cisco UCS management and ESXi management, as listed below:



Table 36 HyperFlex Standard Cluster Example IP Addressing

Address Group: Hyperflex and ESXi Management HyperfFlex Storage Vilotion
VLAN ID: 30 133 101 2
Subnet: 0.29.132.0 192.168.101.0 192.168.201.0

Subnet Mask: 255.255.255.0 255.255.255.0 255.255.255.0 255.255.255.0

Gateway: 0.29.132 g 192.168.101.1
ucs ESXi Storage Controller Storage Controller ESXI Hypervisor Storage Controller .
Device Management Management VM Management /W Replication Storage Vikemel VI Storage V[“ol:::ﬁ\;:t:mel
Addresses Interfaces Interfaces Interfaces Interfaces Interfaces

10.29.132.104
10.29.132.105

10.29.132.106

Fabric Interconnect

Fabric Interconnect

UCS Manager

HyperFlex Cluster 10.29.132.182 192.168.101.40
HyperFlex Node #1 10.29.132.166 10.29.132.174 10.29.132.183 192.168.101.41
HyperFlex Node H2 10.29.132.167 10.29.132.175 10.29.132.184 192.168.101.42
HyperFlex Node 3 10.29.132.168 10.29.132.176 10.29.132.185 192.168.101.43
HyperFlex Node #4 10.29.132.169 10.29.132.177 10.29.132.186 168.101.44
HyperFlex Node #5 10.29.132.170 10.29.132.178 10.29.132.187 192.168.101.45
HyperFlex Node #6 10.29.132.171 10.29.132.179 10.29.132.188 192.168.101.46
HyperFlex Node #7 10.29.132.172 10.29.7 10.29.132.189 192.168.101.47
HyperFlex Node 8 10.29.132.173 10.29.132.181 10.29.132.190 192.168.101.48

# IP addresses for Cisco UCS Management, plus HyperFlex and ESXi Management can come from the
same subnet, or can be separate subnets, as long as the HyperFlex installer can reach them both.

DHCP versus Static IP

By default, the HX installation will assign a static IP address to the management interface of the ESXi servers.
Using Dynamic Host Configuration Protocol (DHCP) for automatic IP address assignment in not recommended.

DNS

DNS servers are highly recommended to be configured for querying Fully Qualified Domain Names (FQDN) in the
HyperFlex and ESXi Management group. DNS records need to be created prior to beginning the installation. At a
minimum, it is highly recommended to create A records and reverse PTR records for the ESXi hypervisor hosts’
management interfaces. Additional DNS A records can be created for the Storage Controller Management inter-
faces, ESXi Hypervisor Storage interfaces, and the Storage Controller Storage interfaces if desired.

The following tables will assist with gathering the required DNS information for the installation, by listing the in-
formation required, and an example configuration:

Table 37 DNS Server Information

DNS Server #1

DNS Server #2



DNS Domain

vCenter Server Name

SMTP Server Name

UCS Domain Name

HX Server #1 Name

HX Server #2 Name

HX Server #3 Name

HX Server #4 Name

HX Server #5 Name

HX Server #6 Name

HX Server #7 Name

HX Server #8 Name

Table 38 DNS Server Example Information

DNS Server #1

DNS Server #2

DNS Domain

vCenter Server Name

SMTP Server Name

UCS Domain Name

HX Server #1 Name

HX Server #2 Name

10.29.132.110

hxdom.local

vcenter.hxdom.local

outbound.cisco.com

HX~FI

hxaf220m5n-01.hxdom.local

hxaf220m5n-02.hxdom.local



HX Server #3 Name hxaf220m5n-03.hxdom.local

HX Server #4 Name hxaf220m5n-04.hxdom.local

HX Server #5 Name hxaf220m5n-05.hxdom.local

HX Server #6 Name hxaf220m5n-06.hxdom.local

HX Server #7 Name hxaf220m5n-07.hxdom.local

HX Server #8 Name hxaf220m5n-08.hxdom.local
NTP

Consistent time clock synchronization is required across the components of the HyperFlex system, provided by
reliable NTP servers, accessible for querying in the Cisco UCS Management network group, and the HyperFlex
and ESXi Management group. NTP is used by Cisco UCS Manager, vCenter, the ESXi hypervisor hosts, and the
HyperFlex Storage Platform Controller VMs. The use of public NTP servers is highly discouraged, instead a relia-
ble internal NTP server should be used.

The following tables will assist with gathering the required NTP information for the installation by listing the in-
formation required, and an example configuration:

Table 39 NTP Server Information

NTP Server #1
NTP Server H2
Timezone

Table 40 NTP Server Example Information

NTP Server #1 ntp1.hxdom.local
NTP Server H2 ntp2.hxdom.local
Timezone (UTC-8:00) Pacific

Time



VLANSs

Prior to the installation, the required VLAN IDs need to be documented, and created in the upstream network if
necessary. At a minimum, there are 4 VLANSs that need to be trunked to the Cisco UCS Fabric Interconnects that
comprise the HyperFlex system; a VLAN for the HyperFlex and ESXi Management group, a VLAN for the Hyper-
Flex Storage group, a VLAN for the VMotion group, and at least one VLAN for the guest VM traffic. If HyperFlex
Replication is to be used, another VLAN must be created and trunked for the replication traffic. The VLAN names
and IDs must be supplied during the HyperFlex installation wizard.

The following tables will assist with gathering the required VLAN information for the installation by listing the in-
formation required, and an example configuration:

Table 41 VLAN Information

<<hx-inband-mgmt>>
<<hx-inband-repl>>
<<hx-storage-data>>
<<hx-vm-data>>

Table 42 VLAN Example Information

hx-mgmt 30
hx-repl 35
hx-storage 101
vm-network-100 34
vmotion-200 201

Network Uplinks

The Cisco UCS uplink connectivity design needs to be finalized prior to beginning the installation. One of the
early manual tasks to be completed is to configure the Cisco UCS network uplinks and verify their operation, pri-
or to beginning the HyperFlex installation steps. Refer to the network uplink design possibilities in the Network
Design section. Cisco recommends that the uplink bandwidth configured is greater than or equal to double the
bandwidth available to each Hyperflex converged node. For example, if the nodes are connected at 10 Gigabit
speeds, then each Fabric Interconnect should have at least 20 Gigabit of uplink bandwidth available.

The following tables will assist with gathering the required network uplink information for the installation by list-
ing the information required, and an example configuration:



Table 43  Network Uplink Configuration

Fabric Interconnect Port Port Channel Port Channel Type Port Channel ID Port Channel Name
[Jyes[No [JLace
|:’ Yes |:’ No D vPC

A |:’ Yes |:’ No
D Yes D MNo
[Jyes[No [JLace

CJvec
|:’ Yes |:’ No

B
|:’ Yes |:’ No
|:’ Yes |:’ No

Table 44 Network Uplink Example Configuration

Fabric Interconnect Port Port Channel Port Channel Type Port Channel ID Port Channel Name
1/49 X ves [ No [Tiace
1/50 X ves [ No X vec
A D Yes D NO 10 vpc-10
D Yes D MNo
1/49 D ves [ No [(Jrace
ze
1/50 |Z| Yes |:’ No
B 20 vpe-20
D Yes D No
D Yes D MNo

Usernames and Passwords

Several usernames and passwords need to be defined or known as part of the HyperFlex installation process.
The following tables will assist with gathering the required username and password information by listing the
information required and an example configuration:




Table 45 Usernames and Passwords

HX Installer Administrator root <<hx_install_root_pw>>
UCS Administrator admin <<ucs_admin_pw>>
ESXi Administrator root <<esxi_root_pw>>
HyperFlex Administrator admin <<hx_admin_pw>>
vCenter Administrator <<vcenter_administrator>> <<vcenter_admin_pw>>

Table 46 Example Usernames and Passwords

HX Installer Administrator root Cixxxxxx
UCS Administrator admin Cixxxxxx
ESXi Administrator root Clxxxxxx
HyperFlex Administrator admin CIxXxXxxxx
vCenter Administrator administrator@vsphere.local CiXXXXXXX

Physical Installation

Install the Fabric Interconnects, the HX-Series rack-mount servers, standard Cisco UCS C-series rack-mount
servers, the Cisco UCS 5108 chassis, the Cisco UCS Fabric Extenders, and the Cisco UCS blades according to
their corresponding hardware installation guides listed below. For a stretched cluster deployment, the physical
installation is identical to a standard cluster, only it is duplicated in two different physical locations.

Cisco UCS 6400 Series Fabric Interconnect:

https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/hw/6454-install-guide/6454.html

HX220c M5 Server:

https://www.cisco.com/c/en/us/td/docs/hyperconverged systems/HX series/HX220c M5/HX220c_M5.html

Cisco UCS 5108 Chassis, Servers, and Fabric Extenders:

http://www.cisco.com/c/en/us/td/docs/unified computing/ucs/hw/chassis-install-guide/ucs5108 install.pdf



https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/hw/6454-install-guide/6454.html
https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HX_series/HX220c_M5/HX220c_M5.html
http://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/hw/chassis-install-guide/ucs5108_install.pdf

Cabling

The physical layout of the HyperFlex system was previously described in section Physical Topology. The Fabric
Interconnects, HX-series rack-mount servers, Cisco UCS chassis and blades need to be cabled properly before
beginning the installation activities.

Table 47 provides an example cabling map for installation of a Cisco HyperFlex system, with eight HyperFlex
converged servers, and one Cisco UCS 5108 chassis.

Table 47 Example Cabling Map
Device Port Connected To Port Type Length Iote
UCS6454-A L1 UCSE454-B L1 CATS 1FT
UCSE454-A L2 UCSE454-B L2 CATS 1FT
LICSEA54-A mgmitl Customer LAN
UCSE454-4A 111 HX Server #1 mLOM port 1 Twinax | 3M Server 1
LICS5454-4A 142 HX Server #2 mLOM port 1 Twinax | 3h Server 2
LICS5454-A 1/3 HX Server #3 mLOM port 1 Twirax | 3M Server 3
UCSB454-A 1/4 HX Server #4 mLOM port 1 Twinax [ 3 Server 4
LICS5454-4A 1/5 HX Server #5 mLOM port 1 Twinax | 3 Server 5
LICS5454-A 1/6 HX Server #6 mLOM port 1 Twirax | 3M Server B
UCSB454-A 1/7 HX Server #7 mLOM port 1 Twinax | 3M Server 7
UCS6454-A 1/8 HX Server #8 mLOM port 1 Twinax | 3M Sernver 8
UCSE454-A 1/9 C220 Server #9 mLOM port 1 Twinax [ 3M Server 9
UCSE454-4 110 C220 Server #10 mLOM port 1 Twinax [ 3 Server 10
UC56454-A 1111 C220 Senver #11 mLOM paort 1 Twinax | 3M Senver 11
UCSE454-A 1112 C220 Senver §12 mLOM port 1 Twinax [ 3M Server 12
UCSE454-A 113 C220 Server #13 mLOM port 1 Twinax [ 3M Server 13
UCS6454-A 114 C220 Server #14 mLOM port 1 Twinax | 3M Senver 14
UCS6454-A 1115 C220 Server #15 mLOM port 1 Twinax [ 3M Server 15
UCSE454-A 116 C220 Server #16 mLOM port 1 Twinax [ 3M Senver 16
UCSE454-4 1117 2408XP #1 1OM1 port 1 Twinax [ 3 Chassis 1
UCS6454-A 118 2408XP #1 IOM1 port 2 Twinax | 3M Chassis 1
UCSE454-A 118




Device Port Connected To Port Type Length Mote
LICSE454-A 120

LICSE454-A {2

LICSE4B4-A 122

LICSE454-A 1/23

LICSE454-A {2

LICSE4B4-A 125

LICSE454-A 126

LICSE454-A 27

LICSE4B4-A 1/28

LICSE454-A 128

LICSE454-A 1/30

LICSE4B4-A 1131

LICSE454-A 1/32

LICSE454-A 1/33

LICSE4B4-A 134

LICSE4E4-A 135

LICSE454-A 1/36

LICSE4B4-A 1137

LICSE454-A 1/38

LCS6454-A 1/39

LICSE4B4-A 40

LICSE454-A 1541

Device Port Connected To Port Type Length HMote
UCSE454-A 1/42

LICSE454-A 1/43

UCSE454-A 144

UCSE454-A 145

LCSE454-A 1/46

UCSE454-A A7

UCSE4E4-A 148

LCSE454-A 1/49 Customer LAN uplink
LCSE454-A 1/50 Customer LAN uplink
UCSE454-A 1/51

UCSE454-A 1/52

LICSE454-A 1/53

UCSE454-A 154




Device Port Connected To Port Type Length Mote
LCSE454-B L1 UCSE454-A L1 CATS 1FT

UC56454-B L2 L2 ATS 1FT

LICSE454-B mgmtC

LCSE454-B 11 mLOk port 3M

UC56454-B 1/2 mLOM port Twinax | 3M

UCSE454-B 1/3 mLOMM port Twinax | 3M

LCSE454-B 1/4 mLCk port 3M

UC56454-B 1/6 mLOM port Twinax | 3M Senver 5
UCSE454-B 1/6 mLOMM port Twinax | 3M

LCSE454-B 1/7 mLCk port Twinax | 3M

UC56454-B 1/8 mLOM port Twinax | 3M Senver 8
UCSE454-B 1/9 mLOMM port Twinax | 3M

LCSE454-B 110 mLCk port Twinax | 3M

UC56454-B 1/11 mLOM port Twinax | 3M

UCSE454-B 1112 mLOMM port Twinax | 3M

UCSE454-B 113 mLOM port Twinax | 3

UC56454-B 114 mLOM port Twinax | 3M Senver 14
UCSE454-B 1/15 mLOMM port Twinax | 3M Server 15
LCSE454-B 1116 mLCk port Twinax | 3M

UC56454-8 117 2408xP # IOMZ port 1 Twinax | 3M

UCSE454-B 118 2408XP #2 IOM2 port 2 Twinax | 3M

LCSE454-B 119

Device Connected To Port Type Length Mote
UCSE454-B 1/20

UC56454-8 1/21

UCSE454-B 1/22

UCSE454-B 1/23

UC56454-8 1/24

UCSE454-B 1/25

UCSE454-B 1/26

UC56454-8 1/27

UCSE454-B 1/28

UCSE454-B 1/28

UC56454-8 1/3

UCSE454-B 1/31

UCSE454-B 1/32

UC56454-8 1/33

UCSE454-B 1/34

UCSE454-B 1/36

UC56454-8 1/3

UCSE454-B 1/37

UCSE454-B 1/38

UCS6454-8 1/39

UCSE454-B 1/40

UCSE454-B 1/41




Device Port Connected To Port Type Length Hote
UCSB454-B 1/42

UCS6454-8

i
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UCSB454-8 1/44

UCSE454-B 1/45
UCSE454-B 1/46
UCSE454-B 1/47
UCSE454-B 1/48
LCS5454-B 1/49 Customer LAM uplink
LICS5454-B 1/50 Customer LAMN uplink:
UCSE454-B 1/61
UCSE454-B 1/52

UCS6454-B 1/53

UCSE454-8
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Cisco UCS Installation

This section describes the steps to initialize and configure the Cisco UCS Fabric Interconnects, to prepare them
for the HyperFlex installation.

Cisco UCS Fabric Interconnect A

To configure Fabric Interconnect A, follow these steps:

1. Make sure the Fabric Interconnect cabling is properly connected, including the L1 and L2 cluster links, and
power the Fabric Interconnects on by inserting the power cords.

2. Connect to the console port on the first Fabric Interconnect, which will be designated as the A fabric device.
Use the supplied Cisco console cable (CAB-CONSOLE-RJ45=), and connect it to a built-in DB9 serial port, or
use a USB to DB9 serial port adapter.

3. Start your terminal emulator software.

4. Create a connection to the COM port of the computer’'s DB9 port, or the USB to serial adapter. Set the termi-
nal emulation to VT100, and the settings to 9600 baud, 8 data bits, no parity, and 1 stop bit.

5. Open the connection just created. You may have to press ENTER to see the first prompt.

6. Configure the first Fabric Interconnect, using the following example as a guideline:
--—-- Basic System Configuration Dialog ----

This setup utility will guide you through the basic configuration of
the system. Only minimal configuration including IP connectivity to
the Fabric interconnect and its clustering mode is performed through these steps.

Type Ctrl-C at any time to abort configuration and reboot system.
To back track or make modifications to already entered values,
complete input till end of section and answer no when prompted
to apply configuration.



Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup.

You have chosen to setup a new Fabric interconnect. Continue? (y/n):

Enforce strong password? (y/n) [yl: vy

Enter the password for "admin":
Confirm the password for "admin":

Is this Fabric interconnect part of a cluster (select 'no'
(yes/no) [n]: yes

Enter the switch fabric (A/B) []: A

Enter the system name: HX1-FI

Physical Switch MgmtO IP address : 10.29.132.104

Physical Switch MgmtO IPv4 netmask : 255.255.255.0

IPv4 address of the default gateway : 10.29.132.1

Cluster IPv4 address : 10.29.132.106

Configure the DNS Server IP address? (yes/no) [n]: yes
DNS IP address : 10.29.132.110

Configure the default domain name? (yes/no) [n]: yes

Default domain name : hxdom.local

Join centralized management environment (UCS Central)? (yes/no) [n]:

Following configurations will be applied:

Switch Fabric=A

System Name=HXI1-FI

Enforced Strong Password=no

Physical Switch MgmtO IP Address=10.29.132.104
Physical Switch MgmtO IP Netmask=255.255.255.0
Default Gateway=10.29.132.1

Ipv6 value=0

DNS Server=10.29.132.110

Domain Name=hxdom.local

Cluster Enabled=yes
Cluster IP Address=10.29.132.106

(setup/restore)

Yy

? setup

for standalone)?

no

NOTE: Cluster IP will be configured only after both Fabric Interconnects are

initialized

Apply and save the configuration (select 'no' if you want to re-enter)?

yes
Applying configuration. Please wait.

(yes/no) :



Configuration file - Ok

Cisco UCS Fabric Interconnect B

To configure Fabric Interconnect B, follow these steps:

1. Connect to the console port on the first Fabric Interconnect, which will be designated as the B fabric device.
Use the supplied Cisco console cable (CAB-CONSOLE-RJ45), and connect it to a built-in DB9 serial port, or
use a USB to DB9 serial port adapter.

2. Start your terminal emulator software.

3. Create a connection to the COM port of the computer’s DB9 port, or the USB to serial adapter. Set the termi-
nal emulation to VT100, and the settings to 9600 baud, 8 data bits, no parity, and 1 stop bit.

4. Open the connection just created. You may have to press ENTER to see the first prompt.

5. Configure the second Fabric Interconnect, using the following example as a guideline:
---- Basic System Configuration Dialog ----

This setup utility will guide you through the basic configuration of
the system. Only minimal configuration including IP connectivity to
the Fabric interconnect and its clustering mode is performed through these steps.

Type Ctrl-C at any time to abort configuration and reboot system.
To back track or make modifications to already entered values,
complete input till end of section and answer no when prompted
to apply configuration.

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect. This Fabric
interconnect will be added to the cluster. Continue (y/n) ? y

Enter the admin password of the peer Fabric interconnect:
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: 10.29.132.104
Peer Fabric interconnect MgmtO IPv4 Netmask: 255.255.255.0
Cluster IPv4 address : 10.29.132.106

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO
IPv4 Address

Physical Switch MgmtO IP address : 10.29.132.105
Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no):
yes

Applying configuration. Please wait.

Configuration file - Ok



Cisco UCS Manager

To log into the Cisco UCS Manager environment, follow these steps:

1. Open a web browser and navigate to the Cisco UCS Manager Cluster IP address.
‘ | 1T T BT e Ti—""
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UCS Managet

Launch UCS Manager Launch KVM Manager

Java KVM launch requires Java Runtime Environment 1.7 or higher

£ this softwa —

Licen F r 2.0 or the GNU gpl 2.0 and Lesser General Public License (LGPL) Version 2.1

Terms and Conditions | Supplemental Terms and Conditions | Privacy Statement | Cookie Policy |
Trademarks of Cisco Systems, Inc.

- 1 1 1
2. Click the “Launch UCS Manager” HTML link to open the Cisco UCS Manager web client.

3. At the login prompt, enter “admin” as the username, and enter the administrative password that was set dur-
ing the initial console configuration.

4. Click No when prompted to enable Cisco Smart Call Home, this feature can be enabled at a later time.
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Cisco UCS Configuration

Configure the following ports, settings, and policies in the Cisco UCS Manager interface prior to beginning the
HyperFlex installation.

Cisco UCS Firmware

Your Cisco UCS firmware version should be correct as shipped from the factory, as documented in the Software
Components section. This document is based on Cisco UCS infrastructure, Cisco UCS B-series bundle, and Cis-
co UCS C-Series bundle software versions 4.0(4d). If the firmware version of the Fabric Interconnects is older



than this version, the firmware must be upgraded to match the requirements prior to completing any further
steps. To upgrade the Cisco UCS Manager version, the Fabric Interconnect firmware, and the server bundles,

refer to these instructions:

https://www.cisco.com/c/en/us/td/docs/unified _computing/ucs/ucs-manager/GUI-User-Guides/Firmware-

Mgmt/4-0/b_UCSM_ GUI Firmware Management Guide 4-0.html

NTP

To synchronize the Cisco UCS environment time to the NTP server, follow these steps:

1. In Cisco UCS Manager, click Admin.

2. In the navigation pane, choose All > Time Zone Management, and click the carat next to Time Zone Manage-

ment to expand it.

3. Click Timezone.

4. Inthe Properties pane, choose the appropriate time zone in the Time Zone menu.

5. Click Add NTP Server.
6. Enter the NTP server IP address and click OK.
7. Click OK.

8. Click Save Changes and then click OK.
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UIELU Uiy 182313
General Events
Collection Policy Fex
Collection Policy Host Actions

Properties
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NTP Server ntp1.hx.lab.cisco.com
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The Ethernet ports of a Cisco UCS Fabric Interconnect are all capable of performing several functions, such as
network uplinks or server ports, and more. By default, all ports are unconfigured, and their function must be de-
fined by the administrator. To define the specified ports to be used as network uplinks to the upstream network,

follow these steps:


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/ucs-manager/GUI-User-Guides/Firmware-Mgmt/4-0/b_UCSM_GUI_Firmware_Management_Guide_4-0.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/ucs-manager/GUI-User-Guides/Firmware-Mgmt/4-0/b_UCSM_GUI_Firmware_Management_Guide_4-0.html

1. In Cisco UCS Manager, click Equipment.

2. Choose Fabric Interconnects > Fabric Interconnect A > Fixed Module or Expansion Module as appropriate >
Ethernet Ports.

3. Choose the ports that are to be uplink ports, right-click them, and click Configure as Uplink Port.
4. Click Yes to confirm the configuration then click OK.

5. Choose Fabric Interconnects > Fabric Interconnect B > Fixed Module or Expansion Module as appropriate >
Ethernet Ports.

6. Choose the ports that are to be uplink ports, right-click them, and click Configure as Uplink Port.
7. Click Yes to confirm the configuration and click OK.

8. Verify all the necessary ports are now configured as uplink ports, where their role is listed as “Network”.
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Uplink Port Channels

If the Cisco UCS uplinks from one Fabric Interconnect are to be combined into a port channel or vPC, you must
separately configure the port channels, which will use the previously configured uplink ports. To configure the
necessary port channels in the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click LAN.
2. Under LAN > LAN Cloud, click the carat to expand the Fabric A tree.
3. Right-click Port Channels underneath Fabric A, then click Create Port Channel.

4. Enter the port channel ID number as the unigue ID of the port channel (this does not have to match the port-
channel ID on the upstream switch).

5. Enter the name of the port channel.
6. Click Next.

7. Click each port from Fabric Interconnect A that will participate in the port channel, then click the >> button to
add them to the port channel.



10.

1.

12.

13.

14.

15.

16.

17.

18.

Click Finish.

Click OK.

Under LAN > LAN Cloud, click the carat to expand the Fabric B tree.
Right-click Port Channels underneath Fabric B, then click Create Port Channel.

Enter the port channel ID number as the unique 1D of the port channel (this does not have to match the port-
channel ID on the upstream switch).

Enter the name of the port channel.
Click Next.

Click each port from Fabric Interconnect B that will participate in the port channel, then click the >> button to
add them to the port channel.

Click Finish.
Click OK.

Verify the necessary port channels have been created. It can take a few minutes for the newly formed port
channels to converge and come online.
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Chassis Discovery Policy

If the Cisco HyperFlex system will use blades as compute-only nodes in an extended cluster design, additional
settings must be configured for connecting the Cisco UCS 5108 blade chassis. The Chassis Discovery policy
defines the number of links between the Fabric Interconnect and the Cisco UCS Fabric Extenders which must be
connected and active, before the chassis will be discovered. This also effectively defines how many of those
connected links will be used for communication. The Link Grouping Preference setting specifies if the links will
operate independently, or if Cisco UCS Manager will automatically combine them into port-channels. Cisco best
practices recommends using link grouping, and the number of links per side is dependent on the hardware used



in Cisco UCS 5108 chassis, and the model of Fabric Interconnects. For 10 GbE connections Cisco recommends
4 links per side, and for 40 GbE connections Cisco recommends 2 links per side.

To configure the necessary policy and setting, follow these steps:
1. In Cisco UCS Manager, click Equipment, then click Equipment.
2. In the properties pane, click the Policies tab.

3. Under the Global Policies sub-tab, set the Chassis/FEX Discovery Policy to match the number of uplink ports
that are cabled per side, between the chassis and the Fabric Interconnects.

4. Set the Link Grouping Preference option to Port Channel.
5. Set the backplane speed preference to 4x10 Gigabit or 40 Gigabit.

6. Click Save Changes.

7. Click OK.
Main Topology View Fabric Interconnects Servers Thermal Decommissioned Firmware Management Policies
Global Policies Autoconfig Policies Server Inheritance Policies Server Discovery Policies SEL Policy Power Groups
Action 1 Link M
Link Grouping Preference : () None Port Channel

Backplane Speed Preference : (o) 40G 4x10G

Server Ports

The Ethernet ports of a Cisco UCS Fabric Interconnect connected to the rack-mount servers, or to the blade
chassis must be defined as server ports. When a server port is activated, the connected server or chassis will
begin the discovery process shortly afterwards. Rack-mount servers and blade chassis are automatically num-
bered in Cisco UCS Manager in the order which they are first discovered. For this reason, it is important to con-
figure the server ports sequentially in the order you wish the physical servers and/or chassis to appear within
Cisco UCS Manager. For example, if you installed your servers in a cabinet or rack with server #1 on the bottom,
counting up as you go higher in the cabinet or rack, then you need to enable the server ports to the bottom-
most server first, and enable them one-by-one as you move upward. You must wait until the server appears in
the Equipment tab of Cisco UCS Manager before configuring the ports for the next server. The same numbering
procedure applies to blade server chassis, although chassis and rack-mount server numbers are separate from
each other.

Auto Configuration

A new feature in Cisco UCS Manager 3.1(3a) and later is Server Port Auto-Discovery, which automates the con-
figuration of ports on the Fabric Interconnects as server ports when a Cisco UCS rack-mount server or blade
chassis is connected to them. The firmware on the rack-mount servers or blade chassis Fabric Extenders must
already be at version 3.1(3a) or later in order for this feature to function properly. Enabling this policy eliminates
the manual steps of configuring each server port, however it can configure the servers in a somewhat random
order depending upon the circumstances. An example of how to use this feature in an orderly manner would be



to have the policy already set, then to mount, cable and apply power to each new server one-by-one. In this
scenario the servers should be automatically discovered in the order you racked them and applied power.

An example of how the policy can result in unexpected ordering would be when the policy has not been ena-
bled, then all of the new servers are racked, cabled, and have power applied to them. If the policy is enabled
afterwards, it will likely not discover the servers in a logical order. For example, the rack-mount server at the
bottom of the stack, which you may refer to as server #1, and you may have plugged into port 1 of both Fabric
Interconnects, could be discovered as server 2, or server 5, and so on. In order to have fine control of the rack-
mount server or chassis numbering and order in this scenario, the manual configuration steps listed in the next
section must be followed.

To configure automatic server port definition and discovery, follow these steps:
1. In Cisco UCS Manager, click the Equipment button on the left-hand side.
2. In the navigation tree, under Policies, click Port Auto-Discovery Paolicy.
3. In the properties pane, set Auto Configure Server Port option to Enabled.
4. Click Save Changes.
5. Click OK.

6. Wait for a brief period, until the rack-mount servers appear in the Equipment tab underneath Equipment >
Rack Mounts > Servers, or the chassis appears underneath Equipment > Chassis.
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Manual Configuration

To manually define the specified ports to be used as server ports, and have control over the numbering of the
servers, follow these steps:

1. In Cisco UCS Manager, click Equipment.

2. Choose Fabric Interconnects > Fabric Interconnect A > Fixed Module or Expansion Module as appropriate >
Ethernet Ports.

3. Choose the first port that is to be a server port, right click it, and click Configure as Server Port.

4. Click Yes to confirm the configuration and click OK.



5. Choose Fabric Interconnects > Fabric Interconnect B > Fixed Module or Expansion Module as appropriate >
Ethernet Ports.

6. Choose the matching port as chosen for Fabric Interconnect A that is to be a server port, right-click it and
click Configure as Server Port.

7. Click Yes to confirm the configuration and click OK.

8. Wait for a brief period, until the rack-mount server appears in the Equipment tab underneath Equipment >
Rack Mounts > Servers, or the chassis appears underneath Equipment > Chassis.

9. Repeat Steps 1-8 for each pair of server ports, until all rack-mount servers and chassis appear in the order
desired in the Equipment tab.
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Server Discovery

As previously described, when the server ports of the Fabric Interconnects are configured and active, the serv-
ers connected to those ports will begin a discovery process. During discovery, the servers’ internal hardware
inventories are collected, along with their current firmware revisions. Before continuing with the HyperFlex in-
stallation processes, which will create the service profiles and associate them with the servers, wait for all of the
servers to finish their discovery process and to show as unassociated servers that are powered off, with no er-
rors.

To view the servers’ discovery status, follow these steps:
1. In Cisco UCS Manager, click Equipment and then click Equipment at the top of the navigation tree.
2. Inthe properties pane, click the Servers tab.

3. Click the Blade Servers or Rack-Mount Servers sub-tab as appropriate, then view the servers’ status in the
Overall Status column.
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HyperFlex Installer VM Deployment

The Cisco HyperFlex software is distributed as a deployable virtual machine, contained in an Open Virtual Appli-
ance (OVA) file format. The HyperFlex OVA file is available for download at cisco.com:

https://software.cisco.com/download/home/286305544/type/286305994/release/4.0(1b)

This document is based on the Cisco HyperFlex 4.0(1b) release filename: Cisco-HX-Data-Platform-Installer-
v4.0.2a-33133-esx.ova.

The HyperFlex installer OVA file can be deployed as a virtual machine in an existing VMware vSphere environ-
ment, VMware Workstation, VMware Fusion, or other virtualization environment which supports importing of OVA
format files. For the purpose of this document, the process described uses an existing ESXi server managed by
vCenter to run the HyperFlex installer OVA and deploying it via the VMware vSphere Web Client.

Installer Connectivity

The Cisco HyperFlex Installer VM must be deployed in a location that has connectivity to the following network
locations and services:
« Connectivity to the vCenter Server which will manage the HyperFlex cluster(s) to be installed.

o Connectivity to the management interfaces of the Fabric Interconnects that contain the HyperFlex clus-
ter(s) to be installed.

o Connectivity to the management interface of the ESXi hypervisor hosts which will host the HyperFlex clus-
ter(s) to be installed.

« Connectivity to the DNS server(s) which will resolve host names used by the HyperFlex cluster(s) to be in-
stalled.

« Connectivity to the NTP server(s) which will synchronize time for the HyperFlex cluster(s) to be installed.

o Connectivity from the staff operating the installer to the webpage hosted by the installer, and to log in to
the installer via SSH.


https://software.cisco.com/download/home/286305544/type/286305994/release/4.0(1b)

For detailed information about all ports required for the installation of Cisco HyperFlex, refer to Appendix A of
the HyperFlex 4.0 Hardening Guide: https://www.cisco.com/c/dam/en/us/support/docs/hyperconverged-
infrastructure/hyperflex-hx-data-platform/HX-Hardening_Guide.pdf

If the network where the HyperFlex installer VM is deployed has DHCP services available to assign the proper IP
address, subnet mask, default gateway, and DNS servers, the HyperFlex installer can be deployed using DHCP.
If a static address must be defined, use Table 48 to document the settings to be used for the HyperFlex installer
VM:

Table 48 HyperFlex Installer Settings

IP Address
Subnet Mask
Default Gateway
DNS Server
NTP Server(s)

Root Password

Deploy Installer OVA
To deploy the HyperFlex installer OVA, follow these steps:

1. Open the vSphere HTMLS Web Client webpage of a vCenter server where the installer OVA will be deployed
and log in with admin privileges.

2. Inthe vSphere Web Client, from the Home view, click Hosts and Clusters.
3. From the Actions menu, click Deploy OVF Template.

4. Choose the Local file option, then click the Choose Files button and locate the Cisco-HX-Data-Flatform-
Installer-v4.0.2a-33133-esx.ova file, click the file and click Open.

5. Click Next.

6. Modify the name of the virtual machine to be created if desired and click a folder location to place the virtual
machine, then click Next.

7. Click a specific host or cluster to locate the virtual machine and click Next.
8. After the file validation, review the details and click Next.

9. Choose a Thin provision virtual disk format, and the datastore to store the new virtual machine, then click Next.


https://www.cisco.com/c/dam/en/us/support/docs/hyperconverged-infrastructure/hyperflex-hx-data-platform/HX-Hardening_Guide.pdf
https://www.cisco.com/c/dam/en/us/support/docs/hyperconverged-infrastructure/hyperflex-hx-data-platform/HX-Hardening_Guide.pdf

10. Modify the network port group selection from the drop-down list in the Destination Networks column, choos-
ing the network the installer VM will communicate on, and click Next.

17.1f DHCP is to be used for the installer VM, leave the fields blank, except for the NTP server value and click
Next. If static address settings are to be used, fill in the fields for the DNS server, Default Gateway, NTP Serv-
ers, IP address, and subnet mask.

12. Enter and confirm a new password used to log in to the installer VM after it is deployed, then click Next.

Deploy OVF Template
v 1Select an OVF template Customize template
+ 2 Select a name and folder Customize the deployment properties of this software solution.
+ 3 Select a compute resource
+ 4 Review details @ Al properties have valid values X
+ 5 Select storage
¥ 6 Select networks ~ Networking Properties 3 settings
7 Customize template
Network 11P Address The IP address for this interface. Leave blank if

8 Ready to complete
DHCP is desired.

10.29.133.115

Network 1 Netmask The netmask or prefix for this interface. Leave
blank if DHCP is desired.

255.256.255.0

Default Gateway The default gateway address for this VM. Leave
blank if DHCP is desired.

10.29.133.1
~ DNS and NTP Properties 3 settings
DNS The domain name servers for this VM (comma

separated). Leave blank if DHCP is desired

10.29.133.10

-

CANCEL BACK NEXT

13. Review the final configuration and click Finish.

14. The installer VM will take a few minutes to deploy, once it has deployed, power on the new VM and proceed
to the next step.

HyperFlex Installer Web Page

The HyperFlex installer is accessed via a webpage using your local computer and a web browser. If the Hyper-
Flex installer was deployed with a static IP address, then the IP address of the website is already known. If
DHCP was used, open the local console of the installer VM. In the console, you will see an interface similar to
the example below, showing the IP address that was leased:



Figure 47 HyperFlex Installer VM IP Address

Uersion 4.0(2a)

You can start the installation by visiting
the following URL:

http:/,10.10.30.124

EaEaEalatatatalatototoketotototototototatotatotatatakokotototototototototototatatatatal

HyperFlex-Installer-4 login: _

To access the HyperFlex installer webpage, follow these steps:

1. Open a web browser on the local computer and navigate to the IP address of the installer VM. For example,
open T0.XX.XX.XX

2. Click accept or continue to bypass any SSL certificate errors.

3. At the login screen, enter the username: root

4. At the login screen, enter the password which was set during the OVA deployment.

5. Verify the version of the installer in the lower right-hand corner of the Welcome page is the correct version.

6. Check the box for “I accept the terms and conditions” and click Login.

i"‘lllll
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Cisco HX Data Platform Installer

#1 1 accept the terms and conditions

Login



file:///C:/Users/rguduru/AppData/Roaming/Microsoft/Word/10.xx.xx.xx

Cisco HyperFlex Cluster Configuration
To configuring the Cisco HyperFlex Cluster, follow this step:
1. Log into the HX Installer virtual machine through a web browser
atnen]n.
cisco

Cisco HyperFlex Connect

HyperFlex

4.0(22)

Create a HyperFlex Cluster

To create a HyperFlex cluster, follow these steps:

1. Choose the workflow for cluster creation to deploy a new HyperFlex cluster on eight Cisco HXAF220c-M5S
nodes.

HyperFlex Installer

Select 3 Workfllow

® ® ¢ %"

Advanced Option @ | know what I'm doing, let me customize my workflow



2. On the credentials page, enter the access details for Cisco UCS Manager, vCenter server, and Hypervisor.
Click Continue.

it HyperFlex Installer
Crecertes
Configuration .
UCS Manager Credentials b e e e s <
H H
UCS Maneger Host Name UCS Maneger User Name Password 3 .
— ] s : :
' :
vCenter Credentials H H
' :
vee User Name a H i
' H
admnistralor@vsphere al :
!

Select 2 JSON File

3. Choose the top-most check box at the top right corner of the HyperFlex installer to select all unassociated
servers. (To configure a subset of available of the HyperFlex servers, manually click the check box for individ-
ual servers.)

4. Click Continue after completing server selection.
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# The required server ports can be configured from Installer workflow but it will extend the time to
complete server discovery. Therefore, we recommend configuring the server ports and complete HX
node discovery in Cisco UCS Manager as described in the Pre-requisites section above prior starting
workflow for HyperFlex installer.

Configure Server Ports (Optional)

If you choose to allow the installer to configure the server ports, follow these steps:
1. Click Configure Server Ports at the top right cormner of the Server Selection window.
2. Provide the port numbers for each Fabric Interconnect in the form:

Al/x-y,B1/x-y where A1 and B1 designate Fabric Interconnect A and B and where x=starting port
number and y=ending port number on each Fabric Interconnect.

3. Click Configure.



Configure Server Ports

List all ports to be configured as server ports

Af1/17-20,B1/17-20

= ﬁ

4. Enter the Details for the Cisco UCS Manager Configuration:

a. Enter the VLAN ID for hx-inband-mgmt, hx-storage-data, hx-vmotion, vm-network.

b. MAC Pool Prefix: The prefix to use for each HX MAC address pool. Please select a prefix that does not
conflict with any other MAC address pool across all Cisco UCS domains.

c. The blocks in the MAC address pool will have the following format:

o S{prefix}:S{fabric_id}S{vnic_id}:{service_profile_id}
o The first three bytes should always be “00:25:B5”.

‘& The first three bytes should always be “00:25:B5.”

5. Enter range of IP address to create a block of IP addresses for external management and access to
CIMC/KVM.

6. Cisco UCS firmware version is set to 4.0 (1b) which is the required Cisco UCS Manager release for HyperFlex
v4.0(1a) installation.

7. Enter HyperFlex cluster name.
8. Enter Org name to be created in Cisco UCS Manager.

9. Click Continue.



UCSM Canfiguration

VLAM Configuration

VLAN for Hypervisor and HyperFlex management

VLAN Mame VLAN ID

VLAN for VM viMation

VLAN Mame VLAN 1D
hx-vmotion 83
MAC Pool

MAL Pool Prefix

‘he-ext-mgmt’ IP Poal for Cisco IMC

IP Blocks Subner Mask

10.28.132.5

Cisco IMC access management (Out of band or Inband)

MAC Pool

MAC Poal Prefix

61

"hx-ext-mgmt' IP Pool for Cisco IMC

IP Blocks Subnet Mask

Cisco IMC access management (Qut of band or Inband)

® Qut of band In band

»iSCSI Storage

» FC Storage

Advanced

LICS Server Firmware Version HyperFlex Cluster Name

4.0(1b) v @ HXAFMS-VDI

Configure Hypervisor Settings

VLAN Name

VLAN Name

WLAN for HyperFlex storage traffic

WLAN for VM Network

Gateway

10.29.1321

Gateway

Org Name

HXAFI

Configuration -
Credentials
VLAN 1D
2.208
52
admin
10.10.50.20
zphiere.lacal
VLAN 10(s)

raot

Server Selection

Server 2 WEZPZZ0200AM 1

WZPZ2111555 / HX

22020D8P 7

er 24 WIP212816UQ 7

WIPZ12416VK S

W

241600

Server B WZPZ1430FCL /

< Back

1535 7 HXAF220C-M35%

Wl

WZP220:

220C-M38X

wzp (55K

WIZPz1z41 220C-M355X

WIP21 241610/

To configure the Hypervisor settings, follow these steps:



1. In the Configure common Hypervisor Settings section, enter:

a. Subnet Mask
b. Gateway
c. DNS server(s)

2. In the Hypervisor Settings section:

a. Choose check box Make IP Address and Hostnames Sequential if they are following in sequence.
b. Provide the starting IP Address.
c. Provide the starting Host Name or enter Static IP address and Host Names manually for each node

3. Click Continue.

HyperFlex Installer

Configure common Hypervisor Settings Configuration -

Subner Mask Gareway Credentials

255.285.255.0 10.10.50.1 10.22.132.208

Hypervisor Settings

# Nake IP Addresses and Hostames Sequential
Server Selection

Name Serla Static P Address Hosmams 1 HX 200 -ME5X
Server 1 WEP21430FP2 10105051 HEAEME-VORT
Saryer 2 WEP21470431 10405052 HEARME VoL 02
server WEZP214B0PPE 10105053 AR VT 00
Saryer 4 WEPD14R0PRA 101050 54 ARSI 04
Server 5 WEZP21450FRS 1010 50,55 HXAFME-YD-05
€ Back
server 6 WEP21450FRZ 10.10.50.55 HEAFME-NVDI-08
IP Addresses

To add the IP addresses, follow these steps:

‘ﬁ When the IP Addresses page appears, the hypervisor IP address for each node that was configured in
the Hypervisor Configuration tab, appears under the Management Hypervisor column.

Three additional columns appear on this page:

e Storage Controller/Management
e Hypervisor/Data

o Storage Controller/Data



ﬂ The Data network IP addresses are for vmkernel addresses for storage access by the hypervisor and
storage controller virtual machine.

1. Onthe IP Addresses page, check the box Make IP Addresses Sequential or enter the IP address manually for
each node for the following requested values:
a. Storage Controller/Management
b. Hypervisor/Data
c. Storage Controller/Data

2. Enter subnet and gateway details for the Management and Data subnets configured.

3. Click Continue to proceed.

L HyperFlex Installer
1P addresses
IP Addresses Add server Configuration -
~
] Make IP Addresses Sequential Credentials
10.2%.132.40
Management - VLAN 50 Data - VLAN 52
admin
Server Hypervisor @ Storage Controller © Hypervisor ol Sterage Contreller © 10.10.50.20
adrministrator@vsphere local
WZP212416U0Q 10.10.50.51 10.10.50.101 10.10.52.51 10.10.52.101
root
WIZP212416U0 10.10.50.52 10.10.50.102 10.10.52.52 10.10.52,102 Server Selection
Server 2 WEP212416U0 / HXAF220C-MSSK
WZP212416VK 10.10.50.53 10.10.50.103 10.10.52.53 10.10.52.103
- - Server 3 WZP21241 6K / HKAFZ20C-MBSK
Server 1 WEP212416UQ / HXAF220C-MSSX
WZP21230U8H 10.10.50.54 10.10.50.104 10.10.52.54 10.10.52.104
Server 4 WEZP21230U8H / HRAF220C-MSSK
UCSM Configuration
Management Data hx-inband-mgmt
50
Cluster IP Address 10.10.50.100 10.10.52.100 hstorage-data
52
Subnet Mask 255.255.255.0 255.255.255.0 sme hewmotion v

Gateway  10.10.50.1 10.10.52.1 < Back [ comtinue |

4. On the Cluster Configuration page, enter the following:

Cluster Name

o o

Cluster management IP address

Cluster data IP Address

a o

Set Replication Factor: 2 or 3

®

Controller virtual machine password

h

vCenter configuration

= vCenter Datacenter name



= vCenter Cluster name
System Services
= DNS Server(s)
= NTP Server(s)
=  Time Zone
Auto Support
= Click the check box for Enable Auto Support
= Mail Server
= Mail Sender
=  ASUP Recipient(s)
Advanced Networking
=  Management vSwitch
= Data vSwitch
Advanced Configuration
= (Click the check box to Optimize for VDI only deployment
=  Enable jumbo Frames on Data Network
= Clean up disk partitions (optional)

- vCenter Single-Sign-0On server



Cisco HX Cluster

Cluster Name

HXAFMS-HZVDI

Controller v

Create Admin Password

vCenter Configuration

vCenter Datacenter Name

HXAFMS-HZVDT

System Services

DNS Server(s)

10.10.51.21,10.10.51.22

Connected Services

Replication Factor

3 v | @

Confirm Admin Password

wCenter Cluster Name

HXAFM5-HAWDT

NTP Server(s)

10.10.50.2,10.10.50.3

o vCenter Single-Sign-0On server

Connected Services

Connected Services

Enable Connected Services
{Recommended)

v Advanced Networking

Management viwitch

wawich-hx-nband-mgme

~ Advanced Configuration

Jumbo Frames

Enable jumbo Frames on

¥ Data Network

vCenter Single-Sign-0n Server

send service ticket natifications to

Data vSwitch

wewich-hx-storage-data

Disk Partitions

Clean up disk partitions

Time Zone

(UTC-08:00) Pacific Time

€luster Configuration

Configuration -

10291324177

10.25.132.1

UCS Server Firmmware Viersio 3.201d)
HXAF-MS-HZVDH

HXAF-MS-HZVDH

false

hx-ext-storage-iscsi-a

he-ext-storage-iscsi-h

FiC S1orage falze
20:00000:25:85:

hx-ext-storage-fc-a

N E hx-ext-storage-fcb

Hypervisar Configuration

10.10050.1

DMS 5 10.10.51.21,10.10.51.22

HEAF-MS-HEVDI

false

LAN A Name hx-gxt-storage-iscei-a

he-ext-slorage-iscsi-b

falze

N Poo 20:00:00:25:65:

A Mame hx-ext-storage-fc-a

T fue-enl-slorage-ic-by
Hypervisor Canfiguration

255.255.255.0

10.10.50.1

Erve 10.10.51.21.10.10.51.22



5. The configuration details can be exported to a JSON file by clicking the down arrow icon in the top right corner
of the Web browser page as shown in the screenshot below.

6. Configuration details can be reviewed on Configuration page on right side section. Verify entered details for IP
address entered in Credentials page, server selection for cluster deployment and creation workflow, Cisco
UCS Manager configuration, Hypervisor Configuration, IP addresses.

7. Click Start after verifying details.

When the installation workflow begins, it will go through the Cisco UCS Manager validation.

oL HyperFlex Installer
PBrogress
. Configuration
@)
validations
h Credentials
10.28.132.208
admin
_ Validations in Progress pos020
administrator@vsphere.local
root
Validations v Server Selection
Validations - Overall
UCsM validation Login 1o UCS AR
gin to UCS Al

Irvertorying physical servers WZP212416VK | HXAF220C-M55X
Valldating the setupfeniranment WIZP212416U0 | HXAF220C-MSSX

SOFQL J HXAFZ20C-M35X

/M | HXAFZ20

IC-M35X

WZP21480PPB | HXAF220C-M55)

WZP21400FP2 J HXAF220C-M35X

WZP21490FR2 / HXAF220C-M35X -



Configuration -

gu ~
P Blocks 10.29.132.41-77
Subnet Mas| 255.255.255.0
Warnings found during Validations s 10291321
UCS Server Firmware Version 3.2(1d)
HyperFlex Cluster Name HXAF-M5-HZVDI
validations h Org Mame HXAF-M5-HZVDI
Validations - Overall Cluster Management IP resolveable false
Nodes Compatible check LAN A Name hx-ext-storage-iscsi-a
Storage Controller Management IP List Name Resolution Check B Hame frextstarage-iscs b
Storage Controller Data IP List Name Resolution Check e
20:00:00:25:B5:
Hypervisor Management IP List Name Resolution Check
Hypervisor Data IP List Name Resolution Check A A Rame cext-storage-fe-a
ESi host check SAN B Name hx-ext-storage-fc-b
ESXi max cluster size check HypecvizogConfisuration
Data IP's specified check 2552552550
Data IP subnet specified check marewa 10.10.50.1
Data Metwaork IP's in the same subnet E 10.10.51.21,10.10.51.22
IManagement IP's specified check Server |
Management IP subnet specified check P Address 10.10.50.51
Wanagement Netwerk IF's in the same subnet Hostname HXAFMS-HZVDI-01
vCenter reachability and credential check Server 2
vCenter 550 server reachability P Address 10.10.50.52
vCenter Reverse Proxy Port check Hosmname HXAFMS-HZVDI-02 v
Controllers not in existing cluster check
NTP reachability < Edit Configuration

DNS reachability

UCSM Validation

‘ﬂ If QoS system class is not defined as per the requirement HyperFlex installer will go ahead and make
required changes. There will be a warning generated accordingly in HyperFlex Installer workflow. For
6300 series Fabric Interconnect change in QoS system class requires reboot of Fls.

8. After a successful validation, the workflow continues with the Cisco UCS Manager configuration.



HyperFlex Installer

Progress

O

ons ucsmM
Configuration

.

UCSM Configuration in Progress

UCSM Configuration - Overall

9. After a successful Cisco UCS Manager configuration, the installer proceeds with the Hypervisor configuration.

Login to UCS API

Inventory physical servers

Validate UCS firmware version
Semting flags for firmware validation
Get inventory of firmware bundles
Download firmware bundle
Configure UCS Fabric Interconnect
Configure Fl Server Ports
Configure QoS classes

Configure org for the hx cluster
Configure VLANS

Configure Host Firmware policy
Configure MAC address pools
Configure QoS policies

Configure Network Control policies
Configure HyperFlex cluster

Configure Adapter policies

Configuration

Credentials

10.29.132.40

admin

10.10.50.20

administrator@vsphere.local

ne root
Server Selection

Server 2 WZF212416U0 / HXAF2ZZ0C-M55X
Server 3 WZIP212416VK / HXAF220C-M55X
Server 1 WZP21230UEH / HXAF220C-M55X
Server 4 WZP212416UQ / HXAF220C-M55X

UCSM Configuration

hx-inband-mgmt

LAN 1D 50

hx-storage-data

LAN 1D 52

hx-vmation

LAN 1D 53

wm-netwark

LAN ID(s 34

00:25:85:23

10281324177

255.255.255.0

10.29.132.1

3.2(2b)

HXAF-MS-HZVDI



I HyperFlex Installer

Progress
. Configuration
\J
Hypervisor
ypenas Credentials
Configuration
0.29.132.40
admin
\.) Hypervisor Configuration in Progress
administrator@vsphere.local
root
Hypervisor Configuration v
Server Selection
Hypervisor Configuration - Overall Login to UCS AP Server 16 FCH1938V08S / HXAF220C-M45
In Progress
Configure static ip on the specified esxi servers Server 10 FCHZ033V1AD / HXAF220C-M45
Create threads to configure static ip on the esxi servers Server 11 FCH1937VZJU / HXAF220C-M45
Server 14 FCH1842V1)G / HXAF220C-M45
Server & FCH1937V2TV / HXAFZ20C-M4S
Server 9 FCH1937W2JV / HXAF220C-M45
Server 12 FCH2033VOLR / HXAF220C-M45
Server 15 f HXAF220C-M45
Server 2 FCH2033V1ES / HXAF220C-M45
Server 3 FCH2033VOHF / HXAF220C-M4S

10. After a successful Hypervisor configuration, the deploy validation task is performed which checks for the re-
quired component and accessibility prior Deploy task is performed on Storage Controller virtual machine.



silvalig
15co

HyperFlex Installer

Progress
o) Configuration
c ‘u":]I:jpaltDiin Deploy ' _: dation c Credentials
10.29.132.40
admin
m Deploy Validation in Progress i
administrator@vsphere.local
root
Deploy Validation v

Server Selection
Deploy Validation - Overall Server 16 FCH1938V085 / HIXAF220C-M45
Server 10 FCH2033V1AD / HXAF220C-M4S
Server 11 FCH1937v2JU / HXAF220C-M45
10.10.50.60 ESXi Management IP resolvability check rver 14 ECH1B42V1JG / HXAE220C-MAS
ESi Data [P resalvasility check Server 8 FCH1937V2TV / HXAF220C-M45
Controller Management IP resalvability check Server 9 FCHI V / HXAF2200C-M45
Controller Data IP resolvability check e ECHI03IIVOLE / HEAEIZ0CMAS
ESKiltec: RakaBtvlcheck Server 15 FCH1937V2|T / HXAF220C-M4S
ESH credential check Server 2 FCH2033V1E9 / HXAF220C-M45
Check for datastore inputs Server 3 FCH2033VOHF / HXAF220C-M4S
ES¥i-Version Server 13 FCH1937V2TS / HXAF220C-M4S
Storage-HBA Server 1 FCH2033VOBW / HXAF220C-M45
Storage-HBA-Count Server 6 FCH2031V054 / HXAF220C-M4S
CPU-Threads Server 7 FCH2033VOHS / HXAF220C-M45
Hv-Support Server 4 FCH1936VOGE / HXAF220C-M45
Server 5 FCH2033V18F / HXAF220C-M45

HyperThreading
BootDisk-Adapter

BootDisk-Size

UCSM Configuration

hx-inband-mgmt

11. Installer performs deployment task after successfully validating Hypervisor configuration.



HyperFlex Installer

Progress

(_ Deploy in Progress

12. After a successful deployment of the ESXi hosts configuration, the Controller virtual machine software compo-

c

Deploy - Overall

10.10.50.51

10.10.50.52

10.10.50.53

Ini g Configuration

Configuring CIMC server

Preparing ESXi Host for Installation

Initislizing Configuration

Configuring CIMC server

Preparing ESXi Host for Installation

zing Configuration

Configuring CIMC server

Preparing ESXi Host for Installation

Deploy

Configuration

Credentials

Server Selection

Server 17 WZP22111

Server 2 WZIP2202008P

Server 20 WZP212418UQ /

Server 23 WZPZ212416VK /S

Server 12 WZP220216VM /

Server 2 WZP21470431 /

Server 3 WZIPZ1480PPE /

Serve WZPZ1450FP2

Server 7 WZP21430F54 /

Server 4 WIPZ1480PPA /

nents for HyperFlex installer checks for validation prior to creating the cluster.

lex Install

Create Validation In Progress

Create Validation - Overall

In Progress

Create Validation

Configuration

Credentials:

administra

Server 24 WZP22020DAM /

er 22 WZP212418U0 /

21490FQL S

WZIP21230UBH /

WIP21450FR2 /

1029132 208

admin

10.10.50.20

phere.local

HXAF220C-M55X

KAF220C-M55X

§ HXAF220C-M55X

HXAF220C-M55X

HXAF220C-M55X

HXAF220C-M55X

HXAF220C-M55X

HXAF220C-M55X

HXAF220C-M55X

HXAF220C-M55X

HXAF220C-M55X

/ HXAF220C-M55X

F220C-M55X

HXAF220C-M55X

HXAF220C-M55X

Server 14 CH

Server & FCH

Server ECH193TV2IV
Server 12 FCH2033VOL

Server 15 FCH1937vaT

HXAFZZOC-MAS

¥ I HIKAF220C-M45

HXAF220C-M45

HXAF220C-H

f [ HXAF220C-M45

HXAF220C-M45

KAF220C-M4S

HEAFZ20C-M45

HXAFZ20C-M45



13. After a successful validation, the installer creates and starts the HyperFlex cluster service.

cisco HyperFlex Installe

Progress
O Configuration
St Create Cluster
- - - Credentials
Co C Creation
10.29.132.40
admin
(" Cluster Creation in Progress
administrator@vsphere.local
root
Cluster Creation v
Server Selection
Cluster Creation - Overall Configuring Cluster Resource Manager Server 16 FCH1938VOBS / HXAF220C-M45
Server 10 FCH2033V1AD / HXAF220C-M4S
Preparing Storage Cluster
i Server 11 FCH1937V2JU / HXAF220C-M45
Server 14 FCH1842V1)G / HXAF220C-MA45
Server 8 FCH1937V2TV / HXAF220C-M45

10.10.52.101 Configuring NTP Services

Server 9 FCH1937V2JV / HXAF220C-M45

Server 12 FCH2033VOLR / HXAF220C-M45

10.10.52.102 Server 15 FCH19 { HXAF220C-M45

Canfiguring NTP Services
Server 2 FCH2033V1E9 / HXAF220C-M45

Server 3 FCH2033VOHF / HXAF220C-M45
10.10.52.103 Canfiguring NTP Services Server 13 FCH1937VZTS / HXAF220C-M45
In Progress

Server 1 FCH2033VOBW / HXAF220C-M4S
Server 6 FCH2031V054 / HXAF220C-M4S

10.10.52.104 N -
Contisunne MBS Saces Server 7 FCHZ033VOHE / HXAF220C-MA4S
Server 4 FCH1936VOGE / HXAF220C-M45

14. After a successful HyperFlex Installer virtual machine workflow completion, the installer GUI provides a sum-
mary of the cluster that has been created.



LY HyperFlex Installer

Summary
e hx1cip

Version 4.0.22-35199 vCenter Server 10.10.31.40
Cluster Management IP Address 10.10.30.230 vCenter Datacenter Name Bx16
Cluster Data IP Address 192.168.11.230 vCenter Cluster Name 8x16-ESX
Replication Factor 3 DNS Server(s) 10.10.31.21
Available Capacity 12978 NTP Serveris) 10.10.31.21
Servers

Model Serial Number Management Hypervisor Management Storage Controller Data Network Hypervisor Data Network Storage Controller

HXAF220C-M5SX WzZP22121378 10.10.20.128 10.10.30.200 192.168.11.128 192.168.11.200

HXAF220C-M55X WZP2212005N 10.10.30.129 10.10.30.201 192.168.11.129 192.168.11.201

HXAF220C-M55X WZP2212136N 10.10.20.130 10.10.30.202 192.168.11.130 192.168.11.202

HXAF220C-M55X wzp2211152v 10.10.20.131 10.10.20.203 192.168.11.131 192.168.11.203

HXAF220C-M5SX WZP22120C2G 10.10.30.132 10.10.30.204 192.168.11.132 192.168.11.204

HXAF220C-M5SX WZP22120C68 10.10.30.133 10.10.30.205 192.168.11.133 192.168.11.205

HXAF220C-M55X WzZP22120C8) 10.10.20.134 10.10.20.206 192.168.11.134 192.168.11.206

HXAF220C-M55X WZP22050FK7 10.10.20.135 10.10.20.207 192.168.11.135 192.168.11.207

Back to Workflow Selection Launch HyperFlex Connect

Cisco HyperFlex Cluster Expansion

‘ﬁ For this exercise, you will add the compute node workflow as part of the cluster expansion.

Prerequisites

You need to configure the service profile for compute-only nodes and install ESXi hypervisor.
To add the compute node workflow, follow these steps:

1. Log into Cisco UCS Manger.

2. Under “hx-cluster” sub-organization:

a. Inthe existing vMedia policy “HyperFlex” add vMedia mount details to boot ESXi image from data platform
installer virtual machine.

b. For Hostname/IP Address - Add IP address of data-platform installer virtual machine which can also com-
municate with Cisco UCS Manager.



Create vMedia Mount ? X

Nare [cowmodmes |
Description 1 COMPNODE-M5-VMedia

Device Type : (®CDD () HDD

Protocal © (INFS (/CIFS (e HTTP (3 HTTPS

Hostname/IP Address :  10.29.132.18

Image Name Variable (e} None () Senvice Profile Name

Remote File © | 'e-ESXi-6.5U2-8935087 -Cisco-Custom-6.5.2. 2 iso
Remote Path I images
Username o root
Password I ssssssss
Remap on Eject N D
« o

3. Change the existing service profile template to accommodate the new changes; install ESXi through vMedia
policy.

4. In the existing service profile template “compute-nodes” choose vMedia Policy tab.

5. Click Modify vMedia Policy.

6. From the drop-down list of vMedia Policy, choose HyperFlex.

Maodify vMedia Policy F X

] -
kst POl Hyper ins w

it vhcdi Pobty

Fame © HyparFiss

imscriemon © uMndn policy tn netall or re-nstall actranrn an Hypafiag sarnn
Retry on Maurt Falorn - Was

whindia Mounts

4+ = TpAdurosdFHe 4 Dpot @ Rrim o
Mame Tyoe Fromocel  Authen.. Ssrver  Fiename Remate Path User = Remap.

B200-MG-wMedis CDD HTTR P 029 HX-Wrweenc-ESX-65..  Smoges oot No
«<» o

7. In the existing service profile template “compute-nodes” click Boot Order tab.

8. Click Modify Boot Palicy.

9. From the drop-down list of Boot Paolicies, choose HyperFlexinstall.

10. Save changes.



Maodify Bool Policy ?

Boct Mokey: | HyparFle- e v

Fiowom (ot Friey

N HypurFiun-nstel
— Hypurfies - install- 845
b nn Boot Ovew Crange Yex

e WNICA RN 51N Rrre - Yeu
i Mode Lagacy
WARNNGS:

Trm type (pormarymzoedary) dows n2¢ nCetu 4 DOt e prasncs

Tre efecthee orde of 200 devices Wi 0 the same deeoe chss (LANISIe! ECT| & datonm oed by POH: tus 50on ondey.

F Erforca wNICHHIIASESCS] Namm b ozt and th 2\ TGS cnes not soset % 070m0 werre wil e neorsed

1 b 0 Seocicd, e ohICAHBAS 202 2eatod 10y Coi, Ghcrntas e NICIHEBA with . acst PO D 2000 Gdet  uacd

foot Order
4 = TAdmoeiFiM 4 Dpit AP -]
Natre: Ovdey o WNICAKBANS. Type WAN LN Some Sht Numce Boot Name Eox Fun Qeze piza
CNG Mouncd )
€0 Cant 1

o o

11. Create the service profile from the “compute-nodes” updating service profile template located in the Hyper-
Flex cluster sub organization.

(?1 Al . Sarvers | Service Profle Templates / root [ ! | Service
|
e ~ Genersl | Storsge.  Nemwork  ISCSIVNCS  yMedisPoly  BoctOrder  Policies  Everss  FSM
« Serves Prafiles
: - Actions Properties
1]
* Sub-Organzations Croote Senvce Profiles From Template Name - compute-nodes
F Yo mirsveion Creste 8 Cioae Description Service Profile Template for computs servers
A » mck-unit-1 (HyperFlex cluster)
Uniqus dentiier - Hardware Default
> @ack-unit-2 (H ¥ custer)
= M2 (pacrion coew) Assaciste with Server Poot PomcrStae  Up

> rack-unit-3 (HyperFiax cluster]

nance Policy Type - Updating Template

v

rack-unit-4 (HyperFiex cluster)

» mck-unit-S (HyperFlex cluster] SnShUR 0N @ Asscciated Server Pool
5 rook-unk=B (ypacris cetdl) Change Management 1P Address
o > rack-unit-7 (HyperFiex cluster] @ Maintenance Policy
» rack-unit-8 (HyperFlex cluster) Show Palcy Usage -
Sub-Organzations + Management IP Address

¢ Service Prafile Templetes
* ool

~ Sub-Orgarzations

v Infrastructure

ompule

ISCSIyNCs
» vhBas

Craata a Clone

» UNCs
Associate with Server Pool

Chenge ULD

» Servos Templste compul
» Servea Templata he-nodd
» Service Template he-nogd  Chanpe Workd Wida Noda Name

» Sub-Ovganizstions Change Locsl Disk Coniguration Policy
r Polcies Change Dynamic vNIC Conraction Policy
v ot Change Serial over LAN Policy
+ Adaper Puicies Modify yNIG/VHBA Placamant
* BIOS Defautts Copy

» BIOS Policies v

12. Add the Naming Prefix and Number of Instances to be created.



Create Service Profiles From Template 2 X

Naming Prefix - | B200MS-SenviceProfiles
Name Suffoc Starting Mumber © 1

Number of Instences : 16

13. Click OK.

Associate Service Profile ¥ X

Setert an aaisting enor ook o i Ve decervemd senver Dy farme. o marnasally oy & oo sV by erenng s chasss a0 kit © I
00 SOrC Cumanty (et o that Iocation. The Sysmm wais wik ane & decowsrod

Warring

This service profile is assoclated with a server.
i you the current will be

¥Ou G swlect an axistg verver Of sever ook O specily the physicel I0cation Of S server you wart 1 saccate wih #is servce profile

Sonar ASQrTart] Select oxitng Soner v

Avsisbie Sevvers o Ml Servers

s Chrams® Skt

14. After the of ESXiinstall, assign the VLAN tag on the ESXi host; the static IP address configuration is located in
the Configure Management Network section.



——————————————————————————————
Systen Custonization Conf igure Managenent Metuork

Conf igure Passuord Hostname :
Configure Lockdoun Mode HXAFBMS-HZVDI-B1

Conf igure Management Network

IPv4 Address:
Restart Management Network 10.10.50.75

Test Managenment Network
Network Restore Options To view or modify this host’:

5 management network settings in
detail, press <{Enter>

Configure Ke
Troubleshoot ing Options

View Systen Logs
View Support Infornation

Reset Systen Configuration

15. Log into the HyperFlex data platform installer WebUI. Click “I know what I'm doing, let me customize my work-
flow.”

HyperFlex Installer

Select a Workflow

16. Choose Deploy HX Software, Expand HX Cluster. Click Continue.



g HyperFlex Installer

Select a Workflow

¥  Deploy HY Sofwars

¥  Expand HX Cluster

17. Enter the credentials for vCenter server, and ESXi. Click Continue.

wCeriler Crodenbiale onflguration -

18. Choose Cluster to expand, click Continue.



HyperFlex Installer

Select a Cluster to Expand Configuration

HIMS

# Since you are performing a compute-node only expansion, no servers report into the Cisco UCS
Manager configuration tab.

19. Click Add Compute Server tab for N number of compute-only node expansion to existing HyperFlex cluster.
Provide Hypervisor Management IP address and vmkernel IP address to access storage cluster. Click Contin-
ue.



IP Addresses

¥ Make P Addresses Sequential

Management - VLAN

it B Mame~ Hypervisar

Server 1

10.10.50.75
Server 2

10.10.50.75
Server 3

10.10.50.57
Server £

10.10.50.78
Server 5

10.10.50.79
Server §

10.10.50.80
Server 7

10.10.50.81
Server B

10.10.50.82
Server 9

10.10.50.83
Server 10

10.10.50.84
Server 11

10.10.50.85
Server 12

10.10.50.86
Server 13

10.10.50.87
Server 14

10.10.50.65
Server 15

10.10.50.89
Server 16

10.10.50.50

Controller ViV Password

Starage Contioller T

Add Campute Server

Hyperuisor

10105275

10105276

10ARSZTT

10405275

10.10.5279

10.10.52.80

10.10.52.81

10.10.52.82

10.10.52.83

10.10.52.84

10.10.52.8

o

10.10.52.86

10.10.52.87

10.10.52.88

10.10.52.89

10.10.52.90

Dnata - VAN
[FODM ar IP Address)

©  Storage Controller

Add Canverged Server

Configuration -

Credentials

10.10.50.20
Is administr wiphere.local
ame rom

Cluster Expand Canfiguratian
10.10.50.100

The cluster expansion workflow starts and performs the deploy validation task.



sty HyperFlex Installer

Progress
Configuration
Deploy .
validation Credentials
administrator@vephere locs
C Deploy validation in Progress et
Cluster Expand Configuration
e v
Deploy Validation e
Deploy Validation - Owverall Server ]

ypeniiso 10105075

Server 2

Server 3

Server 4
H 0.86
Data Hypervisco 10.10.52.86
Server 5
H 0.50.87
Data Hyperviso 10.10.52.87
Server &
0105088
05288
Server 7

The deployment of HyperFlex controller virtual machine create and deployment begins.



HyperFlex |

Progress
C ) Canfiguration
Sta Deploy ) C] 10105275 ~
Server 2
Management Hypervisor 10.10.50.76
D Deploy in Progress IS
[serves
IMaragement Hypervisor
Deploy A 10.10.52.85
|Serves
Deploy - Owerall
pervisor 10.10.50.86
sor 10.10.5:
10.10.50.75 Initializing Configuration Server 5
Configuring OMC server = 10185
v Preparing ESX Host for Installation
Configuring Hypervisor =T
Degloying e 10.10.50.38
10.10.52.28
10.10.50.78 v Initializing Configuration
v Configuring OMC server 1010505
v Preparing ESXi Host for Inswallation 101
Configuring Hypervisor
10.10.50.90
10.10.52.90
10.10.50.77 v Initializing Configuration
Configuring OMC server 10.10.50.77
Preparing ESXi Host for Installation 100527
Configuring Hypervisor Server 10

The Expansion Validation begins.



x Installer

~ Configuration
.L.y:“-'y:"- Credentials
Validarl
10.10.50.20
administrasor al
\_) Expansion Validation in Progress et
Cluster Expand Configuration
Expansion Validation .

IP Addresses

Expansion Validation - Overall

Server 0
In Progress
10.10.50.67
1010
Server 1
10.10.50.68
10.10
Server 2
10.10.50.77

A HyperFlex Installer

Configuration

Credentials

Cluster Expansion in Progress

Cluster Expand Configuration

Cluster Expansion v
IP Addresses
Cluster Expansion - Overall
Server O
In Progress
10.
stCtVM-FCH19377PVA e — 10.10.52.27
In Progress Server 1
0.10.50.68
- 10.10.52.28
stCdVM-FCH19057QG2 Sthode
In Progress Server 2
10.10.50.77
stCVM-FCH2033VIAN —— B
In Progress Server 3
10.10.50.78
stCtVM-FCH2033V0EX StNode 0.10.52.38
In Progress .
0.10.50.79
stCtVM-FCH2033VOFP Sthode -
In Progress _ ¥
Server 5
0.10.50.80
stCelVM-ECH2033V18H — oo en
In Progress
Server 6

~eTULE CLTINIIUN T

The Summary displays.
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LD HyperFlex Installer

Configuration

Credentials

Cluster Expansion Successful roe

Cluster Expand Configuration

Cluster Expansion v
P Addresses

Cluster Expansion - Overall
Server 0

stCtiVM-FCH19377PVA StMode

Server 2

stCtVM-FCH19057QG2

stCtVM-FCH2033V1AN

stCtVM-FCH2033V0EX Sthode 0.10.50.80

# As part of the cluster creation operations, the HyperFlex Installer adds HyperFlex functionality to the
vSphere vCenter identified in earlier steps. This functionality allows vCenter administrators to man-
age the HyperFlex cluster entirely from their vSphere Web Client.

20. Click Launch vSphere Web Client.

Cisco HyperFlex installer creates and configures a controller virtual machine on each converged or compute-
only node. The naming convention used is “stctivm-<Serial Number for Cisco UCS Node>” shown in Figure 48.

ﬂ Do not change the name or any resource configuration for the controller virtual machine.




Figure 48 Cisco UCS Node Naming Convention
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Claim Devices in Intersight (optional)

The Cisco UCS Manager device connector allows Cisco Intersight to manage the Cisco UCS domain and all of
the connected HyperFlex servers and claim them for cloud management.

To configure the claim devices, follow these steps:

1. Log into the Cisco UCS Manager web interface of the Cisco Fabric Interconnects which are connected to the
Cisco HX-series servers that will comprise the new Cisco HyperFlex cluster being installed.

2. From the left-hand navigation pane click Admin, then click Device Connector.

3. Note that the Cisco UCS domain shows a status of “Not Claimed”. Copy the Device ID and the Claim Code by
clicking on the small clipboard icons.



asco. UCS Manager @ . 9 @ 0 0 @ @

2 Device Connector - Device Connector
Device Connector The Device Connector is an embedded management controller that enables the capabilities of Cisco Intersight, a cloud-based management platform. For detailed information about configuring the device connector, please
visit

a5 Device Connector

= ALLOW CONTROL.

- s

= s+
EI @ 4so I

g Device Connector Internet Intersight ®

p

Not Claimed

The connection to the Cisco Intersight Portal is successful, but device is still not claimed. To claim the device open Cisco Intersight, create a new account
and follow the guidance or go to the Devices page and click Claim a New Device for existing account

4. Open a web browser and navigate to the Cisco Intersight Cloud Management platform https://intersight.com/.

5. Login with your Cisco ID and password. If this is the first time using Intersight, it is recommended you take a
site tour to be guided through some main features.

6. To Claim a new device, from the left-hand Navigation pane, click Devices, in the Device window, choose
Claim a New Device at the right top corner.

el Intersight

2 Devices

10 Connection

0of0

Status Device IP Device ID Claimed By

7. Ensure the option for Direct Claim is chosen, then input the Device ID and Claim Code obtained from Cisco
UCS management GUI. Use copy and paste for accuracy. Click Claim.

Step 1/1
Claim a New Device

— e

© To claim your device, you must have the Device ID and Claim Code



https://​/​intersight.com/

8. Wait until the device is claimed successfully and to appear in the list of devices.

9. Click the Refresh link in the Cisco UCS Manager Device Connector screen. The Device Connector now shows
this device is claimed.

Device Connector

The Device Connector is an embedded management controller that enables the capabilities of Cisco Intersight, a cloud-based management platform. For detailed information about configuring the device connector, please
visit

Device Connector

ALLOW CONTROL
ce D

o
Q @ Claimed to Account
Device Connector Internet Intersight
Claimed

10. In the Device window, the Cisco UCS Fabric Interconnect domain should now show as connected devices.

Post-install Configuration

Prior to putting a new HyperFlex cluster into production, a few post-install tasks must be completed. To auto-
mate the post installation procedures and verify the HyperFlex cluster configuration, a post_install script has
been provided on the HyperFlex Controller VMs. To run this script, follow these steps:

1. SSH to the cluster management IP address and login using <root> username and the controller VM password

provided during installation. Verify the cluster is online and healthy using “stcli cluster info” or “stcli cluster
storage-summary”.



root@SpringpathControllerT7DB8MDX0A:~# stcli cluster storage-summary
address: 169.254.37.1
name: Al1l-NVMe
: online
: 0 days 2 hours 27 minutes 43 seconds
activeNodes: 8 of 8
compressionSavings: 76.99%
deduplicationSavings: 0.0%
freeCapacity: 13.2T
healingInfo:
inProgress: False
resiliencyInfo:
messages:
Storage cluster is healthy.
state: 1
nodeFailuresTolerable: 2
cachingDeviceFailuresTolerable: 2
persistentDeviceFailuresTolerable: 2
zoneResInfolList: None
spaceStatus: normal
totalCapacity: 13.4T
totalSavings: 76.99%
usedCapacity: 148.6G
zkHealth: online
clusterAccessPolicy: lenient
dataReplicationCompliance: compliant
dataReplicationFactor: 3

2. Run the following command in the shell, and press enter:

/usr/share/springpath/storfs-misc/hx-scripts/post install.py

3. Choose the first post_install workflow type - New/Existing Cluster.

4. Enter the HX Storage Controller VM root password for the HX cluster (use the one entered during the HX
Cluster installation).

5. Enter the vCenter server username and password.



root@SpringpathControllerT7DB8MDX0OA:~# /usr/share/springpath/storfs-misc/hx-scripts/post_install.py
Select post_install workflow-

1. New/Existing Cluster
2. Expanded Cluster
3. Generate Certificate

Note: Workflow No.3 is mandatory to have unique SSL certificate in the cluster.
By Generating this certificate, it will replace your current certificate.
If you're performing cluster expansion, then this option is not required.

Selection: 1

Logging in to controller localhost

HX CVM admin password:

Getting ESX hosts from HX cluster..

vCenter URL: 10.29.133.120

Enter vCenter username (user@domain): administrator@vsphere.local
vCenter Password:

Found datacenter Datacenter

Found cluster All-NVMe

post_install to be run for the following hosts:
hxaf220m5n-01.hx.lab.cisco.com
hxaf220m5n-02.hx.lab.cisco.com
hxaf220m5n-03.hx.lab.cisco.com
hxaf220m5n-04.hx.lab.cisco.com
hxaf220m5n-05.hx.lab.cisco.com
hxaf220m5n-06.hx.lab.cisco.com
hxaf220m5n-07.hx.lab.cisco.com
hxaf220m5n-08.hx.lab.cisco.com

6. Enter ESXi host root password (use the one entered during the HX Cluster installation).

7. You must license the vSphere hosts through the script or complete this task in vCenter before continuing.
Failure to apply a license will result in an error when enabling HA or DRS in subsequent steps. Enter “n” if you
have already registered the license information in vCenter.

8. Enter “y” to enable HA/DRS.

9. Enter "y” to disable the ESXi hosts’ SSH warning. SSH running in ESXi is required in HXDP 2.6.

10. Add the vMotion VMkernel interfaces to each node by entering “y”. Input the netmask, the vMotion VLAN ID,
and the vMotion IP addresses for each of the hosts as prompted.



Enter ESX root password:
Enter vSphere license key? (y/n) n

Enable HA/DRS on cluster? (y/n) y

Successfully completed configuring cluster HA.
Successfully completed configuring cluster DRS.

Disable SSH warning? (y/n) y

Add vmotion interfaces? (y/n) y
Netmask for vMotion: 255.255.255.0
VLAN ID: (0-4096) 200

vMotion MTU is set to use jumbo frames (9000 bytes). Do you want to change to 1500 bytes? (y/n) n
vMotion IP for hxaf220m5n-01.hx.lab.
Adding vmotion-200 to hxaf220m5n-01.
Adding vmkernel to hxaf220m5n-01.hx.
vMotion IP for hxaf220m5n-02.hx.1lab.
Adding vmotion-200 to hxaf220m5n-02.
Adding vmkernel to hxaf220m5n-02.hx.
vMotion IP for hxaf220m5n-03.hx.1lab.
Adding vmotion-200 to hxaf220m5n-03.
Adding vmkernel to hxaf220m5n-03.hx.
vMotion IP for hxaf220m5n-04.hx.1lab.
Adding vmotion-200 to hxaf220m5n-04.
Adding vmkernel to hxaf220m5n-04.hx.
vMotion IP for hxaf220m5n-05.hx.1lab.
Adding vmotion-200 to hxaf220m5n-05.
Adding vmkernel to hxaf220m5n-05.hx.
vMotion IP for hxaf220m5n-06.hx.lab.
Adding vmotion-200 to hxaf220m5n-06.
Adding vmkernel to hxaf220m5n-06.hx.
vMotion IP for hxaf220m5n-07.hx.1lab.
Adding vmotion-200 to hxaf220m5n-07.
Adding vmkernel to hxaf220m5n-07.hx.
vMotion IP for hxaf220m5n-08.hx.1lab.
Adding vmotion-200 to hxaf220m5n-08.
Adding vmkernel to hxaf220m5n-08.hx.

cisco.com:
hx.lab.cisco.com
lab.cisco.com
cisco.com:
hx.lab.cisco.com
lab.cisco.com
cisco.com:
hx.lab.cisco.com
lab.cisco.com
cisco.com:
hx.lab.cisco.com
lab.cisco.com
cisco.com:
hx.lab.cisco.com
lab.cisco.com
cisco.com:
hx.lab.cisco.com
lab.cisco.com
cisco.com:
hx.lab.cisco.com
lab.cisco.com
cisco.com:
hx.lab.cisco.com
lab.cisco.com

192.168.

192.168.

192.168.

192.168.

192.168.

192.168.

192.168.

200.

200.

200.

200.

200.

200.

192.168.200.61

62

63

64

65

66

67

11. You may add VM network portgroups for guest VM traffic. Enter “n” to skip this step and create the portgroups
manually in vCenter. Or if desired, VM network portgroups can be created and added to the vm-network
vSwitch. This step will add identical network configuration to all nodes in the cluster.

« »

12. Enter “y” to run the health check on the cluster.

13. A summary of the cluster will be displayed upon completion of the script. Make sure the cluster is healthy.

Datastores

Create a datastore for storing the virtual machines. This task can be completed by using the vSphere Web Client
HX plugin, or by using the HyperFlex Connect HTML management webpage. To configure a new datastore via
the HyperFlex Connect webpage, follow these steps:

1. Use a web browser to open the HX cluster IP management URL.

2. Enter alocal credential, or a vCenter RBAC credential with administrative rights for the username, and the cor-
responding password.

3. Click Login.

4. Click Datastores and then click Create Datastore.



5. In the popup, enter the Datastore Name and size. For most applications, leave the Block Size at the default of
8K. Only dedicated Virtual Desktop Infrastructure (VDI) environments should choose the 4K Block Size option.

6. Click Create Datastore.

Create Datastore

Datastore Name

Block Size

TB - 8K -

cancel

Create VM

In order to perform the initial testing and to learn about the features in the HyperFlex cluster, create a test virtual
machine stored on your new HX datastore in order to take a snapshot and perform a cloning operation.

vm vSphere Client
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HX Data Platform Native Snapshots Overview

HX Data Platform Native Snapshots are a backup feature that saves versions (states) of working VMs. VMs can
be reverted to native snapshots.

Use the HX Data Platform plug-in to take native snapshots of your VMs. HX Data Platform native snapshot op-
tions include create a native snapshot, revert to any native snapshot, and delete a native snapshot. Timing op-
tions include: Hourly, Daily, and Weekly, all in 15-minute increments.

A native snapshot is a reproduction of a VM that includes the state of the data on all VM disks and the VM power
state (on, off, or suspended) at the time the native snapshot is taken. Take a native snapshot to save the current
state of the VM, so that you have the option to revert to the saved state.

You can take a native snapshot when a VM is powered on, powered off, or suspended. For additional infor-
mation about VMware snapshots, see the VMware KB, Understanding VM snapshots in ESXi (1015180)

Benefits of HX Data Platform Native Snapshots

HX Data Platform native snapshots use native technology. Native snapshots provide the following benefits:

o Reverting registered VMs - If a VM is registered, whether powered-on or powered-off, native snapshots,
same as VM snapshots, can be used to revert to an earlier point in time at which the snapshot was creat-
ed.

« High performance - The HX Data Platform native snapshot process is fast because it does not incur I/O
overhead.

e VM I/O independent - The HX Data Platform native snapshot creation time is independent of the 1/O on the
VM.

o VM performance - HX Data Platform native snapshots do not degrade VM performance.

e Crash-consistent. HX Data Platform native snapshots are crash-consistent by default - 1/O crash con-
sistency is defined as maintaining the correct order of write operations to enable an application to restart
properly from a crash.

e Application-consistent - You can select the quiesce option of the stcli vm snapshot command through the
HX Data Platform CLI to enable HX Data Platform native snapshots to be application-consistent. The appli-
cations in the guest VM run transparently exactly like they do in the host VM. For details, see the Cisco HX
Data Platform Command Line Interface Reference CLI Reference.

Quiescing a file system is a process of bringing the on-disk data of a physical or virtual computer into a state
suitable for backups. This process might include operations such as flushing dirty buffers from the operating
system's in-memory cache to disk, or other higher-level application-specific tasks.

If your system displays quiesce errors, review the VMware KB article Troubleshooting Volume Shadow Copy
(VSS) quiesce related issues (1007696).

e Scheduled snapshots tolerant to node failures - Scheduled snapshots are tolerant to administrative opera-
tions that require a node shutdown, such as HX maintenance mode and HX online upgrade.

e Scheduled Snapshots are tolerant to failures in other HX clusters in multi cluster environments.


http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1015180
http://kb.vmware.com/selfservice/search.do?cmd=displayKC&docType=kc&docTypeID=DT_KB_1_1&externalId=1007696
http://kb.vmware.com/selfservice/search.do?cmd=displayKC&docType=kc&docTypeID=DT_KB_1_1&externalId=1007696

Unified interface - You can manage native snapshots created through the HX Data Platform plug-in using
VMware snapshot managerTM.

Individual or grouped - You can take native snapshots on a VM level, VM folder level, or resource pool
level.

Granular progress and error reporting - These monitoring tasks performed at Task level for Resource Pool,
Folder and VM level snapshot.

Instantaneous snapshot delete - Deletion of a snapshot and consolidation is always instantaneous.

Parallel batch snapshots - Support for up to 255 VMs in a Resource Pool or Folder for parallel batched
snapshots.

VDI deployment support - HX scheduled snapshots are supported for desktop VMs on VDI deployments
which are using VMware native technology.

Recoverable VM - The VM is always recoverable when there are snapshot failures.

Datastore access - Snapshots work on partially mounted/accessible datastores as long as the VM being
snapshotted is on an accessible mountpoint.

Snapshots

Take a snapshot of the new virtual machine prior to powering it on.

.=

When you create the first snapshot of a VM using Snapshot Now, the HX DataPlatform plug-in creates a
base snapshot called a SENTINEL snapshot. The SENTINEL snapshot ensures follow-on snapshots are all
native snapshots. SENTINEL snapshots prevent reverted VMs from having VMware redo log-based virtu-
al disks. Redo log-based virtual disks occur when an original snapshot is deleted and the VM is reverted
to the second oldest snapshot.

To take an instant snapshot of a VM, follow these steps:

1.

In the HyperFlex Connect webpage, click the Virtual Machines menu, then click the name of the VM to snap-
shot.
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2. Click the Actions drop-down list, then choose Snapshot Now.

Take VM Native Snapshot for WIN10-1809-HX.

WIN10-HyperFlex Masterimage

Description

Quiesce guest file system (Needs VMware Tools Installed)

Cancel Snapshot Now

A Snapshot is created as shown below:



o Snaoshots
actuity Snapshots

Name Description Created Time

3. Input the snapshot name, a description if desired, and choose whether to quiesce the VM, then click Snapshot
Now.

Take VM Native Snapshot for VM1

Name

Snap1

Description

Quiesce guest file system (Needs VMware Tools Installed)

Cancel Snapshot Now

Hyperflex Ready Clones

HX Data Platform Ready Clones is a pioneer storage technology that enables you to rapidly create and customize
multiple cloned VMs from a host VM. It enables you to create multiple copies of VMs that can then be used as
standalone VMs.

A Ready Clone, similar to a standard clone, is a copy of an existing VM. The existing VM is called the host VM.
When the cloning operation is complete, the Ready Clone is a separate guest VM.

Changes made to a Ready Clone do not affect the host VM. A Ready Clone's MAC address and UUID are differ-
ent from that of the host VM.

Installing a guest operating system and applications can be time consuming. With Ready Clone, you can make
many copies of a VM from a single installation and configuration process.

Clones are useful when you deploy many identical VMs to a group.
To create the Ready Clones, follow these steps:

1. In the HyperFlex Connect webpage, click the Virtual Machines menu, click the checkbox to choose the VM to
clone, then click Ready Clones.
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MANAGE
PUStmpltwi0 = Pawered off Micosoft Vindows 10 {64 bit WA 2268 868
RDS Trplt = Powered off Micresoft Viindows Server 2016 o later (64 bit A 43268 0B
TESTOO Povsered Cn 1034162 Microsoft Windows 0 {64-5it) WA 32 GB 95GH
TESTOO11 owered On 10.34,14.55 Wicrosoft vAndows 10 (6A-bit) NIA 32 GB 95GB

Microsoft Windows 10 {64-it) NA 3268 95GE

2. Input the Number of clones to create, a customization specification if needed, a resource pool if needed, and
a naming prefix, then click Clone to start the operation. The clones will be created in seconds.

Ready Clones - VM1 ( X

Number of clones

4

Customization Specification Resource Pool

VM Name Prefix Starting clone number Increment clone numbers by
Clone- 1 1

Use same name for Guest Name

Preview
Clone Name ~ Guest Name
Clone-1 Clone-1
Clone-2 Clone-2
Clone-3 Clone-3

B Power on VMs after cloning

ﬂ Ready clones were not used to clone virtual machines in this testing.

Audit Logging

By default, the HyperFlex controller VMs store logs locally for many functions, including the filesystem logs, se-
curity auditing, CLI commands and shell access, single sign-on logs, and more. These logs are rotated periodi-
cally and could be lost if there were a total failure of a controller VM. In order to store these logs externally from
the HyperFlex cluster, audit logging can be enabled in HX Connect to send copies of these logs to an external
syslog server. From this external location, logs can be monitored, generate alerts, and stored long term. HX



Connect will not monitor the available disk space on the syslog destination, nor will it generate an alarm if the
destination server is full. To enable audit logging, follow these steps:

1. Use a web browser to open the HX cluster IP management URL.

2. From the HyperFlex Connect webpage, click the gear shaped icon in the upper right-hand corner, and click
Audit Log Export Settings.

3. Click to check the box to Enable audit log export to an external syslog server.
4. Enter the syslog server IP address and TCP port.

5. Choose TCP or TLS as the connection type. If using TLS, client certificate and private key pair files must be
provided. Alternatively, a self-signed certificate can be used. Click browse to choose the appropriate files.

6. Click OK.

Audit Log Export Settings D&

Bl Enable audit log export to an external syslog server

Syslog server 10.29.132.145

Port

6514

Connection Type

Cancel n

# Audit log exports can be temporarily disabled or completely deleted at a later time from the same loca-
tion.

To store ESXi diagnostic logs in a central location in case they are needed to help diagnose a host failure, it is
recommended to enable a syslog destination for permanent storage of the ESXi host logs for all Cisco HyperFlex
hosts. It is possible to use the vCenter server as the log destination in this case, or another syslog receiver of
your choice.

To configure syslog for ESXi, follow these steps:

1. Log into the ESXi host via SSH as the root user.

2. Enter the following commands, replacing the IP address in the first command with the IP address of the
vCenter server that will receive the syslog logs:

root@hx220-01:~] esxcli system syslog config set --loghost='udp://10.29.132.120'
root@hx220-01:~] esxcli system syslog reload

root@hx220-01:~] esxcli network firewall ruleset set -r syslog -e true
root@hx220-01:~] esxcli network firewall refresh

— — — —



3. Repeat for each ESXi host.

Auto-Support and Notifications

Auto-Support should be enabled for all clusters during the initial HyperFlex installation. Auto-Support enables
Call Home to automatically send support information to Cisco TAC, and notifications of tickets to the email ad-
dress specified. If the settings need to be modified, they can be changed in the HyperFlex Connect HTML man-
agement webpage.

The events that will automatically open a support ticket with Cisco TAC are as follows:

e Cluster Capacity Changed

e Cluster Unhealthy

o Cluster Health Critical

e Cluster Read Only

e Cluster Shutdown

e Space Warning

e Space Alert

e Space Critical

o Disk Blacklisted

e Infrastructure Component Critical

o Storage Timeout

To change Auto-Support settings, follow these steps:

1. From the HyperFlex Connect webpage, click the gear shaped icon in the upper right-hand corner, and click
Auto-Support Settings.

2. Enable or disable Auto-Support as needed.
3. Enter the email address to receive alerts when Auto-Support events are generated.

4. Enable or disable Remote Support as needed. Remote support allows Cisco TAC to connect to the HX cluster
and accelerate troubleshooting efforts.

5. Enter in the information for a web proxy if needed.

6. Click OK.



Auto-Support Settings

B2 cenable Auto-Support (Recommended) ; -
Send service ticket notifications to alerts@customer.com

‘When Connected Services are enabled, Cisco periodically collects information about the cluster and its deployment
environment for the purpose of delivering a better product and support experience

Enable Remote Support -

Web Proxy Settings

Use Proxy Server

Cancel m

ﬂ Email notifications that come directly from the HyperFlex cluster can also be enabled.

To enable direct email notifications, follow these steps:

1. From the HyperFlex Connect webpage, click the gear shaped icon in the upper right-hand corner, and click
Notifications Settings.

2. Enter the DNS name or IP address of the outgoing email server or relay, the email address the notifications will
come from, and the recipients.

3. Click OK.

Notifications Settings :

B Send email notifications for alarms

Mail Server Address outbound.cisco.com
From Address AFCluster8node@hx.lab.cisco.com
Recipient List (Comma separated) -@ciscomm

Cancel m

Smart Licensing

HyperFlex 2.5 and later utilizes Cisco Smart Licensing, which communicates with a Cisco Smart Account to vali-
date and check out HyperFlex licenses to the nodes, from the pool of available licenses in the account. At the
beginning, Smart Licensing is enabled but the HX storage cluster is unregistered and in a 90-day evaluation pe-
riod or EVAL MODE. For the HX storage cluster to start reporting license consumption, it must be registered with
the Cisco Smart Software Manager (SSM) through a valid Cisco Smart Account. Before beginning, verify that you
have a Cisco Smart account, and valid HyperFlex licenses are available to be checked out by your HX cluster.



To create a Smart Account, click
https://webapps.cisco.com/software/company/smartaccounts/home?route=module/accountcreation then go to

Cisco Software Central > Request a Smart Account

To activate and configure smart licensing, follow these steps:

9.

Log into a controller VM.  Confirm that your HX storage cluster is in Smart Licensing mode.
# stcli license show status
Smart Licensing is ENABLED
Registration:
Status: UNREGISTERED
Export-Controlled Functionality: Not Allowed
License Authorization:
Status: EVAL MODE
Evaluation Period Remaining: 88 days, 1 hr, 33 min, 41 sec
Last Communication Attempt: NONE
License Conversion:
Automatic Conversion Enabled: true

Status: NOT STARTED

Utility:
Status: DISABLED

Transport:
Type: TransportCallHome

Feedback will show Smart Licensing is ENABLED, Status: UNREGISTERED, and the amount of time left during
the 90-day evaluation period (in days, hours, minutes, and seconds).

Navigate to Cisco Software Central (https://software.cisco.com/) and log in to your Smart Account.
From Cisco Smart Software Manager, generate a registration token.

In the License pane, click Smart Software Licensing to open Cisco Smart Software Manager.

Click Inventory.

From the virtual account where you want to register your HX storage cluster, click General, and then click New
Token.

In the Create Registration Token dialog box, add a short Description for the token, enter the number of days
you want the token to be active and available to use on other products, and check Allow export-controlled
functionality on the products registered with this token.

Click Create Token.

10. From the New ID Token row, click the Actions drop-down list, and click Copy.

171. Log into a controller VM.


https://webapps.cisco.com/software/company/smartaccounts/home?route=module/accountcreation

12. Register your HX storage cluster, where idtoken-string is the New ID Token from Cisco Smart Software Man-
ager.

# stcli license register --idtoken idtoken-string

13. Confirm that your HX storage cluster is registered.

# stcli license show summary

The cluster is now ready. You may run any other preproduction tests that you wish to run at this point.

Virtual Machine Snapshot and Cloning

To take a VM snapshot and clone, follow these steps:

1. Right-click on master image and click Snapshots.

vm vSphere Client

B 2 8 9 & WINTO-1809-HX ¥ % © | acrons~
& vDI-IcC-983 a
& vDI-CC-984
Fi‘- VDI-ICC-985 Guest OS: Microsoft Windows L
B VDI-ICC-986 Compatibility: ESXi 6.7 and late! sion 14)
F»‘ BLICE-88T A VMware Tools: Not running, version:11265 (Current)
£ VOlcc-982 DNS Name
& VDI-ICC-989 IP Addresses
& VDI-ICC-99 Host: 10.10.50.82
& VDI-ICC-990
& VDI-ICC-991
[ WDHICC-992 | @) Actions - WINIO-1808-HX
& VDIHICC-993 M Hardware
5 VDI-CC-994 Fower 4
F_I'v VDIHICC-293 Guest OS -
& VDIHCC-996 <rapehats .| > Memory [ 4 68, 0 GB memory active
5 VDI-ICC-897 -

& VDI-ICC-998 [®F Open Remote Consale
& VDI-ICC-999

1 WINID-1607-TE:
1 WIN10-1809-CL Clone > CD/DVD drive 1 Disconnected
1 WIN10-1809-CL
1 WIN10-1309-CL.
(1 WIN10-1809-HX| VM Policies 3 VMCI device Device on the virtual machine PCl bus that provides

Summary Monitor Configure Permissions Datastores MNetworks Updates

More info

]
Launch Remote Conscle @ wm

CPU 2 CPU(s)

Hard disk 1

2 GB

w

(5 Migrate Network adapter 1 vm-network-54 (disconnected)

Fault Tolerance . Video card 4MB

2. Provide name of master image snapshot.



Take Snapshot | wino-1809-Hx X

Name VM Snapshot 9/22/2020, 9:00:35 AM

Description VDI Master Image snapshot for Cloning

YMs

caneE n

ESXi Hypervisor Installation

HX converge nodes come from the factory with a copy of the ESXi hypervisor pre-installed, however, the com-
pute only nodes do not come from factory with ESXi pre-installed. However, there are scenarios where it may be
necessary to redeploy or reinstall ESXi on an HX node.

In addition, this process can be used to deploy ESXi on rack mount or blade servers that will function as HX
compute-only nodes. The HyperFlex system requires a Cisco custom ESXi ISO file to be used, which has Cisco
hardware specific drivers pre-installed, and customized settings configured to ease the installation process. The
Cisco custom ESXi ISO file is available to download at cisco.com.

ESXi Kickstart ISO

The HX custom ISO is based on the Cisco custom ESXi 6.7 Update 3 ISO release with the filename: HX-ESXi-
6.7U3-15160138-Cisco-Custom-6.7.3.3-install-only.iso and is available from the Cisco web site:

https://software.cisco.com/download/home/286305544/type/286305994/release/4.0(2a)

The custom Cisco HyperFlex ESXi ISO automatically performs the following tasks with no user interaction re-
quired:

o Accept the End User License Agreement

o Configure the root password to: CXXXXXXX

o Install ESXi to the internal mirrored Cisco FlexFlash SD cards, or the internal M.2 SSD

o Set the default management network to use vmnic0O, and obtain an IP address via DHCP

» Enable SSH access to the ESXi host

o Enable the ESXi shell

o Enable serial port com1 console access to facilitate Serial over LAN access to the host


https://software.cisco.com/download/home/286305544/type/286305994/release/4.0(2a)
https://software.cisco.com/download/home/286305544/type/286305994/release/4.0(2a)

Configure the ESXi configuration to always use the current hardware MAC address of the network inter-
faces, even if they change

Rename the default vSwitch to vswitch-hx-inband-mgmt

Cisco UCS vMedia and Boot Policies

By using a Cisco UCS vMedia policy, the custom Cisco HyperFlex ESXi installation ISO file can be mounted to all
of the HX servers automatically. The existing vMedia policy, named “HyperFlex” must be modified to mount this
file, and the boot policy must be modified temporarily to boot from the remotely mounted vMedia file. Once the-
se two tasks are completed, the servers can be rebooted, and they will automatically boot from the remotely
mounted vMedia file, installing and configuring ESXi on the servers.

r.

WARNING! While vMedia policies are very efficient for installing multiple servers, using vMedia policies
as described could lead to an accidental reinstall of ESXi on any existing server that is rebooted with this
policy applied. Please be certain that the servers being rebooted while the policy is in effect are the
servers you wish to reinstall. Even though the custom ISO will not continue without a secondary confir-
mation, extreme caution is recommended. This procedure needs to be carefully monitored and the boot
policy should be changed back to original settings immediately after the intended servers are rebooted,
and the ESXi installation begins. Using this policy is only recommended for new installs or rebuilds. Al-
ternatively, you can manually choose the boot device using the KVM console during boot, and pressing
F6, instead of making the vMedia device the default boot selection.

To configure the Cisco UCS vMedia and Boot Policies, follow these steps:

1.

8.

9.

Copy the HX-ESXi-6.7U3-15160138-Cisco-Custom~-6.7.3.3-install-only.iso file to an available web server
folder, NFS share or CIFS share. In this example, an open internal web server folder is used.

In Cisco UCS Manager, click the Servers button on the left-hand side of the screen.

Expand Servers > Policies > root > Sub-0Organizations > <<HX_ORG>> > vMedia Policies and click vMedia
Policy HyperFlex.

In the configuration pane, click Create vMedia Mount.

Enter a name for the mount, for example: ESXI.

Choose the CDD option.

Choose CIFS as the protocol.

Enter the IP address of the CIFS server where the file was copied, for example: 10.29.132.120

Choose None as the Image Variable Name.

10. Enter HX-ESXi-6.7U3-15160138-Cisco-Custom-6.7.3.3-install-only.iso as the Remote File.

11. Enter the Remote Path to the installation file.



Create vMedia Mount 7 X

Name - | ESXi

Description

Device Type : ‘ *) CDD ()HDD

Protocol : [ONFS @ CIFS (OHTTP (O HTTPS |
Authentication Protocol : | Ntim v

Hostname/IP Address - | 10.29.132.145

Image Name Variable : - None () Service Profile Name I
Remote File : |HX-ESXi-6.7U3-15160138-Cisco-Custom-6.7.3.3-
Remote Path : |iso
Username
Password
Raman nn Fiart |
o Cancel
12. Click OK.

13. Choose Servers > Service Profile Templates > root > Sub-Organizations > <<HX_ORG>> > Service Template
hx-nodes.

14. In the configuration pane, click the vMedia Policy tab.
15. Click Modify vMedia Policy.
16. Chose the HyperFlex vMedia Policy from the drop-down selection and click OK twice.

17. For Compute-Only nodes (if necessary), choose Servers > Service Profile Templates > root > Sub-
Organizations > <<HX_ORG>> > Service Template compute-nodes.

18. In the configuration pane, click the vMedia Policy tab.

19. Click Modify vMedia Policy.

20. Chose the HyperFlex vMedia Policy from the drop-down selection and click OK twice.

21. Choose Servers > Policies > root > Sub-Organizations > <<HX_ORG>> > Boot Policy HyperFlex.
22. In the navigation pane, expand the section titled CIMC Mounted vMedia.

23. Click the entry labeled Add CIMC Mounted CD/DVD.

24. Choose the CIMC Mounted CD/DVD entry in the Boot Order list and click the Move Up button until the CIMC
Mounted CD/DVD entry is listed first.

25. Click Save Changes and click OK.



(¥ Local Devices Boot Order

+ - Advanced Filter Export Print
= Name Or.~ wNIC.. Type WWN LUN.. Sl
CIMC Mounted vMedia CIMC Mounted CD/DVD 1
CD/DVD 2
Add CIMC Mounted HDD SD Card 3
* vNICs
¥ vHBAs + Move Down Delete
() iSCSI vNICs
(¥ EFI Shell
Install ESXi

To begin the installation after modifying the vMedia policy, Boot policy and service profile template, the servers
need to be rebooted. To complete the reinstallation, it is necessary to open a remote KVM console session to
each server being worked on. To open the KVM console and reboot the servers, follow these steps:

1. In Cisco UCS Manager, click Equipment.
2. Expand Equipment > Rack mounts > Servers > Server 1.
3. Inthe configuration pane, click KVM Console.

4. The remote KVM Console window will open in a new browser tab. Click Continue to any security alerts that
appear and click the hyperlink to start the remote KVM session.

5. Repeat Steps 2-4 for all additional servers whose console you need to monitor during the installation.
6. In Cisco UCS Manager, click Equipment.
7. Expand Equipment > Rack-Mount Servers > Servers.

8. In the configuration pane, click the first server to be rebooted, then shift+click the last server to be rebooted,
selecting all of the servers.

9. Right-click the mouse and click Reset.
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T, Advanced Filter 4 Export % Print
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Server 4 e OMQ...

Servers Shutdown Server

Server 7 Start Fault Suppression i

Server & C
Copy
Copy XML
10. Click OK.

11. Choose Power Cycle and click OK.

12. Click OK. The servers you are monitoring in the KVM console windows will now immediately reboot, and boot
from the remote vMedia mount. Alternatively, the individual KVM consoles can be used to perform a power
cycle one-by-one.

13. When the server boots from the installation I1SO file, you will see a customized Cisco boot menu. In the Cisco
customized installation boot menu, choose “HyperFlex Converged Node - HX PIDs Only” and press Enter.



| [HyperFlex Converged Node - HX PIDs Only (DO NOT USE FOR UPGRADE) | |
Compute-Only Node Install to SD Cards/M.2 (DO NOT USE FOR UPGRADE)
Compute-Only Node Install to Local Disk (DO NOT USE FOR UPGRADE)
Compute-Only Node Install to Remote Disk (SAN) (DO NOT USE FOR UPGR
Fully Interactive Install (DO NOT USE FOR UPGRADE)

Exit and boot according to BIOS

This option SHOULD NOT be used for upgrades, see help section for details.
Select this option to re-image HyperFlex converged nodes (HX PIDs only).

Enter “"ERASE" in all CAPS to confirm and agree to start the installation.
This is a DESTRUCTIVE process and cannot be reversed. Ensure a re-image is required.

HyperFlex

14. Enter “ERASE” in all uppercase letters, and press Enter to confirm and install ESXI.

DO NOT USE FOR UPGRADE. THIS WILL DESTROY THE NODE. Enter ERASE (all CAPS) and hit ENTER.
I ER e |

15. (Optional) When installing Compute-Only nodes, the appropriate Compute-Only Node option for the boot lo-

cation to be used should be selected. The “Fully Interactive Install” option should only be used for debugging
pUrposes.

The ESXi installer continues the installation process automatically, there may be error messages seen on screen

temporarily, but they can be safely ignored. When the process is complete, the standard ESXi console screen
will display as shown below:



VMuare ESXi 6.7.80 (VMKernel Release Build 15168138)

Cisco Systens Inc UCSB-B200-MS

2 x Intel(R) Xeon(R) Gold 6238 CPU @ 2.10GHz
766.6 GiB Memory

To manage this host go to:

http://co-1/

http://10.10.30.136/ (STATIC)
http://[feB0::250:56ff :feb63:4ef81/ (STATIC)

<F2> Custonize Systen/View Logs <F12> Shut Doun/Restort

Undo vMedia and Boot Policy Changes

When all the servers have booted from the remote vMedia file and begun their installation process, the changes
to the boot policy need to be quickly undone, to prevent the servers from going into a boot loop, constantly
booting from the installation I1SO file. To revert the boot policy settings, follow these steps:

1. Choose Servers > Policies > root > Sub-Organizations > <<HX_ORG>> > Boot Policy HyperFlex.
2. Choose the CIMC Mounted CD/DVD entry in the Boot Order list and click Delete.
3. Click Save Changes and click OK.

The changes made to the vMedia policy and service profile template may also be undone once the ESXi installa-
tions have all completed fully, or they may be left in place for future installation work.

HyperFlex Cluster Expansion

The process to expand a HyperFlex cluster can be used to grow an existing HyperFlex cluster with additional
converged storage nodes, or to expand an existing cluster with additional compute-only nodes to create an ex-
tended cluster. At the time of this document, Cisco Intersight cannot perform HyperFlex cluster expansions,
therefore the Cisco HyperFlex installer VM must be used. The Cisco HyperFlex installer VM is deployed via a
downloadable ISO image from cisco.com.



Expansion with Compute-Only Nodes

The following technical guidelines must be followed when adding compute-only nodes to a Cisco HyperFlex
cluster:

e The number of compute-only nodes cannot exceed the number of HyperFlex converged nodes within a
single HyperFlex cluster unless the appropriate HyperFlex Enterprise licenses have been purchased, al-
lowing up to a 2:1 ratio of compute-only nodes to converged nodes.

o The Cisco UCS infrastructure firmware revision, which provides the firmware for Cisco UCS Manager and
the Fabric Interconnects, must be maintained at the minimum version required for the HyperFlex con-
verged nodes, or higher, at all times.

e The version of VMware ESXi installed on the compute-only nodes must be compatible with the Cisco Hy-
perFlex version in use, and it must match the version installed on the HyperFlex converged nodes.

« While the CPU models and memory capacities between the compute-only nodes and the HyperFlex con-
verged nodes do not have to match, configuring the nodes to have similar capacities is recommended.

e Mixing different models of compute-only nodes is allowed within the same cluster. Example: using Cisco
UCS C220 M3 and Cisco UCS C240 M4 servers as compute-only nodes is allowed.

« Mixing CPU generations will require configuring VMware Enhanced vMotion Compatibility (EVC) in order to
allow vMotion to work between the compute-only nodes and the converged nodes. Enabling EVC typically
requires all VMs to be powered off including the HyperFlex Storage Controller VMs, therefore the Hyper-
Flex cluster must be shut down for an outage. If it is known ahead of time that EVC will be needed, then it
is easier to create the vCenter cluster object and enable EVC prior to installing HyperFlex.

« Connectivity between compute-only nodes and the HyperFlex cluster must be within the same Cisco UCS
domain, and networking speeds of the additional compute-only nodes should match the speeds of the ex-
isting converged nodes. Connecting compute-only nodes from a different Cisco UCS domain is not al-
lowed, nor is connecting standalone rack-mount servers from outside of the Cisco UCS domain allowed.

o Blade servers installed in the Cisco UCS 5108 Blade Chassis can connect through 10 GbE,25GbE or 40
GDbE chassis links, using the Cisco UCS 2204XP, 2208XP, or 2304 model Fabric Extenders. The Fabric Ex-
tenders, also called 1/O Modules (IOMs), are typically installed in pairs, and connect the 5108 chassis to
the Fabric Interconnects, which provide all the networking and management for the blades. Care must be
taken not to oversubscribe and saturate the chassis links.

e« Compute-only nodes can be configured to boot from SAN, local disks, or internal SD cards. No other in-
ternal storage should be present in a compute-only node. Manual configuration of the appropriate boot
policy will be necessary if booting from any device other than SD cards.

e« Compute-only nodes can be configured with additional vNICs or vHBAs in order to connect to supported
external storage arrays via NFS, iSCSI or Fibre Channel, in the same way as HyperFlex converged nodes
are allowed to do.

o Care must be taken that the addition of the compute-only nodes will not significantly impact the HyperFlex
cluster by creating additional load, or by consuming too much space. Pay close attention to the space
consumption and performance requirements of any net-new VMs that will run on the additional compute-
only nodes, and also note the current cluster performance and space utilization. If no new VMs will be cre-
ated, then the current cluster performance will not be impacted.



The Cisco HyperFlex installer VM has a wizard for Cluster Expansion with converged nodes and compute-only
nodes, however the compute-only node process requires some additional manual steps to install the ESXi hy-

pervisor on the nodes. To expand an existing HyperFlex cluster with compute-only nodes, creating an extended
HyperFlex cluster, follow these steps:

1. On the HyperFlex installer webpage click the drop-down list for Expand Cluster, then click Standard Cluster.

o HyperFlex Installer

torkhion

Select a Workflow

® ¢ 9

Expand Cluster

Standard Cluster

Cluster

Advanced Option @ | know what I'm doing, let me customize my workflow

2. Enter the Cisco UCS Manager and vCenter DNS hostname or IP address, the admin usernames, and the
passwords for the UCS domain where the existing and new nodes are, and the managing vCenter server of
the cluster to be expanded. Optionally, you can import a JSON file that has the configuration information, ex-
cept for the appropriate passwords. Click Continue.
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3. Choose the HX cluster to expand and enter the cluster management password, then click Continue. If the in-
staller has been reset, or otherwise does not detect a cluster to expand, enter the HX cluster management IP
address, username, and password of a different cluster instead.
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Cluster Expand Configuration

Select a Cluster to Expand

hx1cip

ONLUINE

HEALTHY

192.968.11.230
10.10.30.230
8

HXAF220C-M55X

NOT_SUPPORTED

Cluster Management Hostname

User Name

Password

Configuration
Credentials

102913250

admin

administratore

4. Choose the unassociated compute-only servers you want to add to the existing HX cluster, then click Contin-
ue.



HyperFlex Install

Server Selection

Server Selection Configure Server Ports Refresh Configuration -

© Encryption capable servers are supported for standard workflows only. They will not be listed in your chosen custom workfiow.
Credentials
Unassodated (19)

102913250

O & Name Status Mode! Seria Assoc ¢ Actions

& User Name aamin

%] Server 212 unassociated UCSB-B200-M5 FCH22247TMMC none none g 2 10.10.31.40

dministrazor@vs local

%] Server 2/3 unassociated UCSB-8200-M5 FCH22247KHN none none it

Cluster Expand Configuration

(% Server 2/1 unassociated UCSB-B200-M5 FCH22247MXM none none

10.1030.230
%} Server 2/6 unassociated UCSB-B200-M5 FLM2331010R none none
(%) Server 2/7 unassociated UCSB-B200-M5 FCH22247MZ7 none nane
%] Server 2/4 unassociated UCSB-B200-M5 FCH22247N42 none none
(%) Server 2/5 unassociated UCSB-B200-M5 FCH22247UF none none
4 Server 2/8 unassociated UCSB-B200-M5 FCH22067RIP none none
%] Server 1/5 unassociated UCSB-B200-M5 FCH21447GNV none none
| %! Server 1/4 unassociated UCSB-B200-M3 FCH22057T1X none none
| %] Server 1/7 unassociated UCSB-B200-M5 FCH22067QZ) none none
| %] Server 1/6 unassociated UCSB-B200-M3 FCH22067QYS none none
-« Server 1/1 unassociated UCSB-B200-M5 FCH22247M7Q none none
4 Server 1/3 unassociated UCSB-B200-M5 FCH22057SZM none none
=] Server 1/2 unassociated UCSB-B200-M5 FCH22057RWS none none
] Server 1/8 unassociated UCSB-B200-M5 FCH22067QNZ none none
() Server 2 unassociated HXAF220C-M5SX WZP21230UBH none none
O Server 10 unassociated HXAF220C-MSSX WZP22120C85 none none

5. On the UCSM Configuration page, all the settings should be pre-populated with the correct values for the ex-
isting cluster. The only value that is required is to create an additional IP address block for the hx-ext-mgmt IP
address pool. Enter a range of IP addresses sufficient to assign to the new server(s), along with the subnet
mask and gateway address, then click Continue.
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UCSM Configuration

VLAN Configuration Configuration ’
VLAN for Hypervisor and HyperFlex management VLAN for HyperFlex storage traffic Credentials
VLAN Name VLAN 1D VLAN Name VLAN 1D
02913250
x-nb . 30 v hx-storage-data 101 v
9 (’ ¥ admin
VLAN for VM vMotion VLAN for VM Network Servie Selecion
VLAN Name VLAN 1D VLAN Narme(s] VLAN ID(s}
WIP22121378 / HXAF220C-M55X
mation s imnetwork 3

WZP22120CSN / HXAF220C-M55X

WZP2211152Y / HXAF220C-M55X

MAC Pool
WZP22120C8G / HXAF220C-M5SX

MAC Pool Prefix
WZP22120C68 / HXAF220C-M5SX

0A WZP22120CE) / HXAF220C.M55X

WZP22050FK7 / HAF220C M55X

‘hx-ext-mgmt’ IP Pool for Cisco IMC

1P Blocks Subnet Mask Gateway

10.29.132.80-87 255.255.255.0 10.29.132.1

Cisco IMC access management (Out of band or Inband)

@ Outof band = O Inband

>iSCSI Storage

> FC Storage
< Back

6. Enter the subnet mask, gateway, DNS, and IP addresses for the Hypervisors (ESXi hosts) as well as host
names, then click Continue. The IPs will be assigned through Cisco UCS Manager to the ESXi systems.



Add CIMC Block to Pool

Starting IP Block

10.29.132.102

subnet Mask

255.255.255.0

Number of Addresses

16

Gateway

10.28.132.1

Cancel
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Credent

CIMC IP Address Allocation

Number of Servers to be expanded:

Number of IP Addresses required:

Number of IP Addresses available:

> Show Existing IP Pool Inventary

Success: CIMC Block successfully created.

Server Selection

UCSM Configuration

Sufficient IP Addresses available.

Configuration

Configuration -
Credentials

UCs Ma 10.29.132.50

admin

10.10.31.40

administrator@vsphere local

Cluster Expand Configuration

10.10.30.230
Server 2/2 FCH22247MMC / UCSB-B200-M5
Server 2/3 FCH22247KXN / UCSB-B200-M5
Server 2/1 FCH22247MXM / UCSB-B200-M5

FLM2331010R / UCSB-B200-M5

Server 27 FCH22247MZ7 / UCSB-B200-M5
Server 2/4 FCH22247N42 / UCSB-B200-M5
Server 2/5 FCH222471JF / UCSB-B200-M5,
Server 2/8 FCH22067R)P / UCSB-B200-M5
Server 1/5 FCH21447GNV / UCSB-B200-M5
Server 1/4 FCH22057T1X / UCSB-B200-M5

FCH22067QZ) / UCSB-B200-M5

Server 1/6 FCH22067QYS / UCSB-B200-M5
Server 1/1 FCH22247TM7Q / UCSB-B200-M5
Server 1/3 FCH220575ZM / UCSB-B200-M5
Server 1/2 FCH22057RWS / UCSB-B200-M5
Server 1/8 FCH22067QNZ / UCSB-B200-M5

< Back
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Hypervisor Configuration

Hypervisor Settings Configuration
= 5 - ~
I3 Make IP Addresses and Hostnames Sequential Credentals
9.132.50
Static IP Address Hostname
admi
Server 111 FCH22247M7Q 10:10.30.136 i
d vsphere loc
root
Server 1/2 FCH22057RWS 10.
Cluster Expand Configuration
- FCH220575 7 i
Server Selection
Server 1/4 FCH22057T1X 10.10.30.138 - FCH22247M7Q 7 UCSB-B200-M5

Server FCH Gi 1
Server 1/6 FCH22067QYS 10.10.30:141

rver 1/7 FCH 67Q 10
Server 1/8 FCH22067QNZ 10.10.30.14 co-8
Server 2/1 FCH22247MXM 10.
Serve FCH22247TMMC i

e F 2247K 1 1 %
< Back

Server 2/4 FCH22247N42 10.10.30.147

7. Enter the additional IP addresses for the Management and Data networks of the new nodes.

The HyperFlex Data VLAN IP addresses are automatically assigned during an installation via Cisco Intersight,
however when expanding a cluster this step must be done manually. All addresses in the Data VLAN come from
the link-local subnet of 169.254.0.0/16. The third octet is derived from converting the MAC address pool prefix
into a binary number. It is critical to examine the existing addresses and take note of the existing value of the
third octet for the vmk1 ports of the existing servers, as the subnet mask set on the hosts is actually
255.255.255.0. Therefore, if the third octet for the new values entered is not matched to the existing servers
then there will be failures and errors. The value for the fourth octet is sequentially set, starting with .1 for the
overall cluster, then proceeding to .2 for the vmk1(Hypervisor) port of the first server, then .3 for the Storage
Controller VM of the first server. The second server would be assigned .4 for its vmk1 port, and .5 for its Storage
Controller VM. It is important to note the ending values for these assignments among the existing servers, then
continue this same addressing pattern for the new servers being added. In this example, a cluster with 4 con-
verged nodes is being expanded with a 5" compute-only node, so the vmk1 (Hypervisor) port for the new server
is .10, and there is no Storage Controller VM, so no IP addresses are required for that.

8. Enter the current password that is set on the Controller VMSs.



9. (Optional) At this step more servers can be added for expansion if these servers already have service profiles
associated and the hypervisor is ready, by clicking on Add Compute Server or Add Converged Server and
then entering the IP addresses for the storage controller management and data networks.

10. Click Start.

11. Click Continue to accept the warning that by default new compute-only nodes are configured to boot from re-
dundant Flex-flash cards. If necessary, follow the instructions referenced to create a new local disk configura-
tion policy and boot policy for the new compute-only nodes.

12. Validation of the configuration will now start. After validation, the installer will create the compute-only node
service profiles and associate them with the selected servers. Once the service profiles are associated, the
installer will move on to the UCSM Configuration step. If the hypervisor is already installed, then move ahead
to step 36. If the ESXi hypervisor has not been previously installed on the compute-only nodes, the installer
will stop with errors as shown below due to the missing hypervisor. Continue to step 13 and do not click Retry
UCSM Configuration until the hypervisor has been installed.

To install ESXi onto the new compute-only nodes, follow these steps:

1. In Cisco UCS Manager, click Servers.
2. Expand Servers > Service Profiles > root > Sub-Organizations > <<HX_ORG>>.

3. Each new compute-only node will have a new service profile, for example: chassis-1_blade-1. Right-click the
new service profile and click KVM Console. The remote KVM console will open in a new browser tab. Accept
any SSL errors or alerts, then click the link to launch the KVM console.

v Servers General Storage Network

v Service Profiles
Fault Summary

¥ root

» wsS ®
0

v Sub-Organizations 16 o

v ExtendedCluster

Status
» chassi pK
Shutdown Server |
5
|

» chassi Reset

» chassi
rack-u |
rack-uf Rename Service Profile !

rack-uf Create a Clone

v

rack-u

4. Repeat step 3 for each new service profile, that is associated with the new compute-only nodes.

5. Inthe remote KVM tab, click the Virtual Media button in the top right-hand corner of the screen, then click Ac-
tivate Virtual Devices.

5] 553&:‘5&?(}

Create Image

Activate Virtual Devices



6. Inthe remote KVM tab, click Virtual Media, then click the CD/DVD option.

=EC &%= C
Create Image

Deactivate

Removable Disk

Floppy Disk

7. Click Choose File, browse for the Cisco custom ESXi ISO installer file for HyperFlex nodes, and click Open.

8. Click Map Drive.

Virtual Disk Management X
CD/DVD Choose File HX-ESXi-6.5U3...tall-only.iso

Read Only

Map Drive

To share files/folders you can drag and drop them in the area below or in the video display
area.

Drop files/folders here

9. Repeat steps 1-8 for all the new compute-only nodes.

10. In the remote KVM tab, click the Server Actions button in the top right-hand corner of the screen, the click
Reset.

szct"a‘se@?e

Shutdown Server

171. Click OK.

12. Choose the Power Cycle option, then click OK.

13. Click OK.

14. Observe the server going through the POST process until the following screen is seen. When it appears,
press the F6 key to enter into the boot device selection menu.
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Entering boot selection menu...

15. Choose Cisco vKVM-mapped vDVD1.22, then press Enter.

Please select boot device:

Cisco vKVM-Mapped v
CiscovD Hypervisor

UEFI: Built-in EFI Shell
Cisco vKYM-Mapped vHDD1.:
Cisco vKVM-Mapped vFDD1.

Cisco CIMC-Mapped vwDVD1.
Cisco CIMC-Mapped vHDD1.
Enter Setup

[

T and § to move selection
ENTER to select boot dewvice
ESC to boot using defaults

16. The server will boot from the remote KVM mapped ESXi ISO installer and display the following screen:

17. Choose the appropriate installation option for the compute-only node you are installing, either installing to SD
cards, local disks, or booting from SAN, then press Enter.



HyperFlex Converged Node - HX PIDs Only (DO NOT USE FOR UPGRADE)
Compute-Only Node Install to SD Cards/M.Z2 (DO NOT USE FOR UPGRADE)
Compute-Unly Node - Install to Local Disk (DU NOT USE FOR UP b
Compute-Only Node - Install to Remote Disk (SAN) (DO NOT USE FOR UPGR
Fully Interactive Install (DO NOT USE FOR UPGRADE)

Exit and boot according to BIOS

This option SHOULD NOT be used for upgrades, see help section for details.

Select this option for compute-only nodes and only if you wish to install ESXi to SD card
(M3/M4/M5) or M.2 SSD (M5 Only).

Enter "ERASE" in all CAPS to confirm and agree to start the installation.
This is a DESTRUCTIVE process and canmot be reversed. Ensure a re-image is required.

Hyperklex

18. Type “ERASE” in all capital letters and press Enter to accept the warning and continue the installation.

19. The ESXi installer will now automatically perform the installation to the boot media. As you watch the process,

some errors may be seen, but they can be ignored. Once the new server has completed the ESXi installation,
it will be waiting at the console status screen shown below.



VMuare ESXi 6.7.80 (VMKernel Release Build 15168138)

Cisco Systens Inc UCSB-B200-MS

2 x Intel(R) Xeon(R) Gold 6238 CPU @ 2.10GHz
766.6 GiB Memory

To manage this host go to:

http://co-1/

http://10.10.30.136/ (STATIC)
http://[feB0::250:56ff :feb63:4ef81/ (STATIC)

<F2> Custonize Systen/View Logs <F12> Shut Doun/Restort

20. Repeat steps 1-19 for all the additional new compute-only nodes being added to the HX cluster.

271. When all the new nodes have finished their fresh ESXi installations, return to the HX installer, where the error
in step 12 was seen. Click Retry UCSM Configuration.

22. The HX installer will now proceed to complete the deployment and perform all the steps listed at the top of the
screen along with their status.

23. When the expansion is completed, a summary screen showing the status of the expanded cluster and the ex-
pansion operation is shown.
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Summary
hx1cip |3

Version 4.0.2a-35199 vCenter Server 10.10.31.40
Cluster Management IP Address 10.10,30.230 vCenter Datacenter Name 8x18
Cluster Data IP Address 192,168.11.230 vCenter Cluster Name 8x16-ESX
Replication Factor 3 DNS Server(s) 10.10.31.21
Available Capacity 12918 NTP Server(s) 10.10.31.21
Servers

Model Serial Number Management Hypervisor Management Storage Controller Data Network Hypervisor Data Network Storage Controller

HXAF220C-M55X WZP22121378 10,10.30.128 10.10.30.200 192.168.11.128 192.168.11.200

HXAF220C-MSSX WZP22120C5N 10.10.30.129 10.10.30.201 102.168.11.129 192.168.11.201

HXAF220C-M55X WZP2212136N 10.10.30.130 10.10.30.202 192.168.11.130 192.168.11.202

HXAF220C-M55X WZP2211152Y 10.10.30.131 10.10.30.203 192.168.11.131 192.168.11.203

HXAF220C-MSSX WZP22120C38G 10.10.30.132 10.10.30.204 192.168.11.132 192.168.11.204

HXAF220C-M55X WZP22120C6B 10.10.30.133 10.10.30.205 192.168.11.133 192.168.11.205

HXAF220C-M355X WZP22120CE) 10.10.30.134 10.10.30.206 192.168.11.134 192.168.11.206

HXAF220C-MSSX WZP22050FK7 10.10.30.135 10.10.30.207 192.168.11.135 192.168.11.207

UCSB-B200-M5 FOX1926G38BA 10.10.30.136 192.168.11.136

UCSB-B200-M5 FOX1926G38A 10,10.30.137 192.168.11.137

UCSB-B200-M5 FOX1926G3BA 10.10.30.138 192.168.11.138

UCSE-B200-M5 FOX1926G3BA 10.10.30.139 192.168.11.139

UCSB-B200-M5 FOX1926G38A 10.10.30.140 192,168.11.140

After the install has completed, the new compute-only node is added to the cluster and it will have mounted the
existing HyperFlex datastores, however the new node still requires some post installation steps in order to be con-
sistent with the configuration of the existing nodes. For example, the new compute-only node will not have a
vMotion vmkernel interface, and it may not have all of the guest VM networks configured. The easiest method to
make the changes is to use the post_install script, choosing option 2 to configure an Expanded cluster, or the
configuration can be done manually.

A list of additional configuration steps necessary includes:

o Disable SSH warning
o Creation of the guest VM port groups
o Creation of the vMotion vmkernel port

e Syslog Server Configuration

ﬂ If at a later time the post_install script needs to be run against a specific HX cluster, the cluster can be
specified by using the --cluster-ip switch and entering the cluster’s management IP address.




To validate the configuration, vMotion a VM to the new compute-only node. You can validate that your VM is
now running on the compute-only node through the Summary tab of the VM.

Management

Customers have two choices for managing their HyperFlex System: HyperFlex Connect or cloud-based Inter-
sight. Both methods are described in the following sections.

HyperFlex Connect

HyperFlex Connect is the easy to use, and powerful primary management tool for HyperFlex clusters. HyperFlex
Connect is an HTML5 web-based GUI tool which runs on all of the HX nodes and is accessible via the cluster
management IP address.

Local Access

Logging into HyperFlex Connect can be done using pre-defined local accounts. The default predefined adminis-
trative account is named “admin”. The password for the default admin account is set during the cluster creation
as the cluster password. Using local access is only recommended when vCenter direct or SSO credentials are
not available.

Role-Based Access Control

HyperFlex Connect provides Role-Based Access Control (RBAC) via integrated authentication with the vCenter
Server managing the HyperFlex cluster. You can have two levels of rights and permissions within the HyperFlex
cluster:

« Administrator: Users with administrator rights in the managing vCenter server will have read and modify
rights within HyperFlex Connect. These users can make changes to the cluster settings and configuration.

e Read-Only: Users with read-only rights in the managing vCenter server will have read rights within Hyper-
Flex Connect. These users cannot make changes to the cluster settings and configuration.

Users can log into HyperFlex Connect using direct vCenter credentials, for example, administra-
tor@vsphere.local, or using vCenter Single Sign-On (SSO) credentials such as an Active Directory user, for ex-
ample, domain\user. Creation and management of RBAC users and rights must be done via the vCenter Web
Client or vCenter 6.5 HTML5 vSphere Client.

To manage the HyperFlex cluster using HyperFlex Connect, follow these steps:

1. Using a web browser, open the HyperFlex cluster's management IP address via HTTPS.

2. Enter alocal credential, such as local/root, or a vCenter RBAC credential for the username, and the corre-
sponding password.

3. Click Login.

4. The Dashboard view will be shown after a successful login.


mailto:administrator@vsphere.local
mailto:administrator@vsphere.local

el
cisco

Cisco HyperFlex Connect

HyperFlex

4.0(2a)

= ‘it HyperFlex Connect HXCLST

@

) Dashboard /7~  OPERATIONAL STATUS
‘\‘,//‘ Online @
MONITOR
RESILIENCY HEALTH
Alarms J\a N ¥ 2 Node failures can be tolerated
Qs /' Healthya e
W Events
sy /]\‘ CAPACITY _qu somce (7 N Compression _EE
i\ 12918 3.8 T8 Used OPTIMIZATION \ 7 Deduplication FE
ANALYZE
Performa AF220C
Uy performance o NODE ZONES g HARZIOC goiono 16 NODES .
== % 4 M3SX Compiite () [W) [W] (W) (W] [0 (0] [0 [ [0 [0 [0 [ [0 [0 (@]
pROTECT Converged 1] [ [ []
Replication
g VIRTUAL MACHINES POWERED ON SUSPENDED POWERED OFF
HanaeE 3,861 VMs 4 3,848 no b 13
System Information
B Datastores 1095 Last 1 hour
[ virtual Machines i — — —— - — —_— — S —
" Upgrade
> webcll I —
Throughput (MBps) Last 1 hour
_— —
L - Resc 102
N
A /N A
/N /N N\ Y2RN

Dashboard

From the Dashboard view, several elements are presented:

o Cluster operational status, overall cluster health, and the cluster’s current node failure tolerance.

o Cluster storage capacity used and free space, compression and deduplication savings, and overall cluster

storage optimization statistics.

o Cluster size and individual node health.



o Cluster IOPs, storage throughput, and latency for the past 1 hour.

Monitor

HyperFlex Connect provides for additional monitoring capabilities, including:

e Alarms: Cluster alarms can be viewed, acknowledged, and reset.

« Event Log: The cluster event log can be viewed, specific events can be filtered for, and the log can be ex-
ported.

« Activity Log: Recent job activity, such as ReadyClones can be viewed and the status can be monitored.

‘4ss" HyperFlex Connect All-NVMe

@ Dashboard Alarms

MONITOR
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W Events
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B Activity

ANALYZE

ldh  Performance
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ldh Performance

Analyze

The historical and current performance of the HyperFlex cluster can be analyzed via the built-in performance
charts. The default view shows read and write IOPs, bandwidth, and latency over the past 1 hour for the entire
cluster. Views can be customized to see individual nodes or datastores, and change the timeframe shown in the
charts.
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HyperFlex Connect is used as the management tool for all configuration of HyperFlex Data Protection features,
including VM replication and data-at-rest encryption.

Manage

HyperFlex Connect presents several views and elements for managing the HyperFlex cluster:

o System Information: Presents a detailed view of the cluster configuration, software revisions, hosts, disks,
and cluster uptime. Support bundles can be generated to be shared with Cisco TAC when technical sup-
port is needed. Views of the individual nodes and the individual disks are available. In these views, nodes
can be placed into HX Maintenance Mode, and self-encrypting disks can be securely erased.

o Datastores: Presents the datastores present in the cluster, and allows for datastores to be created,
mounted, unmounted, edited or deleted, as described earlier in this document as part of the cluster setup.

e Virtual Machines: Presents the VMs present in the cluster and allows for the VMs to be powered on or off,
cloned via HX ReadyClone, Snapshots taken, and protected via native replication.

o Upgrade: One-click upgrades to the HXDP software, ESXi host software and Cisco UCS firmware can be
initiated from this view.

« Web CLI: A web-based interface, from which CLI commands can be issued and their output seen, as op-
posed to directly logging into the SCVMs via SSH.
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Cisco Intersight Cloud-Based Management

Cisco Intersight management is enabled via embedded code running on the Cisco UCS Fabric Interconnects,
and in the Cisco HyperFlex software, known as device connectors. To enable Intersight management, the device
connectors are registered online at the Cisco Intersight website, https://intersight.com when logged into the
website with a valid cisco.com account used to manage your environments. Cisco Intersight can be used to
manage and monitor HyperFlex clusters and UCS domains with the following software revisions:

e Cisco UCS Manager and Infrastructure Firmware version 3.2 and later

« Cisco HyperFlex software version 2.5(1a) or later

The Cisco UCS Fabric Interconnects, and the Cisco HyperFlex nodes must have DNS lookup capabilities and ac-
cess to the internet. If direct access to the internet is not available, the systems can be configured to connect via
an HTTPS proxy server.

Cisco Intersight Licensing

Cisco Intersight is offered in two editions; a Base license which is free to use, and offers a large variety of moni-
toring, inventory and reporting features, and an added cost Essentials license, which adds advanced monitoring,
server policy and profile configuration, firmware management, virtual KVM features, and more. New features and
capabilities will be added to the different licensing tiers over time. A 90-day trial of the Essentials license is
available for use as an evaluation period.

To configure Cisco Intersight licensing, follow these steps:


https://intersight.com/

1. Using a web browser, log into the Cisco Intersight webpage at https://intersight.com (you must have a valid
cisco.com CCO account).

2. In the Dashboards view, click the gear shaped icon in the upper right-hand corner, then click Licensing.

Al intersight

olls Subscription Tiers

[ commen 2 Base Essentials

+ Supports Cisco UCS and HyperFlex Systems

+ Global inventary and heal

« Tag

+ User customizable dashboard

+ Al functionality of Base

5 management

ion through Service

+ Detailed inventory and server actions

+ Firmware Management

+ Virtual Keyboard-Video-Mouse (vKVM)

+ Server HCL compliance check

3. Click Start Evaluation to begin a 90-day Essentials license trial or click Register License.

Cisco Intersight HyperFlex Management

To connect Cisco Intersight to the Cisco HyperFlex cluster(s), and the Cisco UCS Domain(s) in your environ-
ments, follow the steps in this section.

Connect Cisco UCS Manager

To connect to Cisco UCS Manager (UCSM), follow these steps:

1. Using a web browser, log into the Cisco UCS Manager webpage.

2. From a second browser window or tab, log into the Cisco Intersight webpage at https://intersight.com (you
must have a valid cisco.com CCO account).
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3. Click Devices.

el Intersight Devices
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Claimed By

4. Click Claim A New Device.

5. In Cisco UCS Manager, click Admin.

6. Inthe Admin tree, click Device Connector.

7. If necessary, click HTTPS Proxy Settings and then click Manual. Enter the Proxy server IP address or DNS
hostname, the TCP port, enable authentication then enter a username and password if necessary, then click

Save.

8. If desired, the Access Mode for Cisco Intersight can be set to Read-only, or management can be disabled
from this screen.



9. In the main Cisco UCS Manager screen, you will see a Device ID and a Claim Code for this Cisco UCS Do-
main. Copy these two codes by clicking on the clipboard icons and pasting them to the Device ID and Claim
Code fields in the Cisco Intersight “Claim A New Device” window, then click Claim.

alvatli | g )
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- Device Connector The Device Connector is an embedded management controller that enables the capabilities of Cisco Intersight, a cloud-based management platform. For detailed information about configuring the device connectar, please
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= Device Connector Internet Intersight ®
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The connection to the Cisca Intersight Portal is successful, but device is still not claimed. To claim the device open Cisco Intersight, create a new account
and follow the guidance or go to the Devices page and click Claim a New Device for existing account,

Step 1/1

Claim a New Device

— SHIIELTE,

© To claim your device, you must have the Device ID and Claim Code

The Cisco UCS Domain will now show the system as Claimed in the Device Connector screen.

Connect Cisco HyperFlex Clusters

To connect Cisco HyperFlex Clusters, follow these steps:

1. Use a web browser to open the HX Connect webpage at the cluster's management IP address, for example:
https://10.29.132.182/

2. Enter alocal credential or a vCenter RBAC credential for the username and the corresponding password.

3. Click Login.

4. From a second browser window or tab, log into the Cisco Intersight webpage at https://intersight.com (you
must have a valid cisco.com CCO account).

5. In the left-hand navigation buttons, click Devices.

6. Click Claim A New Device.


https://10.29.133.182/
https://intersight.com/

7. In the HyperFlex Connect Dashboard page, click Edit Settings in the top right-hand corner, then click Device
Connector.
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|
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Audit Log Export Settings

NTEGRATIONS

Kubernetes

CISCO INTERSIGHT

Device Connector &

8. If necessary, to modify the Proxy settings, click the Settings button, and click the Proxy Settings link on the
left-hand side. Enable the Proxy configuration button, then enter the Proxy server IP address or DNS host-
name, the TCP port, enable authentication then enter a username and password if necessary, then click Save.

9. If desired, the Access Mode for Cisco Intersight can be set to Read-only, or management can be disabled
from this screen.

10. In the HyperFlex Connect screen, a Device ID, and a Claim Code for this HyperFlex cluster will be shown.
Copy these two codes by clicking on the clipboard icons and pasting them to the Device ID and Claim Code
fields in the Cisco Intersight “Claim A New Device” window, then click Claim.



Device Connector -

The Device Connector is an embedded management controller that enables the capabilities of Cisco Intersight, a cloud-based management platform. For detailed information about

configuring the device connector, please visit

Device Connector

ALLOW CONTROL

-
L I I O B )
85
Device Connector Internet Intersight ®
Not Claimed

The connection to the Cisco Intersight Portal is successful, but device is still not claimed. To claim the
device open Cisco Intersight, create a new account and follow the guidance or go to the Devices page and
click Claim a New Device for existing account.

11. The Cisco HyperFlex Cluster will now show the system as Claimed in the Device Connector screen.

Dashboard

The Cisco Intersight Dashboard provides a single screen overview of all connected Cisco UCS Domains, the
servers within those domains, the HyperFlex Clusters running in the domains, along with their health statuses,
storage utilization, port counts, and more. Elements on the screen are clickable and will drill down into other
sections of the page to view further details.



Dashboards

Dashboards Dashboard 1

Server Health Summary HyperFlex Cluster Health Summary Fabric Interconnect Health Summary

Server Inventory HyperFlex Cluster Inventory Fabric Interconnect Inventory

Series pe: Models

80 20

Server Version Summary HyperFlex Version Summary Fabric Interconnect Version Summary

Servers

The Servers screen provides details of all the individual servers within the connected and managed UCS do-
mains

il Intersight Servers

Dashboar

Health L E2 HCL Status £ Models £S5 Contract Status £ Sserver Profiles

Servers
4 Not-Listed 8

16  perpage of 1

Contract Status Manag. Health Madel g Memor. uUEs Domain HX Cluster Server Utility Storage  Firmwa.

10.29.133.1. Healthy HXAF220C All-NVMe org-root/org-A 4.0(4e)

10.29.133.1. Healthy HXAF220C All-NVMe org-root/org-A 4.0(4e)

10.29.133.1. Healthy HXAF220C All-NVMe org-root/org-A 4.0(4e)

10.29.133.1. Healthy HXAF220C All-NVMe org-root/org-A 4.0(4e)

10.29.133.1. Healthy HXAF220C: All-NVMe org-root/org-A 4.0(4e)

10.29.133.1. Healthy HXAF220C: All-NVMe org-root/org-A 4.0(4e)

10.29.133.1. Healthy HXAF220C: All-NVMe org-root/org-A 4.0(4e)

10.29.133.1. Healthy HXAF220C- All-NVMe org-root/org-A 4.0(4e)




HyperFlex Clusters

The HyperFlex Clusters screen provides details of all the HyperFlex clusters that are connected and managed by
Cisco Intersight. By clicking the ellipses (...) the HyperFlex Connect GUI for the clusters can be directly connect-
ed to in another browser window or tab.

el Intersight HyperFl

(L Health 8 Storage Utilization
1 Connected 1

UNDER B0%

Titemsfound 16 v perpage
Health Type HyperFlex Ver.. Vi Storage Capacity (TB)  Storage Utilization Storage Optimization Server Nodes

© Healthy HyperFlex All Flash 4.0(1b) VMware ESXi 6.7.0 134 1%

Fabric Interconnects

The Fabric Interconnects screen provides details of all the UCS domains that are connected and managed by
Cisco Intersight. By clicking the ellipses (...) the Cisco UCS Manager webpage for the domain can be directly
connected to in another browser window or tab, or a session can be opened to the CLI of the Fabric Intercon-
nect.

et Intersight Fabric Interconnects

0\ Health @D Connection = Firmware Versions == Models
Connected 2
2 1 2 4004 2

2 Fabric Interconnects 1 of

2 service Profiles - Ports
@ Senvice Pro Health Management IP Model Expansion Modules Firmware Version
Total Used Available

Critical 10.29.133.126 UCSF1-6332-16UP 0 4 0 30 4.0(4d)

Critical 10.29.133.127 UCSFI-6332-16UP 4¢ 30 4.0(4d)

Profiles and Policies

Cisco Intersight Service Profiles and Policies pages are only available with Intersight Essentials licensing, except
for configuring a Cisco HyperFlex Cluster Profile as outlined earlier in this document.

Management Best Practices

In this section, various best practices and guidelines are given for management and ongoing use of the Cisco
HyperFlex system. These guidelines and recommendations apply only to the software versions upon which this
document is based, listed in Software Components.

ReadyClones

For the best possible performance and functionality of the virtual machines that will be created using the Hyper-
Flex ReadyClone feature, the following guidelines for preparation of the base VMs to be cloned should be fol-
lowed:



Base VMs must be stored in a HyperFlex datastore.
All virtual disks of the base VM must be stored in the same HyperFlex datastore.

Base VMs can only have HyperFlex native snapshots, no VMware redo-log based snapshots can be pre-
sent.

For very high 10 workloads with many clone VMs leveraging the same base image, it might be necessary
to use multiple copies of the same base image for groups of clones. Doing so prevents referencing the
same blocks across all clones and could yield an increase in performance. This step is typically not re-
quired for most use cases and workload types.

Snapshots

HyperFlex native snapshots are high performance snapshots that are space-efficient, crash-consistent, and ap-
plication consistent, taken by the HyperFlex Distributed Filesystem, rather than using VMware redo-log based
snapshots. For the best possible performance and functionality of HyperFlex native snapshots, the following
guidelines should be followed:

Make sure that the first snapshot taken of a guest VM is a HyperFlex native snapshot, by using the “Cisco
HX Data Platform” menu item in the vSphere Web Client and choosing Snapshot Now or Schedule Snap-
shot. Failure to do so reverts to VMware redo-log based snapshots.

A SENTINEL snapshot becomes a base snapshot that all future snapshots are added to and prevents the
VM from reverting to VMware redo-log based snapshots. Failure to do so can cause performance degra-
dation when taking snapshots later, while the VM is performing large amounts of storage IO.

Additional snapshots can be taken via the “Cisco HX Data Platform” menu, or the standard vSphere client
snapshot menu. As long as the initial snapshot was a HyperFlex native snapshot, each additional snapshot
is also considered to be a HyperFlex native snapshot.

Do not delete the Sentinel snapshot unless you are deleting all the snapshots entirely.

Do not revert the VM to the Sentinel snapshot.



Figure 49 HyperFlex Management - SENTINEL Snapshot
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Description This is a hyperflex native snapshot.
(@ You are here

Wednesday, March 28, 2018 1:23:21

Created PM
Disk usage 0.00B
Snapshot the virtual machine's No
memory

Quiesce guest file system No
Console

@

« |If large numbers of scheduled snapshots need to be taken, distribute the time of the snapshots taken by
placing the VMs into multiple folders or resource pools. For example, schedule two resource groups, each
with several VMs, to take snapshots separated by 15-minute intervals in the scheduler window. Snapshots
will be processed in batches of 8 at a time, until the scheduled task is completed.

Figure 50 HyperFlex Management - Schedule Snapshots
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Storage vMotion

The Cisco HyperFlex Distributed Filesystem can create multiple datastores for storage of virtual machines. While
there can be multiple datastores for logical separation, all of the files are located within a single distributed
filesystem. As such, performing a storage vMotion of virtual machine disk files has little value in the HyperFlex
system. Furthermore, storage vMotion can create additional filesystem consumption and generate additional un-
necessary metadata within the filesystem, which must later be cleaned up via the filesystem’s internal cleaner
process.

# It is recommended not to perform a storage vMotion of a guest VM between datastores within the same
HyperFlex cluster. Storage vMotion between different HyperFlex clusters, or between HyperFlex and
non-HyperFlex datastores are permitted.

Virtual Disk Placement

HyperFlex clusters can create multiple datastores for logical separation of virtual machine storage, yet the files
are all stored in the same underlying distributed filesystem. The only difference between one datastore and an-
other are their names and their configured sizes. Due to this, there is no compelling reason for a virtual ma-
chine’s virtual disk files to be stored on a particular datastore versus another.

# All of the virtual disks that make up a single virtual machine must be placed in the same datastore.
Spreading the virtual disks across multiple datastores provides no benefit, can cause ReadyClone and
Snapshot errors, and lead to degraded performance in stretched clusters.

Maintenance Mode

Cisco HyperFlex clusters which have been originally installed using HXDP version 4.0(1b) or later no longer re-
quire the use of “HX Maintenance Mode” in order to evacuate the converged nodes for reboots, patches, or oth-
er work. Use of the standard enter/exit maintenance mode available in the vCenter web client or HTML5 web
client is sufficient. Clusters which are upgraded from earlier revisions to version 4.0(1b) or later can also use
standard vSphere maintenance mode, after undergoing a process to remove vSphere ESX Agent Manager (EAM)
components and settings that are no longer required. These instructions are available upon request from your
Cisco sales team or technical support contacts.

Validation

This section provides a list of items that should be reviewed after the HyperFlex system has been deployed and
configured. The goal of this section is to verify the configuration and functionality of the solution and ensure that
the configuration supports core availability requirements.

Post Installation Checklist

The following tests are critical to functionality of the solution, and should be verified before deploying for pro-
duction:

1. Verify the expected number of converged storage nodes and compute-only nodes are members of the Hy-
perFlex cluster in the vSphere Web Client plugin manage cluster screen.

2. Verify the expected cluster capacity is seen in the HX Connect Dashboard summary screen.



3. Create a test virtual machine that accesses the HyperFlex datastore and is able to perform read/write opera-
tions.

4. Perform a virtual machine migration (vMotion) of the test virtual machine to a different host on the cluster.

5. During the vMotion of the virtual machine, make sure the test virtual machine can perform a continuous ping to
its default gateway and to check if the network connectivity is maintained during and after the migration.

Verify Redundancy

The following redundancy checks can be performed to verify the robustness of the system. Network traffic, such
as a continuous ping from VM to VM, or from vCenter to the ESXi hosts should not show significant failures (one
or two ping drops might be observed at times). Also, all of the HyperFlex datastores must remain mounted and
accessible from all the hosts at all times.

1. Administratively disable one of the server ports on Fabric Interconnect A which is connected to one of the Hy-
perFlex converged storage hosts. The ESXi virtual switch uplinks for fabric A should now show as failed, and
the standby uplinks on fabric B will be in use for the management and vMotion virtual switches. Upon adminis-
tratively re-enabling the port, the uplinks in use should return to normal.

2. Administratively disable one of the server ports on Fabric Interconnect B which is connected to one of the Hy-
perFlex converged storage hosts. The ESXi virtual switch uplinks for fabric B should now show as failed, and
the standby uplinks on fabric A will be in use for the storage virtual switch. Upon administratively re-enabling
the port, the uplinks in use should return to normal.

3. Place a representative load of guest virtual machines on the system. Put one of the ESXi hosts in maintenance
mode, using the HyperFlex HX maintenance mode option. All the VMs running on that host should be migrated
via vMotion to other active hosts through vSphere DRS, except for the storage platform controller VM, which
will be powered off. No guest VMs should lose any network or storage accessibility during or after the migra-
tion. This test assumes that enough RAM is available on the remaining ESXi hosts to accommodate VMs from
the host put in maintenance mode. The HyperFlex cluster will show in an unhealthy state in the HX Connect
Dashboard.

4. Reboot the host that is in maintenance mode and exit it from maintenance mode after the reboot. The storage
platform controller will automatically start when the host exits maintenance mode. The HyperFlex cluster will
show as healthy in the HX Connect Dashboard after a brief time to restart the services on that node. vSphere
DRS should rebalance the VM distribution across the cluster over time.

# Many vCenter alerts automatically clear when the fault has been resolved. Once the cluster health is
verified, some alerts may need to be manually cleared.

5. Reboot one of the two Cisco UCS Fabric Interconnects while traffic is being sent and received on the storage
datastores and the network. The reboot should not affect the proper operation of storage access and network
traffic generated by the VMs. Numerous faults and errors will be noted in Cisco UCS Manager, but all will be
cleared after the FI comes back online.

Reinstall HX Cluster

If a Cisco HyperFlex cluster needs to be reinstalled, contact your local Cisco account or support team in order to
be provided with a cluster cleanup guide. Note that the process will be destructive and result in the loss of all
the VMs and all the data stored in the HyperFlex distributed filesystem.



A high-level example of an HX rebuild procedure is as follows:
1. Clean up the existing environment by:

a. Delete the existing HX virtual machines and HX datastores.

b. Destroy the HX cluster.

c. Remove the HX cluster from vCenter.

d. Remove the vCenter MOB entries for the HX extension.

e. Delete the HX sub-organization and HX VLANs in Cisco UCS Manager.

2. Using the HX OVA-based installer VM, use the customized version of the installation workflow by selecting the
“I' know what I am doing” link.

watals. HyperFlex Installer

Workflow

Select a Workflow

€ J

3. Use customized workflow and only choose the “Run UCS Manager Configuration” option, click Continue.




AL HyperFlex Installer

Workflow

Select a Workflow

v Run UCS Manager Configuration

4. When the Cisco UCS Manager configuration is complete, HX hosts are associated with HX service profiles and
powered on. Now perform a fresh ESXi installation using the custom ISO image and following the steps in
section Cisco UCS vMedia and Boot Palicies.

5. When the ESXi fresh installations are all finished, use the customized workflow, and choose the remaining 3
options; ESXi Configuration, Deploy HX Software, and Create HX Cluster, to continue and complete the Hy-
perFlex cluster installation.

Alitlis HyperFlex Installer

Workflow

Select a Workflow

Cd Run Hypervisor Configuration

#  Deploy HX Software

¥ Create HX Cluster

:



Build the Virtual Machines and Environment for Workload Testing

Software Infrastructure Configuration

This section details how to configure the software infrastructure components that comprise this solution. Install

and configure the infrastructure virtual machines by following the process provided in Table 49.

Table 49 Test Infrastructure Virtual Machine Configuration

Mware Virtual Desktops Hori-
zon Administrator Virtual
Machines

Mware Provisioning Servers Virtual Machines

Operating System

Virtual CPU amount

Memory amount

Network

Disk-1 (OS) size and
location

Configuration

Operating system

Virtual CPU amount

Memory amount

Network

Disk size and location

Configuration

Operating system

Virtual CPU amount

Memory amount

Network

Microsoft Windows Server 2019

8 GB

VMNIC

40 GB

Microsoft Active Directory DC’s
Virtual Machines

Microsoft Windows Server 2019

4 GB

VMNIC

40 GB

Microsoft SQL Server Virtual
Machine

Microsoft Windows Server 2019

16 GB

VMNIC

Microsoft Windows Server 2019

12 GB

Network

Disk-1 (OS) size and location

VMware Profile Servers Virtual Machines

Operating system

Additional Supporting Virtual Machine

Microsoft Windows Server 2019

8 GB

Network



Mware Virtual Desktops Hori- Mware Provisioning Servers Virtual Machines

zon Administrator Virtual
Machines

Disk-1 (OS) size and 40 GB Disk-1 (OS) size and location
location

Prepare the Master Images

This section details how to create the golden (or master) images for the environment. virtual machines for the
master images must first be installed with the software components needed to build the golden images. For this
CVD, the images contain the basics needed to run the Login VS| workload.

To prepare the master virtual machines for the Remote Desktop Hosted Sessions (RDSH) VDI Desktops there are
three major steps to complete when the base virtual machine has been created:

o Installing OS

« Installing application software

« Installing the Virtual Delivery Agents (VDASs)

The master image HVD and RDSH virtual machines were configured as listed in Table 50.

Table 50 HVD and RDSH Configurations

_

Configuration

Operating system Microsoft Windows 10 Microsoft Windows Server 2019
64-bit
Virtual CPU amount 2 8
Memory amount 4.0 GB (reserved) 32 GB (reserved)
Network VMNIC VMNIC
vm-network vm-network
VMware PVS vDisk size and 40 GB 80 GB
location
Additional software used Microsoft Office 2016 Microsoft Office 2016
for testing
Login VSI 4.1.32 Login VSI 4.1.32 (Knowledge Worker Work-
(Knowledge Work- load)
er Workload)

Horizon 7 Infrastructure Components Installation

This section details how to configure the software infrastructure components that comprise this solution.



The prerequisites for installing the view connection server, replica server(s) and composer server is to have
Windows 2012, 2016 or 2019 virtual machines ready.

ﬂ In this study, we used Windows Server 2019 virtual machines for all Horizon infrastructure servers.

Download the VMware Horizon 7 installation package from this link:

https://my.vmware.com/web/vmware/downloads/info/slug/desktop end user computing/vmware horizon/7 1
2

This following section provides a detailed, systematic installation process for Horizon 7 v7.12

Install Horizon Connection / Replica Servers

To install the Horizon Connection/Replica Servers, follow these steps:

1. Open view connection server installation, VMware-viewconnectionserver-x86_64-7.12.0-15770369.exe.

2. Click Next.

Welcome to the Installation Wizard for
VMware Horizon 7 Connection Server

The installation wizard will install VMware Horizon 7 Connection
Server on your computer. To continue, dick Next.

Copyright (c) 1998-2020 VMware, Inc. All rights reserved. This

VMware Horlzon™7 product is protected by U.S. and international copyright and
. intellectual property laws. VMware products are covered by

Connection one or more patents listed at

Server http: /fwww.vmware.com/go/patents.

Product version: 7.12.0-15770369 x64 < Back Cancel

3. Accept the EULA then click Next.


https://my.vmware.com/web/vmware/downloads/info/slug/desktop_end_user_computing/vmware_horizon/7_12
https://my.vmware.com/web/vmware/downloads/info/slug/desktop_end_user_computing/vmware_horizon/7_12

ﬁ VMware Horizon 7 Connection Server ¢

License Agreement
Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT &

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT
MAY APPEAR DURING THE INSTALLATION OF THE
SOFTWARE.

(® I accept the terms in the license agreement

() 1 do not accept the terms in the license agreement

<osck

4. Keep the default destination folder and click Next.

'ﬁ VMware Horizon 7 Connection Server >

Destination Folder
Click Next to install to this folder, or dick Change to install to a different folder.

£ _j Install VMware Horizon 7 Connection Server to:

C:\Program Files\VMware \VMware View\Server\ Change

<oock [ ][ conc

5. Select type of instance intended to install.

6. Select Standard Server instance for primary connection server installation.



‘E VMware Horizon 7 Connection Server

Installation Options
Select the type of Horizon 7 Connection Server instance you want to install.

Select the type of Horizon 7 Connection Server instance you want to install.

Horizon 7 Standard Server
Horizon 7 Replica Server
Horizon 7 Security Server
Horizon 7 Enroliment Server
Perform a standard full install. This is used to install 2 standalone instance of Horizon 7
Connection Server or the first instance of a group of servers.

Install HTML Access

Specify what IP protocol version shall be used to configure this Horizon 7 Connection Server
instance:

This server will be configured to choose the IPv4
IPv6 protocol for establishing all connections.

~ <Back

7. Select Replica server instance for fault tolerant connection server configuration after completion of Standard
Server instance installation.

#5 VMware Horizon 7 Connection Server x
Installation Options
Select the type of Horizon 7 Connection Server instance you want to install.
Select the type of Horizon 7 Connection Server instance you want to install.
Horizon 7 Standard Server
izon 7 Replica Server [~ Install HTML Access
on 7 Security Server
Horizon 7 Enroliment Server
Perform a replica instance install joining an existing server instance. This is used to install a
second or subsequent server in a group of servers that all automatically share the same
directory configuration.
Specify what IP protocol version shall be used to configure this Horizon 7 Connection Server
instance:
This server will be configured to choose the IPv4
IPv6 protocol for establishing all connections.
~ <Back I Next > l [ Cancel
8. Enter the Data Recovery Password.
x

ﬁ VMware Heorizon 7 Connection Server
e = L

Data Recovery
Enter data recovery password details.

This password protects data backups of your Horizon 7 Connection Server. Recovering a backup
will require entry of this password.

Enter data recovery password: J

Re-enter password: || [P |

Enter password reminder (optional): Idefault

< Back

9. Click Next.



#7 VMware Horizon 7 Connection Server x

Firewall Configuration

Automatically configure the Windows Firewall to allow incoming TCP protocol
connections.

In order for Horizon 7 Connection Server to operate on a network, specific incoming TCP
ports must be allowed through the local Windows Firewall service. The incoming TCP ports
for the Standard Server are 8009 (AJP13), 80 (HTTP), 443 (HTTPS), 4001 (JMS), 4002
{IMS-SSL), 4100 (JMSIR), 4101 {(JMSIR-SSL), 4172 (PColP), 8472 (Inter-pod API), and
8443 (HTML Access). UDP packets on port 4172 (PColP) are allowed through as well.

(® Configure Windows Firewall automatically

(O Do not configure Windows Firewall

T e

10. Select authorized users and group, click Next.

ﬁ VMware Horizon 7 Connection Server >
r

Initial Horizon 7 Administrators

Specify the domain user or group for initial Horizon 7 administration.

To login to Horizon 7 Administrator, you will need to be authorized. Select the local
Administrators group option or enter the name of a domain user or group that will be initially
allowed to login and will be granted full admistrative rights.

The list of authorized administrator users and groups can be changed later in Horizon 7
Administrator.

(O Authorize the local Administrators group

(® Authorize a specific domain user or domain group

Ivdilabhc\adminisb'a’oor

{(domainname\username, domainname \groupname or UPN format)

<Back || Next> || Cancel

11. Enter domain credentials for previously specified domain user/group.

ﬁ VMware Heorizon 7 Connection Server >

Domain Login

Enter domain credentials.

You need to login to the domain to access details of the previously specified domain user or
domain group.

User name: I ilab-hc\administrator
{domainname \username or UPN format)

Password: " ssssssee

 <Back [ Next> || cancel |




12. Opt-in or Opt-out of User Experience Improvement Program. Click Next.

ﬁ VMware Horizon 7 Connection Server >

User Experience Improvement Program

Basic Customer Demographics

VMware is constantly trying to improve the user experience of our products. You can
help us in this effort by agreeing to send product usage statistics. This data is
completely anonymous, and is restricted to product usage metrics. For more details
about it visit the VMware user experience improvement web page by dicking the "..."
button.

[ Participate anonymously in the user experience improvement program

Select your organization industry type:
Select location of your organization's headquarter:

Select approximate number of employees:

<oack Cancel
13. Click Install.
¥ vMware Horzon 7 Connection Server x
Installer Completed

The retaller has successflly nstalled VWware Morizon 7
Commechon Server. Ok Firwsh to et the wizard

Next Steps:

0] Show the documentatbon

VMware Horizon™7

Connection
Server

I Product Version: 7.12.0-15770369 Back Fowsh ~e -

14. Click Finish.

Create a Microsoft Management Console Certificate Request

To generate a Horizon View SSL certificate request, use the Microsoft Management Console (MMC) Certificates
snap-in:
https://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalld=206866
6

Configure the Horizon 7 Environment

To configure the Horizon 7 environment, follow this step:


https://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=2068666
https://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=2068666

1. Open WebUI, Login to https://<Horizon_Connection_ server_Management_IP_Address>/admin.

VMware Horizon 7 Administrator

Horizon Console

Updated 11/12/2018 2:46 PM @

Sessions

Problem vCenter WMs
Problem RDS Hosts
Events

v}
Systemn Healthll @

Inventory

#% Dashboard
&5 Users and Groups

» Catalog
¥ Resources
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Configure Event Database

To configure the Event Database, follow these steps:

1. Configure the Event Database by adding Database Server, Database name, login credentials and prefix for the
table from the Horizon 7 Administrator, View Configuration, Event Configuration node of the Inventory pane.

2. Click Edit in the action pane.

1l

P~
Fart: 1433

Uszar rame: Wewadmn

Paismerd

Confim g,

Tablz prefr:

The details are shown below:



Edit Event Database

Database server: SOLO1l

Database type: Microsoft SOL Server | - [

Pore: 14=3

Database name: HorizonEvent

U=sar namea: Horizonsgent

Password: s ok ok ok

Zonfirm password: e

Table prefix: E_

| (w1t || cancel |

Configure Horizon 7 Licenses

To configure the Horizon 7 licenses, follow these steps:

1. Click View Configuration.

2. Select Product Licensing and Usage.
3. Click Edit License in the action pane.
4. Add the License Serial Number.

5. Click OK.

Sessions 0 | Licensing and Usage
Problem vCenter VM3 0
Problem RDS Hosts 0
Events oA o Licansing Customer Experience Program
System Health [ @ =] & S
000 0 | Edit License... | | Edit Settings |
Inventory License Key: GHE14-XXXXX-XH0OK-XXXXX-319H1 Custemer Experience Improvement Program:  Disabled
£ Dashboard License expiration: Saturday, March 20, 2021 12:00:00 AM PDT Geographic Location:
(& Users and Groups Desktap license: Enabled Business Vertical:
» Catalog Application Remoting license:  Enabled Number of Employees:
¥ Resources . )
View Composer license: Enabled
[E@ Farms
{51 Machines Instant Clone license: Enabled
= Persistent Disks Help Desk license: Enabled
» Monitorin,
¢ Session Collaboration license:  Enabled
» Policies
¥ View Configuration Usage Model: Concurrent User
Servers
Instant Clone Demain Accounts
Usage

Product Licensing and Usage

Configure vCenter

To configure the vCenter, follow these steps:

1. In View Configuration, Select Servers. Click Add vCenter Server tab.

2. Enter vCenter Server IP Address or FQDN, login credentials.

3. Advanced Settings options can be modified to change existing operations limit. Keep the advanced settings

options as default.



4. Click View certificate. Accept the certificate.

Certificate Information

R
VCanter Server Mfomanon

wCenter Server Settings

Server addmss: vesab5.vdish-Sclocal

User name: sdmnstratorgivaphere bcal
Password: T

Description

Porr:

Advanced Settings

Soreify th corcarront operation frmity,
Max concurrent vCenter
prowsaning opestins:

Max concurmant pewer
operatons:

Max concurrent View Comooser
(RN OIS

Max concurest View Composer
Drovisoning operetiony:

Max concurest instant Chne
Flghe provsomng operaions:

Before pou 0dd vConte: §

View, st » vald S50 cernfe

st by o trusied CA Wna test
FWNTAMAN, YOU €3N US4 the dafaut.
sdl-samur) o it et ¢ ot o
wieh vCanter Sarver, But yoo must
accopt the curtficate tumbpie.

Provele the vCenter Server | GON of I

e, user narme, and password
Comcurrent Operatioos | mils

Max conaurrent vConter provaionng
operstecs. the maxmam rumber of
concutTenT Y doring and dektios
OpRATONS 0N IS vCenter server (WA
coes)

M covmin il priwen spereicos: e
maimum number of conurrent VM
powar-on, pewsr-of, reset, and
<anfiutstion cperotons (ul dores
and Inked deces)

Minx conaurrent ew Compeser
mnierancs opeations: e
manmum numbar of concurent Vew
Cammpmsmr moserguasn, rediud), and

Issued to:
Issued by:
Valid from:

Subject:

Issuer:

Serial Number:

Version:
Signature Algorithm:

Public Key Algorithm:

Public Key:

5. Add View composer settings, View composer server FQDN or Management IP address, login credentials.

6. Click Next.

vecsa65.vdilab-hc.local
CA
10/11/17 4:04 PM to 10/6/27 4:04 PM

C=Us
CN=vcsa65.vdilab-he.local
OU=VMware Engincering
O=vcsab5.vdilab-he.local
ST=California
C=uUs

ocal

00 db cf be 04 1e 24 a2
78

3
SHA256withRSA
RSA

30820122 300d 06 09 2a 86 48 867 0d 01 01 01 05 00 03 82 01 Of 00 :
01 01 00 bf db 75 ae 38 c7 85 0a 16 1f ee 75 ce 7e el 21 41 54 52 Oe 2d 60
a7 ef b9 d6 f6 6f 3e 86 03 6b 08 1b 25 d1 04 €9 21 a4 66 bb 42 5b d3 f3 5a

dd Oe e0 10 98 98 fc Sb f8 1a 4c 98 c6 d8 16 bd df 8e 20 35 9c c8 44 77 10 .
10 56 c9 20 02 Ob d9 85 db f9 90 dO fc 5c 60 4a 5a 8b de 15 ee 56 e3 39 85
a2 2d ba ac d7 ec 4e 7e 32 30 42 03 30 51 f7 b6 4d 83 d6 8e 5d c5 44 a8 cO
b5 4cfl ba 2c 57 b6 46 €7 59 73 829 2f 70 ¢5 63 34 4d 2f 6c bf 74 83 cO b
1le b0 6a bd 7a d1 c6 2f ad 94 fe ce 11 09 81 3f 03 d3 10 e3 16 f2 b2 e6 6e €




Add vConter Server
VC infomaser View Camposer Seltings View Composer Settmgs.
View Cormposer cas be bstided un
O Do not 520 View Comgesnr the vCenter Server host or o
stamdeloie host

() View Camposer co-nstaled with vCenter Server

Aedie you i Vorm Carosst I
View, intak 2 vabd SSL caricaze
o by i tsusted CA W st
enuronment, you can uze the
(@) Strdalna Vew Compoter Server defauit, sel-sgnes! cestficate that b
Fed wih Viem Composer, but

you st aceept the coitficats
Surveroddress:  ViiCenpoe sdiab e ok Tumbpmt

hacse the  View (OMPosss & mEtaled an the same Sver 25 vCetE!

in
Toss e i Viesw Cmiinsest o giatabind n o st asives fiam vientes

User name Arnstan
Vagsword:

Post:

7. View and accept the certificate.

cCortficate Infarmanion
- O O OO0

Tzswed 1o WHCOMPOSER

Tuuwed by WHCOMPOSER

Wabd fram: LOSL L/ L 12004 PM ke 1071100 120 14 B

Subyect:
O=VMware Tnc,
O Vware Ine.
CH=vYHCOMPOSER
EMAILADDRESS—suppur UEvimsware.com

I=suer £i—Us
ST=CA
L—CA
O =VMwara Tne,
O VMware Ine.
CH=V¥HCOMPOSER
EMAILADDRESS—suppur UEvimsware.com

Srerial Nurmibsers: 35 &3 doe Se bb 85 bd a2 Ad 51 10 1e b1 11 65
26

Version: 3

signature Alganthm: SHAZLLwWIthHSA

Public: Key Alguorithern: RSA

Pubilic Key: 306201 22 30 0d 0609 22 G640 GS 7 OJ 01 01 01 0500 03 82 01 Of 00 2
01 01 00 b7 af bf 2d @6 d6 04 d4 62 1c a6 1f 5b d8 ¢B bS5 31 07 fo f2 26 2 3¢
W e S22 N0 05 b f dd fhoas DB D0 6 6 16 Th dBE Lo ed 200 28 05 BL HD

J R . . .

8. Click Add a new domain or Edit the existing domain.

9. Click Next.



Full domain name: ‘vdilab—hc.local

User name: ‘ administrator

Password:

Add vCenter Server =

VC Information

View Composer Domains View Composer Domains
View Composer

View Composer adds computer

[ Add.. || Edit.. || Remove... | accounts for linked-clone

Storage - machines in the AD domains
Ready to Complete Domains User Desktop Pool EETT et e TR
vdilab-hc.local administrator Compaoser user accounts for the

domains must have Create
‘Computer Objects, Delete
‘Computer Objects, and Write All
Properties permissions in the
domains.

‘When you create a linked-clone
desktop pool, you select a
domain from this list to store the
computer accounts.

K] —

< Back Next > Cancel

10. In Storage settings, select Reclaim VM disk space and View Storage Accelerator.

11. Configure default host cache size between 100MB and 2048MB. We configured the maximum, which is
2048MB.

12. Click Next.



Add vCenter Server

Add vCenter Server
VC Information
View Composer
View Composer Domains
Storage

Storage
Storage Settings
[¥] Reclaim VM disk space

[¥] Enable View Storage Accelerator

Default host cache size:  [a04a

Cache must be between 100 MB and 2048 MB

Hosts

[1 show all hosts
|%|
Host
JHX-VDILAB/host/HX-Infra/10.10.50.(
J/HX-VDILAB/host/HX-Infra/10.10.50.(
/HX-VDILAB/host/HX-Launcher/10.10
[HX-VDILAB/host/HX-Launcher/10.10
/HX-VDILAB/host/HX-Launcher/10.10
/HX-VDILAB/host/HX-Launcher/10.10
JHX-VDILAB/host/HX-VDI/10.10.50.3
JHX-VDILAB/host/HX-VDI/10.10.50.3;
JHX-VDILAB/host/HX-VDI/10.10.50.3:

ME

Default
Default
Default
Default
Default
Default
Default
Default
Default

Cache Size

Storage Settings

ESXi hosts can be configured to
cache virtual machine disk data,
which improves performance
during 1/0 storms such as when
many machines power on and run
anti-virus scans at once. Hosts
read common data blocks from
cache instead of reading the 0S5
from disk.

By reducing I0PS during boot
storms, View Storage Accelerator
lowers the demand on the
storage array and uses less
storage I/O bandwidth.

Disk Space Reclamation

with vSphere 5.x, virtual
machines can be configured to
use a space efficient disk format
that supports reclamation of
unused disk space (such as
deleted files). This option reclaims
unused disk space on each virtual
machine. The operation is
initiated when an estimate of
used disk space exceeds the
specified threshold.

| <Back |I Next = H Cancel |

13. Review Add vCenter Server settings and click Finish.

Add vCenter Server

Add vCenter Server
VC Information
View Composer
View Composer Domains
Storage
Ready to Complete

Ready to Complete

vCenter Server

User name

Password

Description

Server Port

Max Provision

Max Power

Max View Composer Operations
Max View Composer Provision
Max Instant Clone Engine Provision
View Composer State

View Composer Address

View Composer Password

View Composer User Name

View Composer Port

Enable View Storage Accelerator
Default host cache size:

VM Disk Space Reclamation

vesab.vdilab-hc.local

administrator@vsphere local

wCenter Server 6.0 to host HyperFlex cluster deployed VD

443
20
50
12
8
20

Standalone View Composer Server

vh-comp.vdilab-hc.local

administrator

18443

[ <pack \| Finish H Cancel |

Configure Instant Clone Domain Admins

To configure the instant clone domain admins, follow these steps:

1. Under View Configuration, Click on Instant Clone Domain Admins.

2. Click Add button. Enter credentials for domain user/group.



Rl anes | saebelogl |
Username: acmreTater

—

Horizon Persona Manager Installation

To install Horizon Persona Manager, follow these steps:
1. Open Horizon Persona Manager Installer, VMware-personamanagement-x86_64-7.12.0-15085436 .exe.
2. Click Next.

’ VIMware Horizon 7 Persona Management Setug

Welcome to the VMware Horizon 7 Persona
Management Setup Wizard

The Setup Wizard wil nstall VMware Horizon 7 Persona
Management on your computer. Chick Next to continue or
Cancel to exit the Setup Wizard.

VMware Horizon™7

ona Copyright © 1998-2018 VMware, Inc. All rights reserved.
nNnagement “wmwm.'mmnucm

AA

Product Version7.12.0-15085436 = <8ak  [Next> | | cancel |

3. Accept the EULA and click Next.



End-User License Agreement
Please read the following license agreement carefully

VMWARE END USER LICENSE AGREEMENT A

=

PLEASE NOTE THAT THE TERMS OF THIS END USER

LICENSE AGREEMENT SHALL GOVERN YOUR USE

OF THE SOFTWARE, REGARDLESS OF ANY TERMS

THAT MAY APPEAR DURING THE INSTALLATION OF
THE SOFTWARE.

[¥11 accept the terms in the License Agreement

4. Click Install.

Ready to install VMware Horizon 7 Persona Management

Click Install to begin the installation. Click Back to review or change any of your
installation settings. Click Cancel to exit the wizard.

VMware Horizon 7 Persona Management will be installed in:
C:\Program Files\VMware \VMware Horizon 7 Persona Management)

5. Click Finish.



Completed the VMware Horizon 7 Persona
Management Setup Wizard

Click the Finish button to exit the Setup Wizard.

VMware Horizon™7

Persona
Management

Master Image Creation for Tested Horizon Deployment Types

To create the Master Image for the tested Horizon deployment types, follow this step:

1. Select an ESXi host in an existing infrastructure cluster and create the virtual machines to use as Golden Im-
ages with Windows 10 and Office 2016 for Instant Clone, and Full Clone desktops.

‘& We used a 64-bit version of Microsoft Operating System and Office for our testing.

ﬂ A third master image has been created using Microsoft Windows Server 2019 for Remote Desktop Serv-
er Sessions (RDSH) server session virtual machines.

For the Master Image virtual machines, the following parameters were used (Table 51).

Table 51 Golden Image Virtual Machine Parameters

Instant / Non- Persistent / Full Clone

Persistent Clone

Desktop operating system Microsoft Windows Microsoft Windows 10 Microsoft Windows Server 2019
10 Enterprise Enterprise (64-bit) standard (64-bit)
(64-bit)

Hardware VMware Virtual VMware Virtual Hard- VMware Virtual Hardware Ver-
Hardware Ver- ware Version 13 sion 13
sion 13

vCPU 2 2 8



Memory

Memory reserved

Video RAM

3D graphics

NIC

Virtual network adapter 1

Virtual SCSI controller 0

Virtual disk: VMDK 1

Virtual floppy drive 1

Virtual CD/DVD drive 1

Applications

VMware tools

VMware View Agent

Attribute

Instant / Non-

Persistent Clone

4096 MB

4096 MB

35 MB

Off

VMXNet3 adapter

Paravirtual

40 GB

Removed

Login VSI 4.1.32 ap-
plication installa-
tion

Adobe Acrobat 11

Adobe Flash Player
16

Doro PDF 1.82
FreeMind

Microsoft Internet
Explorer

Microsoft Office 2016

Release 11.1.0

Release 7.12.-
15805436

Instant-clone

4096 MB*

4096 MB*

35 MB

Off

VMXNet3 adapter

Paravirtual

100 GB

Removed

Login VSI 4.1.32 appli-
cation installation

Adobe Acrobat 11
Adobe Flash Player 16
Doro PDF 1.82
FreeMind

Microsoft Internet Ex-
plorer

Microsoft Office 2016

Release 11.1.0

Release 7.12.0-
15805436

Persistent/Full Clone

32768MB

32768MB

4AMB

Off

VMXNet3 adapter

Paravirtual

80 GB

Removed

Login VSI 4.1.32 application
installation

Adobe Acrobat 11

Adobe Flash Player 16
Doro PDF 1.82

FreeMind

Microsoft Internet Explorer

Microsoft Office 2016

Release 11.1.0

Release 7.12.0-15805436

RDSH Server



* For Persistent Desktops, we configured 4GB of RAM as amount of memory allocated is enough to run LoginVSI
Knowledge Worker workload. HyperFlex nodes and compute-only node were configured with 768GB of total
memory for this performance study.

Prepare Microsoft Windows 10 and Server 2019 R2 with Microsoft Office 2016

Prepare your master image for one or more of the following use cases:

o VMware Horizon 7 Remote Desktop Server Sessions (RDSH) Server 2019 Virtual Machines

e VMware Horizon 7 Instant Clones non- persistent virtual machines

e VMware Horizon 7 persistent virtual machines
Include Microsoft Office 2016 and other applications used by all pool users in your organization into your master
image.

Apply the required Microsoft updates and patches to your master images.

For this study, we added Login VSI target software to enable the use the Login VSI Knowledge Worker workload
to benchmark end user experience for each use case.

Optimization of Base Windows 10 or Server 2019 Guest OS

Click the links below for information about how to optimize windows 10 for VDI deployment:

VMware Windows Operating System Optimization Tool Guide:

http://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/whitepaper/vmware-view-
optimizationguidewindows7-en-white-paper.pdf

VMware Optimization Tool for HVD or HSD Deployment: https://labs.vmware.com/flings/vmware-os-
optimization-tool

Virtual Desktop Agent Software Installation for Horizon

To install the Virtual Desktop Agent software for Horizon, follow these steps:

1. For each master image created, open the Horizon View Agent Installer, VMware-viewagent-7.12.0-
15805436. Click Next to install.


http://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/whitepaper/vmware-view-optimizationguidewindows7-en-white-paper.pdf
http://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/whitepaper/vmware-view-optimizationguidewindows7-en-white-paper.pdf
https://labs.vmware.com/flings/vmware-os-optimization-tool
https://labs.vmware.com/flings/vmware-os-optimization-tool

Welcome to the installer for VMware Horizon
Agent

: A The installer will allow you ko repair or remove YMware Horizon
VMware Horizon ™ Agent. To conbinue, chck Mexdt,

Agent

Product version: 7,12, 0-15805436 x64 < Bach Cancel

2. Review and accept the EULA Agreement. Click Next.

ﬁ Vhware Horizon Agent

License Agreement

Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT &2

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT
MAY APPEAR DURING THE INSTALLATION OF THE
SOFTWARE.

(®) I accept the terms in the license agreement

()1 do not accept the terms in the license agreement

<onck Cance

3. Select Network protocol configuration, click Next.



ﬁ VM ware Horizon Agent

MNebtwork protocol configuration

Select the communication protocol

Specify the protocol to be used to configure this Horizan Agent instance:

IPw4 This agent will be configured to choose the IPw4 protocol for establishing

all comnections.

<ok Cancei

4. Based on the Desktop pool you want to create, select either View Composer Agent or Instant Clone Agent in-
stallation. Do not install both features on the same master image.

5. Enable installation of the VMware Horizon View Instant Agent for Instant -clone VDI virtual machines.

i Yhitware Horizon Sgent >

Custonn Setup

Select the program Features wou want installed.

Click. on an icon in khe liskt belows bo change howe a Feature is installed.

Feature Descripkion

Core -~ e = o - N )
LSE Redirection W3re NariZaon view Camposer Sgen!

RD=H installs: This machine can be used as
the parent image For provisioning
Auktomated Farms

Client Drive Redireckion i i
2 ok This Feature requires 1703KE on wour hard
Wirtual Prinking i
wRealize Operations Desktop 8w
< >
Install ko

Change...

Help Space = Back Cancel

6. Disable the Horizon View Composer Agent and enable the Horizon Instant Clone Agent for Instant Clone float-
ing assigned desktop pool creation.

‘ﬁ The VMware Horizon Composer was not tested for this CVD.




ﬁ Whiware Horizon Agent s

Custom Setup

Select the program features wou want installed.

Click. on an icon in the list below to change how a Feature is installed.

Feature Descripkion

Zare ~ ¥

LISE Redirection Horizon Instant Clone agent should only
? e be installed on a wirtual machine running

Real-Time Audio-video on YMware wSphere 2015 UL or later, Ik

cannok be co-installed with Horizon Wiew

Cormposer Agent.

This Feature requires 3175KE on vour hard
drive.

Wirtual Printing
wvRealize Operations Desktop A w

£ >

Install ko:
Change...

Help Space = Back Cancel

‘ﬂ Prior to installing the Horizon View Agent on a Microsoft Server 2019 virtual machine, you must add
the Remote Desktop Services role and the Remote Desktop Session Host role service.

7. To add Remote Desktop Services role on Windows Server OS from the Server Manager, use the Add Roles
and Features wizard:

[ Server Manager |=|8] x

Manage  Tools

e Add Roles and Features Wizard |- 2]

DEETINATION SERVER

WK Z-RDH

Ralm Demcription

erver

] Filv ard Starage Seeviews [1 ol 12 instalied)

Hde

< Previous INext st Lance

UFA resuits Fertormance

BPA results

8. Add Remote Desktop Session Host services.



B8 Dashh

. Ch ot DESTINATION S2avEs
B el Select role services b
All Sei

iI File an Bedare You 2eain Seiect the role senaces to install for Remote Desitop Seraces

2eh 2egir

metaliation Type Hole services Description

Server Selecton 1 s D 1

) [3: Remote Desktop Connection Broker Résgcte Deskiop Seatio il (RD)

Server Reles - Sesson Host) enables 3 sarver to
[ Remate Deskiop Gateway host RemcteApp programs or

Foeturzs [ Remate Desktop Licenzing sazsion-baced decktops, Usare can

- rannect ta RD Sesion Host seeuses

Romate Desktop Services | ™ . : b
in 4 seaion coliectan o e
L Remote Desktop Virtualzaton Host programs, seve Bics, and use
Confirmatior [ Remate Deektop Wb Accese resources on those servers. Users
can sccess an D Session Host i
arver by ueing the Remaote Decktop Hige

Lonnection chient or by using
RemotefApp programs,

I < Previous. Naxt > Install Cancel |
TR resalts ' Partormance

HPA resulits

9. Click Install.

DESTINATION SERVER

Confirm installation selections W2K12-RO5H

Befors You Begin To mstall the following roles, role services, or features on selected server, click Install,

allation Type [] Restart the ination senver a i if required
Server Selection Optional i {such as toolz) might be displayed on this psge because they have
i Roles been selected automatically. If you do not want to install these i | fe click Previ to clear
overhows their check boxes.
Festures

Remote Desktop Services
Remote Desktop Session Host
R Server Admini: ion Tools
Role Administration Tools
Remote Desktop Services Tools
Remote Desktop Licensing Diagnoser Tools

Ramote Deskiop Services

Role Services

Export configuration settings
Specify an alternate source path

Next > | wnsalt || concet |




‘ﬁ"d‘hﬂware Horizon fgent >

Installer Completed

The instaler has successFully nstalled VMweare Horizon Agent,
Click. Finish to exit the wizard.

YMware Horizon ™
Agent

< Bach Finish Cancel

10. View Agent will report as installed in “Desktop Mode” if the Remote Desktop Services not installed.

! VMware Horizon Agent -

Desktop 05 Configuration

The following information is used to configure the VMware Horizon 7 Desktop
feature

The Remote Desktop Session Host role is not installed on this operating system. To configure the
Agent in RDS mode restart the installer after configuring the Remote Desktop Session Host role.

Please check the box to continue installing YMware Horizon Agent in 'desktop mode’.

[ install vMware Horizon Agent in 'desktop mode’

11. Add FQDN or IP address for Connection Server Instance to register the RDSH server.



=l VMware Horizon Agent

Register with Horizon 7 Connection Server

Enter the Horizon 7 Connection Server that this machine will connect to.

Enter the server name of a Horizon 7 Connection Server (standard or replica instance) and
administrator login credentials to register this machine with the Horizon 7 Connection Server.

|vh-conn0 1. vdilab-he. local (hostname or IP address)

Authentication: (@) authenticate as the currently logged on user

() specify administrator credentials

Username:

] (DomainiUser)
Password:

< Back || Mext = 1 | Cancel

12. Click Install.

ﬁ Whlware Horizon Agent

Ready to Install the Program

The wizard is ready to begin installation.

Wiware Horizon Agent will be installed in:

C:\Program FilesiWMwarelviMware Yiewhagenth

Click Install to begin the installation or Cancel to exit the wizard.

< Back Install Cancel

13. Click Finish and restart the VM.




#2 Whdware Horizon Agent =

Installer Completed

The installer has successfully installed ¥Mware Horizon Agent,
Click Finish ko exit the wizard,

VMware Horizon™

Agent

CIPCaiE

Install Additional Software

To install additional software required for your base windows image, follow these steps:
1. For testing, we installed Microsoft Office 2016 64-bit version.
2. Log into the VSI Target software package to facilitate workload testing.
3. Install service packs and hot fixes required for the additional software components that are being added.
4. Reboot or shut down the VM as required.

Create a Native Snapshot for Automated Desktop Pool Creation

To create a native snapshot for the automated desktop pool, follow these steps:
1. Log into vCenter WebUI.
2. Select the master image for the automated desktop pool creation.

3. Right-click and select Cisco HX Data Platform > Snapshot Now.
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Create Customization Specification for Virtual Desktops

To create Customization Specification for virtual desktops, follow these steps:

1. On vCenter WebUl, select Customization Specification Manager.
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[Fawenter Inventary Lists
I Hoztz and Clusters
[ v and Templates
El Storage
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[o] Tasks
[ Lowg Browser
[ Events
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2. Select VM Operating System as Windows for Windows based guest OS optimization. Enter a name.

&

Task Gonsole

Hests and
Clustars

[3

Ewent Console:

W ard
Templatss

i

Hesi Profiles

g

Smrags

B

Wi Slorage
Folices

e
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£
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wRealise
Oparations
Manager

Administaban

&
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System
Conkgusabon

R

Licenzing

s

Cusiomer
Eiperisnts
improvement

L Merw UM il CussBeemization Spad

2 SelHegisraton nkomatbon

3 SotComputer Name

A Erer Windows Licenss

& SetAdminisiabor Fassword

& Tima Zoma

¥ Run Ones

B Conhgar: Metwork

B St Worgmp or Domain

qp Se10RCRAlng SpEaem
Uplions.

11 ey ke compies

~ SRR v C storizaton Specitcation

Ennar a nama for ha cus wmization spaccadon and calacl the OF of tha st

TR ALV CRarating Sy wm wAndoms

LI wse costmm SysPrep amswer il

Guslomimben Spec Name:

Degwrplion

Cance

3. Provide name and organization details.



[ Mew VM Guest Customization Spec

Set Registrafion Infformation
Enter the ragistraten infermaton for this copy of the guest operating system.

w1

Set Computer Name Mamea: |.ql!m|n|strabor
Enter Windows License

Organization: [vdllao-hc ]

Set Adminisrator Password

Run Onee

Configure Network

Set Workgroup or Domain
Set Operaing System
Options

3
4
5
& Tme Zone
7
B
a

11 Re > COMmplete

Back HNext F ) Cancel

4. Provide a computer name. For this solution, we selected Use the virtual machine name.

[ % New VM Guast Customization Spec

1 Spedify Properties Compuier Name

Enter & computer nam# that will Identify this vinusi machine on & network.
+ 2 SetRegistraton Information L

Bd 3 SetComputer Name ) Enter anams.

4 Enter Windows License
5 SetAdministrator Password

6 Time Zone t be trur |
Use the virlual machine name
ihe name exceeds 15 characters it will be lruncaled

7 Run Once

8 Configure Network () Entar a nama in the Clone/Depioy wizard
@ SetWorkgroup or Domam Snerate a name 5 custom a n fgurec the vCantar Server
40 SetOperatng System Argument

Options

11 Readyw compleie

Back Next Cancel

5. Provide the product License key if required.



[ New VM Guest Customization Spec ()

+ 1 SpecifyProperties Enter Windows License
. § Enter the Windows licensing information for this copy of the guest operating system. Ifthis virtual machine does not require
w1 2 SetRegskaton Nfmason licensing information, leave these fields blank.

+ 3 SetComputer Name

Bd 4 Enter Windows License Product Key:

5 SetAdministrator Password

[ Include Server License Information (Required for customizing a server guest 0S)

& Time Zone Server License Mode: () Perseat

7 Run Once (=) Perserver
Max connections: |5

& Configure Network

9 SetWorkgroup or Domain

10 SetOperating System
Options

11 Ready to complete

Back Next Finis Cancel

6. Provide Password credentials.

| Mew VM Guest Customization Spec {7

L3

w1 Specly Propeies Set Administrator P assword
Enter the password and auto Iogon opton for the administrator account

7l

3 SetComputer Name Pazsword Crereree |

4 Emer Windows License Confim password: [ |

Adm misiraion Password

& Tima Zome

LS W 8

[} Automanically logon as Adminis ratar

7 Run Once

& Configure Network

8 SeiWorkgroup or Domain

10 SetOperting System
Oplions

11 Readyis complete

Back Next Cancel

7. Select the Timezone.



)

" [ New VM Guast Customization Spec »»

1 Spacify Properties Time Zone

Specify a bme zone for this Virual Machine
2 SetRegistration Information

3 SelComputer Name Time Zone: | (GMT-08:00) Facific Time (US & Canada) v ]
4 EnterWindows License

5 SetAdministrator Password

A A LA N

6 Ti

one
7 Run Once
8 ConBigure Network
o SetWorkgroup of Domain
10 Set Operaing Syskem
Oplions

11 Ready o comphet:

Back Mext F = Cancel

8. Add the commands to run when the first-time user logs in, if there are any.

% Mew VM Guest Customization Spec (7] "

Specily Proparties Run Once

Enter the commands 1o run the firsttme a user logs on.
Sot Registration Information “

1
2
3 SetCompuier Name [<enter a new command=
4 Enerwindows License
5 SetAdministator Password
& Time Zone
v
& Configure Network
9 SetWorkgroup or Domain
qp SetOperatng Sysem
Opticns

11 Ready o complete

Back Next 5 Cancal

9. Provide the network information whether to use the DHCP server to assign IP address, or manual configura-
tion.

New VM Guest Customization Spec 3w

v EECTRTTTN oo Network

Use default network settings or customize properties for each network interface.

~ 2 Set
+ 3 SetComputerName () Use standard network settings for the guest operating system, including enabling DHCP on all network interfaces
~ 4 EnterWindows License () Manually select custom settings

+ 5 SetAdministrator Password &

~ 6 Time Zone .

+~ 7 Run Once

3 & Configure Network
9 SetWorkgroup or Domain
10 SetOperating System
Options

11 Readyto compiete

Back Next Cancel



10. Provide the domain name and user credentials.

[ New VM Guast Customization Spec (71
1 SpecilyProperties Sat Workgroup or Domain
How will this wrtual machine participate in & network?
« 2 SetRegistration Infrmaton
w3 SetCompuier Name () Warkgroup: RKGROUF
~ 4 Enlar Windows Licansa (3] Windows Server Domain: [Faan-nE Tocal ]
" 5 SetAdministrator Password
Spectly a user account that has permission to add a computar to the domain.
« & Time Zone
4 administrator
w7 RunOnee Ussmame: | |
~ & Configure Network Fasswon I |
- OEICTITCTTI ot e I

1p SetOpemating System
Options

11 Heady o complete

Back Next nesh Cancal

11. Select the checkbox Generate New Security ID (SID).

[ New VM Guest Customnization Spec {21

1 Specily Pioperies Set Operating System Options

Configura thase aplional paramelers for tha guast operating system
SetRegiswason Information J P El perating 5Ys

SatComputer Nams |w] Generate Naw Security 1D (S0}
Entar Licess Selecthis ftem to generate a new securty identity.

Set Adminisraion Passwond

2

3

4

5

& Time Zone

¥ Run Onca

2 Configure Hetwork

3 SetWorkgroup or Domain
g System

LI T T L L T T T L

11 Readyto complate

Back Hext Finizh Ccancel

12. Review and click Next to complete creating the Customization Specs.

13. Click Finish.



[ Mew VM Guest Customization Spec 2 b
+ 1 Specily Properties Ready o complete
Review your setlings selections before finis hing the wizard.

+~ 2 SetRegistration Information
~ 3 SetComputer Name Name: Windows
+/ 4 EnterWindows License 08 Type: Windows
+ 5 SetAdministrator Password Registration Info: User: Administrator Organization: vdilab-hc

Computer Name: Use Virtual Machine name
~/ 6 Time Zone Product Key:
~ 7 RunOnce Server License Mode: Per Server (Maximum Connections: 5)
+ 8 Configure Network Administrator Log In: Do notlog in automatically as Administrator

Time Zone: (GMT-08:00) Pacific Time (US & Canada)
+ 9 SetWorkgroup or Domain Network Type: Custom
1o SetOpemting System NIC1 IPv4 Use DHCP

Opfions

HIC1 IPvG Motused
gl ! Ready fo complets Windows Server Domain: vdilab-hc.local

Usermame: administrator

OS Options: Generate new security ID

Back Finish Cancel

RDSH Farm Creation

Before you can create an RDSH desktop pool, you must first create a RDSH Farm. To create a RDSH Farm, fol-
low these steps:

1. In the VMware Horizon Administration console, select Farms under the Resource node of the Inventory pane.

2. Click Add in the action pane to create a new RDSH Farm.

VMware Horizon 7 Administrator

Sessions

Problem vCenter VMs f

Problem RDS Hosts | Add.. || | | ~ More Commands | | ~ Access Group |

Events O oA

SystemHeath @ @ [& Filter + | Find || Clear | | Access Group: | Al |-

47 0 0 -
D Type RDS Hosts

Inventory

£ Dashboard

% Users and Groups
» Catalog

¥ Resources

Fpl Farms
& Machines

L Persistent Disks
» Monitoring
» Policies

» View Configuration

3. Select either to create an Automated or Manual Farm. In this solution, we selected Automated Farm.

ﬁ A Manual Farm requires a manual registration of each RDSH server to Horizon Connection or Replica
Server instance.




Add Farm

Type U

(=) Automated Farm
) Manual Farm

Automated Farm

An automated RDS farm uses
virtual machines. The machines
can be created when the farm is
created or resized.

Supported Features

"

L

vCenter virtual machines
Physical computers
Microsoft RDS Hosts
View Composer

PCoIP

VMware Blast

Mext = Cancel

4. Select the vCenter Server and Horizon Composer server that you will use to deploy the Horizon RDSH Farm.

5. Click Next.

Add Farm

Type vCenter Server
TEEEE T S () Instant clones
(») Wiew Composer linked clones

vCenter Server 1a  View Composer

vcsa65.vdilab- VHComposer.vdilab-

he.local{administrator@vs | hc.local
phere.local)

Description: Nens

View Composer

View Composer linked clones
share the same base image and
use less storage space than full
virtual machines.

Supported Features

~

~
~
~

VMware Blast

PCoIP

Storage savings

Recompose

Schedule Maintenance
SysPrep guest customization

ClonePrep guest
customization

| <Back || Next> || cancel |

# You can choose to create either Instant clones or View Composer linked clones for the RDSH server
FARM server VMs. Both have benefits and limitations, but detailing these differences are beyond the
scope of this CVD. Please refer to your VMware documentation for more information.

6. Enter the RDSH Farm ID, Access group, Default Display Protocol (Blast/PColP/RDP).

7. Select if users are allowed to change the default display protocol, Session timeout, Logoff Disconnected us-
ers, and select the checkbox to Enable HTML access.

8. Click Next.



Add Farm - HX-RDSPool

Identification and Settings -

Type
vCenter Server General
Identification and Settings

D: HX-RDSPool

Description: Windows Sarvar 2016 RDS Pool FARM Craation

Access group: VDI-Users | ~

Farm Settings

Default display protocol: PColIP

allow users to choose Yes -
protocol: _—

3D Renderer: Disabled - ‘
Pre-launch session timeout After_. |~ | [10 Minutes ?

(applications only):

Empty session timeout After... | =] [z Minutes 3

(applications only):

When timeout occurs: Disconnect | =
Log off disconnected sessions: MNever | -

allow HTML Access to desktops [ | Enabled (7
and applications on this farm:

Reguires installation of HTML Access. -

| <Back || Next> || cancel |

9. Select the provisioning settings, naming convention for RDSH server VM to deploy, and the number of VMs to
deploy.

# In this study, we deployed 1032 RDSH virtual machines across our 16 node HyperFlex Cluster.

10. Click Next.

Add Farm - RDSH-HXPOOL

Type Provisioning Settings

wCenter Server Maming Pattern

Basic
Iden!:lf.lca.tlnn and- Settings [¥] Enable provisioning el mrErsitees ol [
Provisioning Settings named according to the

[¥] Step provisiening on error e e e
By default, View Manager
appends a unique number
Use a naming pattern to the specified pattern to
provide a unique name for

Virtual Machine Naming

Maming Pattern: RDOSH-HXPOOL
each virtual machine.
Farm Sizing To place this unigue
™ b £ h number elsewhere in the
ax number of machines oa e s
T e M o
Minimum number of ready(provisioned) o Sl s e U= B

machines during Instant Clone

maintenance operations: The uniqus number can

also be made a fixed
length. (For example: vm-
{n:fixed=3}-sales).

See the help for more
naming pattern syntasx
options.

<Back || Next= || Cancel |

11. Click Next.



_

vCenter Server Storage Policy Management Storage can be optimized by

Identfication and Settings storing different kinds of data

Provisioning Settings () Use VMware Virtual SAN saparataly,
_ (4] Do not use VMware Virtual SAN

vCenter Seftings ) ‘ ‘ .

Guest Custorizati A\ Virtual SN is not available because no Virtual SAN

R datastores are configured.
Ready to Complete

[] Select separate datastores for replica and 05 disks

12. Select vCenter settings, for example; Master Image, snapshot, folder, Host or Cluster, resource pool, storage
selection.

13. Click Next.

Select the instant clone datastores to use for this Automated Farm. Only datastores that can be used by the
selected host or cluster can be selected.

[] show all datastores (including local datastores) (7) EE Local datastore B Shared datastore &

Datastore 1¥ Capacity (GB) Free (GB) FS Type Drive Typ Storage Overcommit
[+ |g_ VDI-01 | 40,960.00 | 40,043.01 | NFS | | Unbounded

14. For Step 6 Datastores: Browse and choose Unbounded for the Storage Overcommit field.

15. Click OK.



Select Linked Clone Datastores

Select the linked clone datastores to use for this Automated Farm. Only datastores that can be used by the
selected host or cluster can be selected.

[] show all datastores (including local datastores) (2) EZ Local datastore E. Shared datastore &

Datastore Capacity (GB) Free (GB) FS Type Drive Typ Storage Overcommit (7
¥ B Hxwvor 40,960.00 40,878.51 | NFS Unbounded

|'|

Data Type Selectad Free Spaca (GB) Min Recommended (GB) | 50% utilization (G| Max Racommendad (

Linked clones 40,878.51 104.40 101.00 122.00

16. Click Next.

17. Select the Active Directory Domain, the Active Directory OU into which the RDSH machines will be provi-
sioned, and the Sysprep file created as part of the customization specific configuration performed earlier.

'& If you choose the instant clone pool for the RDSH FARM creation, you may not see the Sys prep
guest customization step shown in the screenshot shown below.

18. Click Next.

Add Farm - W2K16-Farm

e Guest Customization

vCenter Server %
SIEETE T G SR TR Domain: vdilab-he local(administrator) | + |

Provisioning Settings

Storage Optimization AD container; OU=Target,OU=Computers,OU=VSIUser Browse...

vCenter Settings

Advanced Storage Options  [¥] Allow reuse of pre-existing computer accounts (%)

Using a customization specification (SysPrep)
Ready to Complete

Name Guest OS Description
W10-Guest-Custom Windows
W2K16-Custom Windows

| <Back || Next> | cCancel ]

19. Review the pool creation information.

20. Click Finish.



Add Farm - HX-RDSPool

Type Ready to Complete 2
T ST vCenter Server: vecsa65.vdilab-he.local{(administrator@vsphere.local)
Identification and Settings
Use View Composer: No
Pruvws\cmng.sg:tmgs 1D: HX-RDSPool
Storage Optimization
Description: Windows Server 2016 RDS Pool FARM Creation
vCenter Settings A = . VDI-U
Guest Customization SRS EEE S “Users
Ready to Ci Iote Default display protocol: PCoIP
Allow users to choose Yes
protocol:
Pre-launch session timeout 10 minutes
(applications only): :
Empty session timeout 1 minute
(applications only):
When timeout occurs: Disconnect
Log off disconnected Mewver
sessions:
Allow HTML Access to Disabled
desktops and applications on
this farm:
Allow Session Collaboration: Disabled
Enable provisioning: Yes
Stop provisioning on error: Yes
Virtual Machine Naming: Use a naming pattern
VM naming pattern: HX-RDSPool
Defzult image: W16-RDSH-MI - W516-55-0423
Virtual Machine Folder: SVDILAB-HC/vm
Cluster: AVDILAB-HC/host/HXAFMS-HZVDI
Resource pool: AVDILAB-HC/host/HXAFM5-HZVDI/Resources
Use VMware Virtual SAN: No
Datastore /VDILAB-HC/host/HXAFMS-HZVDI/VDI-0 1 o
| <Back || Finish || cancel |

The VMware Horizon Administration console displays the status of the provisioning task and pool settings:

VMware Horizon 7 Administrator

& | Fams

Sessions 0

Problem vCenter VMs

Problem RDS Hosts g | Add.. || Edit.. ||Delete... | ‘ + Mare Commands ‘ ‘ » Access Group ‘

Events ©oAo

SystemHeath @ @ & Filter + | Find | | Clear ‘ | Access Group: | All | >

470 0 0 B
jin Type RDS Hosts

Inventory HX-RDSHPool Automated v

£ Dashboard

& Users and Groups
» Catalog

¥ Resources

(51 Machines

L Persistent Disks
» Monitoring
» Policies

» View Configuration
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Create the Horizon 7 RDS Published Desktop Pool

To create the Horizon 7 RDS Published Desktop Pool, follow these steps:
1. In the Horizon Administrator console, select Desktop Pools in the Catalog node of the Inventory pane.

2. Click Add in the action pane.

VMware Herizon 7 Administrator

&

Seaginng [
Problem wCentar WM ] i f y
S —— . add. | [ clone... | | = Entements.. | | + Status || = AccesaGroup ||+ More Commands |
Everts Qoo
system Heath @ & Fitar v Frd | oes | | McssGow: al v

41 0 0

(1] Duaplay Name Typ= Saurce Liser g,

Inventory
£33 Dashboard
5 users and Graups
¥ Catalog

M Deskiay =
[#] saplizatian Baals
fThinhpps
¥ Respurces

[ farms

{4 Machines

= Parsistant Diske
® Monitoring
¥ Policies
* Wiew Configuration

3. Select RDS Desktop pool.

4. Click Next.



_

RDS Deskt Pool
[ Twe © Automated Desktop Pool op

Seiiig) A Microsoft RDS desktop pool
Desktop Pool Identification provides RDS sessions as
Desktop Pool Settings machines to View users.

oS Fa:“ “ () Manual Desktop Pool Connection Server manages RDS

: . sessions in the same way as
S e nEeSicT ] normal machines. Microsoft RDS
Ready to Complete @ hosts are supported on vCenter
RDS Desktop Pool § g -
© esiktop oo virtual machines and physical
computers.

Supported Features

+ vCenter virtual machines

+ Physical computers

+ Microsoft RDS Hosts
View Composer

¥ PColP

~ VMware Blast

Persona management

5. Enter Pool ID and Display name.

6. Click Next.

_

Type D [waK16-Pool n
Setting The pool ID is the unique
Display name: [w2K16-Pool | | name used to identify this
Desktop Pool Settings Description: E B
RDS Farm Display Name

Srlzaiam HES Ern The display name is the name
Ready to Complete that users will see when they
connect to View Client. If the
display name is left blank, the ID
will be used.

Access groups can organize the
desktop pools in your
erganization. They can alse be
used for delegated

| administratian.

Description
This description is only shown on

the Settings tab for a desktop
pool within View Administrator.

< Back Next > Cancel

7. Accept the default settings on Desktop Pool Settings page.

8. Click Next.



Add Desktop Pool - HXRDS-Pool B

Desktop Pool Definition Desktop Pool Settings
S General
Setting
State Enabled |~
Desktop Pool Identification |
Desktop Pool Settings Connection Server None | Browse.. |
RDS Farm restrictions: R

Adobe Flash Settings for Sessions

Adobe Flash quality Do not control | z
Adobe Flash throttling: Disabled - 2

| <Back || Next> || cancel |

9. Click the “Select an RDS farm for this desktop pool” radio button.
10. Click the farm created in the previous section.

11. Click Next.

Add Dasktop Pool - HX-RDSHPool k3

Beskiop Pool Definition Select an RDS farm
Ty () Creats s new RDS farm
Salling
Desktop Pool Identification
Deskrop Poal Sertings (=) Select an RS farm for this desktop paal
RS Farm
Selact an RDS farm
Filter = kind | | clear | =
Farm 1 LDrescription RUS Hosts Max number of ... Status
RDS az 800 Mo problem detect
= Back Cancel

12. Review the pool settings.

13. Select the checkbox “Entitle users after this wizard finishes” to authorize users for the newly create RDSH
desktop pool.

14. Click Finish.



Add Desktop Poal - HX-RDSHPO0L

(5

Deskiop Pool Definition i Lrisiiais
Type
Sctting
Decsktap Pool Tdentfication
nerktop Fool Sehings
RDS Farm
Seslescl an RDS Farm

Type:
Uriiguie T0:
Diescniption:

Cisplay name:
Deskiop pool stale:
Connechon Server
rastrichons:

Category Folder:
Client Restriclions:
Adobe Flash quality:
adoba Flash throtting:
RLIE Farm:

Mumber of RDS hoste in the
rarm;

15. Select the Users or Groups checkbox, use the search tools to locate the user or group to be authorized, high-

¥ Entitle users after this wizard finishes

KOS Deskiop Fool
HX-RDSHPoo!

Hx-ROSHPool
Ernalled
None

MNone
Lrisakaled

O not conbrol
Disablad

RDS

az

| «<Back || Finish || cancel |

light the user or group in the results box.

16. Click OK.

Find User or Group

Type: [ users

Domain

¥ Groups

Entire Directory | v

Name/User name: | Contains

=]

‘Lugln\lS[

Description:

Contains | =

Name User Name

LoginVSI LoginVSI/vdilab-hc.

Find

Email

Description In Folder

wdilab-hc.local/Logi

17. You now have a functional RDSH Farm and Desktop Pool with users identified who are authorized to utilize
Horizon RDSH sessions.

VMware Horizon Linked-Clone Windows 10 Desktop Pool Creation

To create a VMware Horizon linked-clone Windows 10 Desktop Pool, follow these steps:

1. In Horizon Administrator console, select Desktop Pools in the Catalog node of the Inventory pane.
2. Click Add in the action pane.

3. Select assignment type for pool.

4. Click Next.



Add Desktop Pool

Desktop Pool Definition Tyoe

Type Automated Desktop Pool
(= Automated Desktop Pool
== An automated desktop pool uses

a vCenter Server template or
Setting . virtual machine snapshot to
O Manual Desktop Pool generate new machines. The
- machines can be created when
the pool is created or generated

O RDS Desktop Poo on demand based on pool usage.

Supported Features

+ vCenter virtual machines
Physical computers
Microsoft RDS Hosts
View Composer

PCoIP

VMware Blast

L Y

Persona management

[ Next > | | Cancel

5. Select Floating or Dedicated user assignment.

6. Click Next.

Add Desktop Pool - LinkedClonePool

Desktop Pool Definition L SET ZEENEIET

Type O Dedicated Floating assignment

B EEEITIIE T == Users will receive machines

vCenter Server | picked randomly from the desktop
Setting pool each time they log in.

Desktop Pool Identification
Desktop Pool Settings

(@ Floating

Supported Features
~ View Composer
~ PColIP

~ VWMware Blast

~

Persona management

i < Back '\i Next > II\' cancel |

7. Select View Composer Linked Clones, highlight your vCenter and View Composer virtual machine.

8. Click Next.



Add Desktop Pool - LinkedCloneRool

Desktop Pool Definition vCenter Server
Type
User Assignment
vCenter Server

Full virtual machines View Composer

View Composer linked dones
share the same base image and

View Composer linked clones

Setting O Instant dones e

Desktop Pool Identification - -

Desktop Pool Settings vCenter Server View Composer The user profile for linked clones
vesa6.vdilab- CDEE TR = can be redirected to persistent
hc.local(administrator@vsphere.lo| he.local disks that will be unaffected by
) OS updates and refreshes.

Supported Features

v PColIP

¥ VMware Blast

+ Storage savings

+~ Recompese and refresh
Push Image

~  QuickPrep guest
customization

+ SysPrep guest customization

Description: |Nene

ClonePrep guest
customization

v Persona management

| <Back || mMext> || cancel |

Add Desktop Pool - LinkedClonePool e
Desktop Pool Definition Desktop Pool Identification

T2 D: LinkedClonePool ue

JEET GEET TTIETE X The desktop pool ID is the unique

I — Display name: LinkedCloneP ool TETE TeEi i BT A
Setting Access group VDI-User - CEEEEDETT

Desktop Pool Identification play Name

Desktop Poal Settings Description:

The display name is the name
that users will see when they
connect to View Client. If the
display name is left blank, the ID
will be used

Access Group

Access groups can organize the
desktop pools in your
organization. They can also be
used for delegated
=dministration

Description

This description is only shown on
the Settings tab for a desktop
pool within View Administrator.

| <Back | Next> || cancel |

11. Select Desktop Pool settings.

‘ﬁ Be sure to scroll down in this dialogue to configure all options.

12. Click Next.



Add Desktop Pool - LinkedClonePool

Desktop Pool Defi Desktop Pool Settings

Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings

General
State:
Connection Server
restrictions:
Remote Settings

Remote Machine Power
Policy:

Automatically logoff after
disconnect:

Allow users to reset their
machines:

Allow user to initiate
separate sessions from
different dient devices:

Delete or refresh machine
on logol

Remote Display Protocol
Default display protocol:

Allow users to choose
protacol:

3D Renderer

Max number of monitors

Enabled | v

None | Browse... |

| Ensure machines are always powered on | =

Never -

No | -
No | w | 2
Never |~

VMware Blast | v

Yes

| Disabled

May require power-cycle of related virtual machines (2

I

| <Back || Next> || cancel |
Add Desktap Pool - W10-LINKEDCLN 2
Desktop Pool Definition Provisioning Settings
Type Basic Naming Pattern
T A [¥] Enable provisioning virtual machines will be
vCenter Server - ) named according to the
i [¥] Stop provisioning on errer e o o e e
Desktop Pocl Identification  Virtual Machine Naming By default, View Manager
= ot appends a unique number
Desl o8 f’uu Set_tlﬂgs ) Specify names manually to the specified pattern to
Provisioning Settings provide a unigue name for
each virtual machine.
Start machines in maintenance mode
To place this unique
# Una: ned machines kept powered o number elsewhere in the
pattern, use '{n}'". (For
(=) Use a naming pattern example: vm-{n}-sales.).
N Pattern: -
aming Fattern W10-LINKEDCL The unigue number can
et | izt also be made a fixed
Desktop Pool Sizing length. (For example: vm-
Max number of machines: as0 {n:fixed=3}-sales).
Number of spare {powered on) machines: as0 See the help for mare
naming pattern syntax
Minimum number of ready (provisioned) o z options.
machines during View Composer maintenance
operations:
Provisioning Timing
) Provision machines on demand
Min number of machine
(=) Provision all machines up-front
< Back || Next> || cancel |

15. Select View Composer disk configuration.

16. Click Next.




Add Desktop Pool - LinkedClonePool

Deskiop Pool Definition
Type
User Assignment
vCenter Server

Seitting
Dresktop Pool Identification
Desktop Pool Setbings
Provisioning Sattings

View Compaser Disks

17. Click Next.

View Composer Disks

Dispasable Flle Redirection £l

(=) Redirect disposable files to a non-persistent disk
MB  (minimum 512 MB8)

Disk size: 6144 |

Drive letter: Auto | -

Do not redirect disposable files

Add Desktop Pool - LinkedClonePool

< Back

Redirection

Use this

disposable
files to a
non.
persistent
dizk that
will be
deleted
auromatical

Mext o Cancel |

Desktop Pool Definition
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization

Storage Optimization

Storage Policy Management

Ay virtual SAN is not available because no
Virtual SAN datastores are configured.

[ ] Select separate datastores for replica and OS disks
A\ virtual Volumes(VWOL) and fast NFS clones
) will be unavailable if the replica

disks and OS disks are stored on
separate datastores

Storage Optimization

Storage can be optimized by
storing different kinds of data
separately.

Replica disks

This option enables control
owver the placement of the
replica that linked clones use
s their base image.

It is recommended that a high
performance datastore be
chosen for these images.
Depending on your hardware
configuration, storing replicas
on a separate datastore
might create a single point of
failure.

<Back ||

|| cancel |

Next >

18. Select each of the six required vCenter Settings by using the Browse button next to each field.

Add Desktop Pool - LinkedClonePool

Desktop Pool Definition
Type
User Assignment
vCenter Server
Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
vCenter Settings

vCenter Settings

Default Image

Parent VM: [ VDILAB/vm/Di

virtual mac

]| Browse... |

2 Snapshot: | SENTINEL/Snapshc

Browse... |

Virtual Machine Location

VDILAB/vm

3 VM falder location: |

][ Browse...

Resource Settings

4 Host or cluster [ VDILAB/host/VDI

Browse... |

5 Resource pool: [ DILAB/host/VDI

L/Resour

m

&) Datastores: 1 selected

< Back

Next > | | Cancel |




19. For Datastore selection, select the correct datastore and set the Storage Overcommit as “Unbounded.”
20. Click OK.

271. Click Next.

Select Linked Clone Datastores
- - - @ 0 oooooooooo--OOO0O0O0O0O0O0OO]

Select the linked clone datastores to use for this desktop pool. Only datastores that can be used by the selected
host or cluster can be selected.

[] show all datastores (including local datastores) (%) EE Local datastore B Shared datastore &

Datastore Capacity (GB) Free (GB) FSType Drive Typ Storage Overcommit (2]
¥ B HX-vDI 40,960.00 40,746.14 NFS Unbounded | = ‘

Data Type Selacted Free Space (GB) Min Recommended (GB) = 50% utilization (€ Max Recommended (

Linked clones 40,746.14 4,080.00 20,080.00 40,080.00

22. Set the Advanced Storage Options using the settings shown in the following screenshot.

23. Click Next.

dd D Pool - LinkedClonePool

D Pool Definiti Storage Options 2]
Tvpe Based on your resource selection, the following features are MiewiSiomaneliceelerator
User Assignment recommended. Options that are not supported by the selected vSphere 5.% hosts can be
B e — hardware are disabled. o e | P

Setting performance by caching

o Use View Storage Accelerator
Desktop Pool Identification &4 certain desktop pool data.

- . Enable this option to use
TEE S Fow] SEiTs Disk Types: Os disks View Storage Accelerator for

Provisioning Settings I this pool. View Storage
View Composer Disks Regenerate storage accelerator 7 Days Accelerator is most useful for
T e after: shared disks that are read

N frequently, such as View
U= SEE D [v¥] other Options Composer OS disks.
et o= () Use native NFS snapshots (VAAI) :l:tive;IFS Snapshots
Ready to Complete O Reclaim VM disk space

WAAI (vStorage API for Array

Initiate reclamation when GB Integration) is a hardware

unused space on VM feature of certain storage

exceeds: arrays. It uses native
||| snapshotting technology to
Blackout Times provide linked clone
functionality. Choose this
Storage accelerator regeneration and VM disk space option only if you have
reclamation do not occur during blackout times. The same appropriate hardware
blackout policy applies to both operations. devices.

[ add.. ) [ Edit—. | [ Remove (e s s Fn =i

with vSphere 5.x, virtual
Day Time machines can be configured
to use a space efficient disk
format that supports
reclamation of unused disk
space (such as deleted files). ]

| <Back || Next> || cancel ]_

24. Select Guest optimization settings.

25. Select the Active Directory domain, browse to the Active Directory Container where the virtual machines will
be provisioned and then choose either the QuickPrep or Sysprep option you would like to use. Highlight the
Customization Spec previously prepared.



26. Click Next.

Add Desktop Pool - LinkedCloneRool 7

Desktop Pool Definition Guest Customization

Type =
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
vCenter Settings
Advanced Storage Options
Guest Customization

Demain: vdilab-hc_local(administrator) | « |

AD container: OU=Users,OU=LoginVSI

| Browse...
[] allow reuse of pre-existing computer accounts

() Use QuickPrep

(=) Use a customization specification (SysPrep)

Name Guest OS Description
Horizon-RDS Wwindows
InfravM-Specs windows
RDSH-Customization windows
Win10-Custom windows wWindows 10 customization for
Win10-Persistent windows

| <Back || MNext> || cCancel |

27. Select the checkbox “Entitle users after pool creation wizard completion” if you would like to authorize users
as part of this process. Follow instructions provided in the Create Horizon 7 RDS Desktop Pool to authorize
users for the Linked Clone Pool.

28. Click Finish to complete the Linked Clone Pool creation process.

Add Desktop Pool - LinkedClonePool

Desktop Pool Definition
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
wCenter Settings
Advanced Storage Options
Guest Customization
Ready to Complete

Ready to Complete

Type:

User assignment:
vCenter Server:

Use View Composer:
Unique ID:

Display name:

Access Group:

Desktop pool state:
Remote Machine Power
Policy:

Automatic logoff after
disconnect:

Connection Server
restrictions:

Allow users to reset their
machine:

Allow user to initiate
separate sessions from
different client devices:

Delete or refresh machine
on logoff:

Default display protocol:

Allow users to choose
protocol:

3D Renderer:
Max number of monitors:

[] Entitle users after this wizard finishes

Automated

Floating assignment
visag.vdilab-hc.local{administrator@vsphere.local)
Yes

LinkedClonePool

LinkedClonePool

VDI-User

Enabled

Ensure machines are always powered on

Never
None
No

No

Never

VMware Blast
Yes

Disabled
2

| <Back || Finish || Cancel

VMware Horizon Instant-Clone Windows 10 Desktop Pool Creation

To create the VMware Horizon Instant-Clone Windows 10 Desktop Pool, follow these steps:

1. In Horizon Administrator console, select Desktop Pools in the Catalog node of the Inventory pane.

2. Click Add in the action pane.



3. Select Automated assignment type for pool.

4. Click Next.

Add Desktop Pool

Desktop Pool Definition Type

Type Automated Deskiop Pool
(=) Automated Desktop Pool
- An automated desktop pool uses

a wCenter Server template or
Setting . virtual machine snapshot to
O Manual Desktep Pool generate new machines. The
- machines can be created when
the pool is created or generated

O RDS Dasktop Pool on demand based on pool usage.

Supported Features

+ vCenter virtual machines
Physical computers
Microsoft RDS Hosts
View Composer

PColP

VMware Blast

Ly

Persona management

| MNext> || cancel
5. Select Floating or Dedicate user assignment.
6. Click Next.
Add Desktop Pool - LinkedClonePool (?
Desktop Pool Definition User assignment
Type . O Dedicated Floating assignment
LEETHSEETIETE = Users will receive machines
vCenter Server v picked randomly from the desktop
Setting pool each time they log in.

Desktop Pool Identification

Desktop Pool Settings Flosting

Supported Features
v View Composer
+ PColP

+ VMware Blast
-~

Persona management

| <Back || Next> || cancel |

7. Select Instant Clones, highlight your vCenter server, then click Next.



Add Desktop Pool

vCenter Server

Desktop Pool Defini
Type c

(=) Instant clones Instant Virtual Machine
User Assignment

Instant clones share the same
base image and use less storage
space than full virtual machines.
Instant clones are created using
wmFork technology.

View Composer linked clones

Setting O Full virtual machines

vCenter Server
vesass.vdilab-hc.local{administrator@vsphere.local) Instant clones always stay
powered on and get recreated
from the current published image
after logoff.

Supported Features

~ VMware Blast

~ PCoIp

" Storage savings
Recompeose and refresh

~ Push Image

QuickPrep guest
customization

SysPrep guest customization

o + ClonePrep guest

Description:
P customization

Persona management

| <Back || Next> || cancel |

8. Enter pool identification details.

9. Click Next.

Add Desktop Pool - InstantClonePoal

Desktop Pool Definition Desktop Pool Identification
T : InstantClonzPoal 1w
LEET AesrTiEnE bispl . The desktop pool ID is the unique
vCenter Server isplay name InstantClonePool name used to identify this
Setting desktop pool

Access group: VDI-User | =
Desktop Pool Identification

Display Name
Description:

The display name is the name
that users will see when they
connect to View Client. If the
display name is left blank, the ID
will be used.

Access Group

ccess groups can organize the
desktop pools in your
organization. They can also be
used for delegated
administration

Description

This description is only shown on
the Settings tab for a desktop
pool within View Administrator.

<Back || Next> || cancel |

10. Select Desktop Pool settings.

‘ﬁ Be sure to scroll down to choose the Acrobat Flash settings.

11. Click Next.



Add Desktop Pool - InstantClonePool

Desktop Pool Definition
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings

Desktop Pool Settings

General
State:
Connection Server
restrictions:

Category Folder:

Remote Settings

Automatically logoff after
disconnect:

Allow users to
reset/restart their
machines:

Allow user to initiate
separate sessions from
different client devices:

Remote Display Protocol
Default display protocol:
Allow users to choose
protocol:

3D Renderer:

HTML Access:

Allow Session
Collaboration:

Enabled |~

None | Browse..

None |

Browse...

Never -

No |«w

No - 2

VMware Blast | »

Yes | v

Disabled -]
[] Enabled (2

Requires installation of HTML Access.
[] Enabled (2

Requires VMware Blast Protocol. -

<Back || Next> | cancel |

12. Select provisioning settings.

13. Click Next.

Add Desktop Pool - VDI-INSTCLONE-POOL

Desktop Pool Definition
Type
User Assignment
wCenter Server

Setting
Desktop Pocl Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization

14. Click Next.

Provisioning Settings
Basic
¥l Enable provisicning
¥l stop provisioning on error
Virtual Machine Naming
Use a naming pattern

Naming Pattern: INSTCLN-POOL

Desktop Pool Sizing

Max number of machines:

Mumber of spare (powered on) machines:

Provisioning Timing
(U Provision machines on demand
Min nurnber of machines:

(=) Provisien all machines up-front

Naming Pattern

Wirtual machines will be
named according to the
specified naming pattern.
By default, View Manager
appends a unigue number
to the specified pattern to
provide a unique name for
each virtual machine.

To place this unique
number elsewhere in the
pattern, use '{n}'. (For
example: vm-{n}-sales.).

The unigue number can
also be made a fixed
length. {For example: vm-
{n:fixed=3}-sales).

See the help for more
naming pattern syntax
options.

<Back || Next> || Cancel




Type Policy Storage Optimization

User Assignment —

vCenter Server O s VMwars virtual San if.?ﬁiffu?r;rZﬁt"nz:.';:zfrdd?ia
Setting (& Do not use VMware Virtual SAN separately.

Desktop Pool Identification

Desktop Pool Settings

Provisioning Settings

A\ virtual San is not available because no
Virtual SAN datastores are configured.

[] Select separate datastores for replica and OS disks

wCenter Settings
Guest Customization
Ready to Complete

Next~ || Cance

15. Select the vCenter Settings and browse for each of the six required inputs.

16. Click Next.

Select the instant clone datastores to use for this desktop pool. Only datastores that can be used by the selected
host or cluster can be selected.

[] show all datastores (including local datastores) (2 EEl Local datastore B Shared datastore &
Datastore iv Capacity (GB) Free (GB) FSType Drive Typ Storage Overcommit
4} ‘g_ VDI-01 | 40,960.00 ‘ 40,042.87 | NFS ‘ | Unbounded

17. For Datastore selection, select the datastore with the storage overcommit as “Unbounded.”
18. Click OK.
19. Select Guest Customization.

20. Browse to your Active Directory Domain and to the AD container into which you want your Instant Clone ma-
chines provisioned.

271. Click Next.



Add Desktop Pool - InstantClonePool

Desktop Pool Definition SLEsisoEiizE i

Type

2]

User Assignment
vCenter Server

Domain:

| vdilab-he.local(administrator) vl

Setting AD container: [

| | srowse...

Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization
vCenter Settings

Guest Customization

Use ClenePrep

Power-off script name:

Power-off script
parameters:

Post-synchronization script
name:

Post-synchronization script
parameters:

Example: pl p2 p3

Example: pl p2 p2

| <Back || Next> || cancel |

22. Review the summary of the pool configuration.

23. Select the checkbox “Entitle users after pool creation wizard completion” to authorize users or groups for the

new pool.

24. Click Finish.

Add Desktop Pool - InstantClonePool

Desktop Pool Definition Ready to Complete

Type
User Assignment
vCenter Server
Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization
vCenter Settings
Guest Customization
Ready to Complete

Type:

User assignment:
vCenter Server:

Use View Composer:
Unique ID:
Description:

Display name:

Access Group:
Desktop pool state:
Automatic logoff after
disconnect:
Connection Server
restrictions:
Category Folder:
Allow users to reset/restart
their machine:

Allow user to initiate
separate sessions from
different client devices:

Default display protocol:

Allow users to choose
protocol:

3D Renderer:
VRAM Size:
Max number of monitors:

Maw rasalitinn of anv ane

25. Follow the instructions provided in the Create Horizon 7 RDS Desktop Pool to authorize users for the Instant

Clone Pool.

[¥] Entitle users after this wizard finishes

Automated

Floating assiagnment
vcsa65.vdilab-hc.local(administrator@vsphere.local)
No

InstantClonePool

InstantClonePool
VDI-Users
Enabled

Never

None

None
Mo

No

VMware Blast
Yes

Disabled
35 mMB
1

Linknown

| <Back || Finish || cancel |

VMware Horizon Persistent Windows 10 Desktop Pool Creation

To create the VMware Horizon Persistent Windows 10 Desktop Pool, follow these steps:

1. In Horizon Administrator console, select Desktop Pools in the Catalog node of the Inventory pane.

2. Click Add in the action pane.



3. Select assignment type for pool.

4. Click Next.

Add Desktop Pool

Type

Desktop Pool Definition

Type
(=) Automated Desktop Pool

Settin
< () Manual Desktop Pool

(O RDS Desktop Pool

5. Select the Dedicated radio button.

Automated Desktop Pool

An automated desktop pool uses
a vCenter Server template or
virtual machine snapshot to
generate new machines. The
machines can be created when
the pool is created or generated
on demand based on pool usage.

Supported Features

+ wCenter virtual machines
Physical computers
Microsoft RDS Hosts
View Composer

PColIP

VMware Blast

s

Persona management

[ next> ][ cancel ]

6. Select the Enable automatic assignment checkbox, if desired.

7. Click Next.

Add Desktop Pool - InstantClonePool

User assignment

(=) Dedicated

[¥] Enable automatic assignment

Desktop Pool Definition
Type
User Assignment
wCenter Server
Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization
wCenter Settings
Guest Customization
Ready to Complete

& Floating

8. Select the Full Virtual Machines radio button and highlight your vCenter and Composer.

9. Click Next.

Dedicated assignment

Users receive the same machines
each time they log into the
desktop pool.

bl e i

If a user connects to a desktop
pool to which the user is entitled,
but does not have a machine,
View automatically assigns =3
spare machine to the user. In an
automated desktop pool, a new
machine may be created if no
spare machines exist.

If automatic assignment is not
enabled, users must be assigned
to machines manually in View
Administrator. Manual assignment
can still be done even if automatic
assignment is enabled.

Supported Features
+ View Composer
+ PColP

« WMware Blast

~

Persona management

| <Back || mext= ||

cancel |



Desktop Pool Definition
Type
User Assignment
vCenter Server
Setting

vCenter Server

() Instant clones

(0 View Composer linked clones
(=) Full virtual machines

vCenter Server

wcsabS.vdilab-

View Composer

VHComposer.vdilab-

he.local{administrator@vsphere.lo hc.local

cal)

Description: |Mene

Full Virtual Machine

Machines sources will be full
wvirtual machines that are created
from a vCenter Server template.

| Supported Features
~ WMware Blast
~ PColP
Storage savings
Recompose and refresh
Push Image

QuickPrep guest
customization

+ SysPrep guest customization

ClonePrep guest
customization

+ Persona management

| <Back ||

Next > | | cCancel ‘|_
10. Enter the pool identification details.
11. Click Next.
Add Desktop Pool - W10-Persistent (2}
Desktop Pool Definition Desktop Pool Identification
Type pin

User Assignmeant

vCenter Server
Setting

D Pool i

ID: W10-Persistent

Display name:

W 10-Persistent

Access group: VDI-Users

Description:

12. Select Desktop Pool settings.

13. Click Next.

The desktop pool ID is the unique
name used to identify this
desktop pool.

Display Name

The display name is the name
that users will see when they
connect to View Client. If the
display name is left blank, the 1D
will be used.

Access Group

Access groups can organize the
desktop pools in your
organization. They can alsoc be
used for delegated
administration.

Description

This description is only shown on
the Settings tab for a desktop
pool within View Administrator.

i < Back \l Mext > ‘||‘ Cancel ‘|




Add Desktop Pool - W10-Fersistent

Desktop Pool Definition
Type
User Assignment
vCenter Server
Setting

Desktop Pool Identification

Desktop Pool Settings

Desktop Pool Settings

General

State:

Connection Server
restrictions:

Category Folder:

Remote Settings

Remote Machine Power
Policy:

Automatically logoff after
disconnect:

Allow users to
reset/restart their
machines:

Remote Display Protocol

Default display protocol:
Allow users to choose
protocal

3D Renderer:

Max number of menitors:
Max resolution of any one

monitor:

HTML Access:

Allow Session

Enabled |«

| Take no power action

Never -

No -

PCoIP -

Yes |«

| Disabled

May require power-cycle of related virtual machines (2

2560x1600 | v £}

May require power-cycle of related virtual machines (=

[] Enabled (=

Requires installation of HTML Access.

[ Enabled (Z

< Back || MNext> || Cancel

14. Select the provisioning settings to meet your requirements.

15. Click Next.

Add Desktop Pool - W10-FULLCLN

Desktop Pool Definition

Type

User Assignment

vCenter Server
Setting

Desktop Fool Identification

Desktop Pool Settings
Provisioning Settings
Storage Cptimization

16. Click Next.

Prowisioning Settings
Basic

¥ Enable provisioning

[¥] Stop provisioning on error

Virtual Machine Naming

Use a naming pattern

Maming Pattern:

Desktop Pool Sizing

Max number of machines:

Mumber of spare (powered on) machines:

Provisioning Timing

Min number

W10-FULLCLN

() Provision machines on demand

f machines:

(=) Provision all machines up-front

Maming Pattern

Virtual machines will be
named according to the
=zpecified naming pattern.
By default, View Manager

appends a unigue number

to the specified pattern to

provide a unigue name for

each virtual machine.

To place this unigue
number elsewhere in the
pattern, use '{n}'. (For

example: vm-{n}-sales.).

The unigue number can
also be made a fixed

length. (For example: vm-

In:fixed=33}-zales).

See the help for more
naming pattern syntax
options.

« Back | | Mext = || Cancel




Add Desktop Pool - W10-Persistent ?

Desktop Pool Definition Storage Optimization

TREE Storage Policy Management Storage Optimization

User Assignment Storage can be optimized by

vCenter Server storing different kinds of data
Setting separately.

Desktop Pool Identification

Desktop Pool Settings

Provisioning Settings

A virtual
Virtual

M is not available because no
W datastores are configured.

Storage Optimization

| <Back || Next> || cancel |
17. Select each of the five vCenter Settings.
18. Click Next.
Add Desktop Pool - W 10-Persistent 7)
Desktop Pool Definition vCenter Settings
Type Virtual Machine Template
User Assignment
vCenter Server Template: [ || Browse... |
Setting . - -
Virtual Machine Location
Desktop Pool Identification
Desktop Pool Settings 2 VM folder location: | ]| Browse... |
Provisioning Settings )
Storage Optimization Resource Settings
vCenter Settings
Host or cluster: | | | Browse... |
4 Resource pool: | =5 | | Browse... |
Datastores: 1 selected | Browse... |
| <Back || Next> || cancel |

19. For Datastore selection, select the datastore with storage overcommit as “Unbounded.”

20. Click OK.



Select the datastores to use for this desktop pool. Only datastores that can be used by the selected host or
cluster can be selected.

EE Local datastore E. Shared datastore &

Datastore Capacity (GB) Free (GB) FS Type ODrive Typ:
HX-VDI 40,960.00 40,746.06 | NFS
SpringpathDS-FCH1842V11G 3.50 0.44 VMFS5 Non-SSD

SpringpathDS-FCH 1936VOGE 3.50 0.44 VMFSS5 MNon-SSD
SpringpathDS-FCH1937W21T 3.50 0.44 VMFSS5 MNon-SSD
SpringpathDS-FCH1937Vv21U 3.50 0.44 VMFS5 Non-SSD
SpringpathDS-FCH 193721V 3.50 0.44 VMFS5 Non-SSD

Free space selected: 40,746.06

21. Select Advance Storage Options and enable the View Storage Accelerator.

22. Click Next.

Desktop Pool Definition

View Storage Accelerator

Tvpe Based on your resource selection, the following features are
User Assignment recommended. Options that are not supported by the selected vSphere 5.x hosts can be
wCenter Server hardware are disabled. configured to improve
Setting X performance by caching
Use View Storage Accelerator i
Desktop Pool Identification B4 & certain desktop pool data.
. Enable this option to use
Desktop Pool Settings Regenerate storage accelerator Days View Storage Accolorator For
Provisioning Settings after: this pool. View Storage
Sterage Optimization « most useful for
wCenter Settings Blackout Times shared disks that are read
frequently, such as View
Storage accelerator regeneration and VM disk space reclamation Composer OS disks.
Guest Customization do not oceur during blackout times. The same blackout policy

Ready to Complete applies to both operations.

[ aaa.. ] [ Edit.. | [ remove | I

Day Time

Transparent Page Sharing Scope: | virtual Machine |

= Back Mext > cancel

23. Select Guest optimization settings.

24. Click Next.



Add Desktop Pool - Wi10-Persistent ?
Desktop Pool Definition ELEELELEIeE DT
Type
iy S — () Mone - Customization will be done manually
vCenter Server
Setting
Dasktop Pool Tdantification (#) Use this customization specification:
Desktop Pool Settings .
Provisioning Settings =
Sterage Optimization Mame Guest 05 Description
vCenter Settings " abs ind
Advanced Storage Options orzon- windews
ElErle e T InfravM-Specs wWindows
RDSH-Customizatior Windows
Wini10-Custom windows Windows 10 customization for Horizon testbed.
Winl0-Persistent windows
< Back Next = Cancel

25. Review the summary of the pool you are creating.
26. Select the checkbox “Entitle users after pool creation wizard completion” to authorize users for the pool.

27. Click Finish.

Add Desktop Pool - W10-Persistent 7

Desktop Pool Definition Ready to Complete

Type

[v] Entitle users after this wizard finishes
User Assignment

vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization
vCenter Settings
Advanced Storage Options
Guest Customization
Ready to Complete

Type:
User assignment:
Assign on first login:
vCenter Server

Use View Composer:
Unigue ID:

Display name:

Access Group:

Desktop pool state:
Remote Machine Power
Policy:

Automatic logoff after
disconnect:

Connection Server
restrictions:

Allow users to reset their
machine:

Default display protocol:
Allow users to choose
protocol:

3D Renderer:

Max number of monitors:

Max resolution of any one
monitor

HTML Access:
Adnha Flash Analine:

Automated

Dedicated assignment

Yes
vesab.vdilab-hc.local{administrator@vsphere.local)
Mo

W 10-Persistent

W10-Persistent

VDI-User

Enabled

Ensure machines are always powered on

Never

Mone

Mo

VMware Blast
Yes

Disabled
2
1920%1200

Disabled
Nisahlad

< Back Finish Cancel

28. Follow the instructions provided in the Create Horizon 7 RDS Desktop Pool to authorize users for the Linked
Clone Pool.

Test Setup and Configurations

In this project, we tested a single Cisco HyperFlex cluster running 8 Cisco UCS HXAF220C-M5SX with 8 com-
pute-only Cisco UCS C220 M5 Rack Servers and Cisco UCS 8 B200 M5 Blade Servers.
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Hardware Components:

e 2 x Cisco UCS 6454 Fabric Interconnects
e 2 x Cisco Nexus 93108YCPX Access Switches

e 8 x Cisco UCS HXAF220c-M5SX Rack Servers (2 Intel Xeon Gold 6230 scalable family processor at 2.1
GHz, with 768 GB of memory per server [64 GB x 12 DIMMs at 2933 MHz])

e 8 x Cisco UCS C220 M5 Rack Servers (2 Intel Xeon Gold 6230 scalable family processor at 2.1 GHz, with
768 GB of memory per server [64 GB x 12 DIMMs at 2933 MHz])

» 8 x Cisco UCS B200 M5 Blade Servers (2 Intel Xeon Gold 6230 scalable family processor at 2.1 GHz, with
768 GB of memory per server [64 GB x 12 DIMMs at 2933 MHz])

e Cisco VIC 1457 mLOM

e 12G modular SAS HBA Controller

o 240GB M.2 SATA SSD drive (Boot and HyperFlex Data Platform controller virtual machine)
e 240GB 2.5” 6G SATA SSD drive (Housekeeping)

o 400GB 2.5” 6G SAS SSD drive (Cache)



e 6 X 960GB 2.5” SATA SSD drive (Capacity)

e 1x32GB mSD card (Upgrades temporary cache)

Software Components:

« Cisco UCS firmware 4.0(49)

o Cisco HyperFlex Data Platform 4.0.2a

e« VMWare ESXi 6.7.0 15160138

e VMware Virtual Desktops 7.12 VMware Horizon 7.12
o VMware User Profile Management

« Microsoft SQL Server 2019

e Microsoft Windows 10, Build 1809

e Microsoft Windows Server 2019

e Microsoft Office 2016

e« Login VS| 4.1.32

Test Methodology and Success Criteria

All validation testing was conducted on-site within the Cisco labs in San Jose, California.

The testing results focused on the entire process of the virtual desktop lifecycle by capturing metrics during the
desktop boot-up, user logon and virtual desktop acquisition (also referred to as ramp-up,) user workload execu-
tion (also referred to as steady state), and user logoff for the Hosted Shared Desktop Session under test.

Test metrics were gathered from the virtual desktop, storage, and load generation software to assess the overall
success of an individual test cycle. Each test cycle was not considered passing unless all of the planned test us-
ers completed the ramp-up and steady state phases (described below) and unless all metrics were within the
permissible thresholds as noted as success criteria.

Three successfully completed test cycles were conducted for each hardware configuration and results were
found to be relatively consistent from one test to the next.

You can obtain additional information and a free test license from http://www.loginvsi.com.

Test Procedure

The following protocol was used for each test cycle in this study to insure consistent results.

Pre-Test Setup for Testing

All machines were shut down utilizing the VMware Horizon Administrator Console.

All Launchers for the test were shut down. They were then restarted in groups of 10 each minute until the re-
quired number of launchers was running with the Login VSI Agent at a “waiting for test to start” state.


http://www.loginvsi.com/

Test Run Protocol

To simulate severe, real-world environments, Cisco requires the log-on and start-work sequence, known as

Ramp
ers or

Up, to complete in 48 minutes. Additionally, we require all sessions started, whether 60 single server us-
4000 full scale test users to become active within two minutes after the last session is launched.

In addition, Cisco requires that the Login VSI Benchmark method is used for all single server and scale testing.
This assures that our tests represent real-world scenarios. For each of the three consecutive runs on single
server tests, the same process was followed. To run the test protocol, follow these steps:

1.

4.

5.

Time 0:00:00 Start esxtop Logging on the following systems:

o Infrastructure and VDI Host Blades used in test run

> All Infrastructure virtual machines used in test run (AD, SQL, View Connection brokers, image mgmt.,
and so on)

Time 0:00:10 Start Storage Partner Performance Logging on Storage System.
Time 0:05: Boot RDS Machines using VMware Horizon Administrator Console.
Time 0:06 First machines boot.

Time 0:35 Single Server or Scale target number of RDS Servers registered on XD.

# No more than 60 minutes of rest time is allowed after the last desktop is registered and available on

VMware Horizon Administrator Console dashboard. Typically, a 20-30-minute rest period for Win-
dows 10 desktops and 10 minutes for RDS virtual machines is sufficient.

8.

Time 1:35 Start Login VSI 4.1.32 Knowledge Worker Benchmark Mode Test, setting auto-logoff time at 900
seconds, with Single Server or Scale target number of desktop virtual machines utilizing sufficient number of
Launchers (at 20-25 sessions/Launcher).

Time 2:23 Single Server or Scale target number of desktop virtual machines desktops launched (48-minute
benchmark launch rate).

Time 2:25 All launched sessions must become active.

ﬂ All sessions launched must become active for a valid test run within this window.

10.

11.

12.

Time 2:40 Login VSI Test Ends (based on Auto Logoff 900 Second period designated above).

Time 2:55 All active sessions logged off.

All sessions launched and active must be logged off for a valid test run. The VMware Administrator Dashboard
must show that all desktops have been returned to the registered/available state as evidence of this condition

being met.

Time 2:57 All logging terminated; Test complete.



13. Time 3:15 Copy all log files off to archive; Set virtual desktops to maintenance mode through broker; Shut-
down all Windows 7 machines.

14. Time 3:30 Reboot all hypervisors.
15. Time 3:45 Ready for new test sequence.

Success Criteria

Our “pass” criteria for this testing is as follows: Cisco will run tests at a session count levels that effectively uti-
lize the server capacity measured by CPU, memory, storage, and network utilization. We use Login VSI version
4.1.25 to launch Knowledge Worker workload sessions. The number of launched sessions must equal active
sessions within two minutes of the last session launched in a test as observed on the VSI Management console.

The VMware Virtual Desktops Studio will be monitored throughout the steady state to make sure of the follow-
ing:

e All running sessions report In Use throughout the steady state

¢ No sessions move to unregistered, unavailable, or available state at any time during steady state

Within 20 minutes of the end of the test, all sessions on all launchers must have logged out automatically and the
Login VSI Agent must have shut down. Cisco’s tolerance for Stuck Sessions is 0.5 percent (half of one percent.)
If the Stuck Session count exceeds that value, we identify it as a test failure condition.

Cisco requires three consecutive runs with results within +/-1 percent variability to pass the Cisco Validated De-
sign performance criteria. For white papers written by partners, two consecutive runs within +/-1 percent varia-
bility are accepted. (All test data from partner run testing must be supplied along with proposed white paper.)

We will publish Cisco Validated Designs with our recommended workload following the process described and
will note that we did not reach a VSImax dynamic in our testing.

The purpose of this testing is to provide the data needed to validate VMware Remote Desktop Server Hosted
(RDSH) server using Microsoft Server 2019 and Virtual Desktops using Microsoft Windows 10 with VMware
Horizon provisioning on Cisco UCS HXAF220c-M4S, Cisco UCS 220 M4, and Cisco UCS B200 M4 servers.

The information in this section provides data points that a customer may reference in designing their own im-
plementations. These validation results are an example of what is possible under the specific environment con-
ditions outlined here and do not represent the full characterization of VMware and Microsoft products.

Four test sequences, each containing three consecutive test runs generating the same result, were performed to
establish system performance and linear scalability.

VSImax 4.1.x Description

The philosophy behind Login VSl is different to conventional benchmarks. In general, most system benchmarks
are steady state benchmarks. These benchmarks execute one or multiple processes, and the measured execu-
tion time is the outcome of the test. Simply put: the faster the execution time or the bigger the throughput, the
faster the system is according to the benchmark.



Login VSl is different in approach. Login VSI is not primarily designed to be a steady state benchmark (however,
if needed, Login VSI can act like one). Login VSI was designed to perform benchmarks for SBC or VDI workloads
through system saturation. Login VSI loads the system with simulated user workloads using well known desktop
applications like Microsoft Office, Internet Explorer, and Adobe PDF reader. By gradually increasing the number
of simulated users, the system will eventually be saturated. Once the system is saturated, the response time of
the applications will increase significantly. This latency in application response times show a clear indication
whether the system is (close to being) overloaded. As a result, by nearly overloading a system it is possible to
find out what is its true maximum user capacity.

After a test is performed, the response times can be analyzed to calculate the maximum active session/desktop
capacity. Within Login VSI this is calculated as VSImax. When the system is coming closer to its saturation point,
response times will rise. When reviewing the average response time, it will be clear the response times escalate
at saturation point.

This VSImax is the “Virtual Session Index (VSI)”. With Virtual Desktop Infrastructure (VDI) and Terminal Services
(RDS) workloads this is valid and useful information. This index simplifies comparisons and makes it possible to
understand the true impact of configuration changes on hypervisor host or guest level.

Server-Side Response Time Measurements

It is important to understand why specific Login VSI design choices have been made. An important design
choice is to execute the workload directly on the target system within the session instead of using remote ses-
sions. The scripts simulating the workloads are performed by an engine that executes workload scripts on every
target system and are initiated at logon within the simulated user’s desktop session context.

An alternative to the Login VSI method would be to generate user actions client side through the remoting proto-
col. These methods are always specific to a product and vendor dependent. More importantly, some protocols
simply do not have a method to script user actions client side.

For Login VSI the choice has been made to execute the scripts completely server side. This is the only practical
and platform independent solutions, for a benchmark like Login VSI.

Calculating VSIimax v4.1.x

The simulated desktop workload is scripted in a 48-minute loop when a simulated Login VSI user is logged on,
performing generic Office worker activities. After the loop is finished it will restart automatically. Within each loop
the response times of sixteen specific operations are measured in a regular interval: sixteen times in within each
loop. The response times of these five operations are used to determine VSIimax.

The five operations from which the response times are measured are:

o Notepad File Open (NFO)
Loading and initiating VSINotepad.exe and opening the openfile dialog. This operation is handled by the OS
and by the VSINotepad.exe itself through execution. This operation seems almost instant from an end-
user’s point of view.

o Notepad Start Load (NSLD)
Loading and initiating VSINotepad.exe and opening a file. This operation is also handled by the OS and by
the VSINotepad.exe itself through execution. This operation seems almost instant from an end-user’s point
of view.



o Zip High Compression (ZHC)
This action copy's a random file and compresses it (with 7zip) with high compression enabled. The
compression will very briefly spike CPU and disk 10.

o Zip Low Compression (ZLC)
This action copy's a random file and compresses it (with 7zip) with low compression enabled. The
compression will very briefly disk 10 and creates some load on the CPU.

« CPU
Calculates a large array of random data and spikes the CPU for a short period of time.

These measured operations within Login VSI do hit considerably different subsystems such as CPU (user
and kernel), Memory, Disk, the OS in general, the application itself, print, GDI, and so on. These operations
are specifically short by nature. When such operations become consistently long: the system is saturated
because of excessive queuing on any kind of resource. As a result, the average response times will then
escalate. This effect is clearly visible to end-users. If such operations consistently consume multiple
seconds the user will regard the system as slow and unresponsive.

Figure 51 Sample of a VSI Max Response Time Graph, Representing a Normal Test


http://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/smartstack_vdi_citrix_cs700.docx/_jcr_content/renditions/smartstack_vdi_citrix_cs700_357.png

Figure 52 Sample of a VSI Test Response Time Graph with a Clear Performance Issue

When the test is finished, VSImax can be calculated. When the system is not saturated, and it could complete
the full test without exceeding the average response time latency threshold, VSImax is not reached and the
amount of sessions ran successfully.

The response times are very different per measurement type, for instance Zip with compression can be around

2800 ms, while the Zip action without compression can only take 75ms. This response time of these actions are
weighted before they are added to the total. This ensures that each activity has an equal impact on the total re-
sponse time.

In comparison to previous VSImax models, this weighting much better represents system performance. All ac-
tions have very similar weight in the VSImax total. The following weighting of the response times are applied.

The following actions are part of the VSImax v4.1 calculation and are weighted as follows (US notation):

o Notepad File Open (NFO): 0.75

o Notepad Start Load (NSLD): 0.2

o Zip High Compression (ZHC): 0.125
e Zip Low Compression (ZLC): 0.2

« CPU:0.75

This weighting is applied on the baseline and normal Login VSI response times.

With the introduction of Login VSI 4.1 we also created a new method to calculate the base phase of an environ-
ment. With the new workloads (Taskworker, Powerworker, etc.) enabling '‘base phase' for a more reliable base-
line has become obsolete. The calculation is explained below. In total 15 lowest VSI response time samples are
taken from the entire test, the lowest 2 samples are removed, and the 13 remaining samples are averaged. The
result is the Baseline. The calculation is as follows:

o Take the lowest 15 samples of the complete test


http://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/smartstack_vdi_citrix_cs700.docx/_jcr_content/renditions/smartstack_vdi_citrix_cs700_358.png

e From those 15 samples remove the lowest 2

« Average the 13 results that are left is the baseline

The VSImax average response time in Login VSI 4.1.x is calculated on the number of active users that are
logged on the system.

Always a 5 Login VSI response time samples are averaged + 40 percent of the amount of “active” sessions. For
example, if the active sessions are 60, then latest 5 + 24 (=40 percent of 60) = 31 response time measurement
are used for the average calculation.

To remove noise (accidental spikes) from the calculation, the top 5 percent and bottom 5 percent of the VSI re-
sponse time samples are removed from the average calculation, with a minimum of 1 top and 1 bottom sample.
As a result, with 60 active users, the last 31 VSI response time sample are taken. From those 31 samples the top
2 samples are removed and lowest 2 results are removed (5 percent of 31 = 1.55, rounded to 2). At 60 users
the average is then calculated over the 27 remaining results.

VSImax v4.1.x is reached when the VSlbase + a 1000 ms latency threshold is not reached by the average VSI
response time result. Depending on the tested system, VSImax response time can grow 2 - 3x the baseline av-
erage. In end-user computing, a 3x increase in response time in comparison to the baseline is typically regarded
as the maximum performance degradation to be considered acceptable.

In VSImax v4.1.x this latency threshold is fixed to 1000ms, this allows better and fairer comparisons between
two different systems, especially when they have different baseline results. Ultimately, in VSImax v4.1.x, the
performance of the system is not decided by the total average response time, but by the latency is has under
load. For all systems, this is now 1000ms (weighted).

The threshold for the total response time is average weighted baseline response time + 1000ms.

When the system has a weighted baseline response time average of 1500ms, the maximum average response
time may not be greater than 2500ms (1500+1000). If the average baseline is 3000 the maximum average re-
sponse time may not be greater than 4000ms (3000+1000).

When the threshold is not exceeded by the average VSI response time during the test, VSImax is not hit and the
amount of sessions ran successfully. This approach is fundamentally different in comparison to previous VSImax
methods, as it was always required to saturate the system beyond VSImax threshold.

Lastly, VSImax v4.1.x is now always reported with the average baseline VSI response time result. For example:
“The VSImax v4.1 was 125 with a baseline of 1526ms”. This helps considerably in the comparison of systems
and gives a more complete understanding of the system. The baseline performance helps to understand the
best performance the system can give to an individual user. VSIimax indicates what the total user capacity is for
the system. These two are not automatically connected and related:

When a server with a very fast dual core CPU, running at 3.6 GHZ, is compared to a 10 core CPU, running at
2,26 GHZ, the dual core machine will give and individual user better performance than the 10-core machine.
This is indicated by the baseline VSI response time. The lower this score is, the better performance an individual
user can expect.



However, the server with the slower 10 core CPU will easily have a larger capacity than the faster dual core sys-
tem. This is indicated by VSImax v4.1.x, and the higher VSImax is, the larger overall user capacity can be ex-
pected.

With Login VSI 4.1.x a new VSImax method is introduced: VSIimax v4.1. This methodology gives much better
insight in system performance and scales to extremely large systems.

Test Results

Boot Storms

A key performance metric for desktop virtualization environments is the ability to boot the virtual machines
quickly and efficiently to minimize user wait time for their desktop.

As part of Cisco’s virtual desktop test protocol, we shut down each virtual machine at the conclusion of a
benchmark test. When we run a new test, we cold boot all 4000 desktops and measure the time it takes for the
4000th virtual machine to register as available in the Virtual Desktops Administrator console.

The Cisco HyperFlex HXAF220c-M5SX based All-Flash cluster running Data Platform version 4.0.2a software
can accomplish this task in 15 minutes.

Recommended Maximum Workload and Configuration Guidelines

Eight Node Cisco HXAF220c-M5S Rack Server Converge Nodes, Eight Node Cisco UCS C220 M5 Rack
Servers, Eight Node Cisco UCS B200 M5 Blade Servers Compute Only Nodes, and HyperFlex All-Flash
Cluster

For VMware Remote Desktop Hosted Sessions (RDSH) server sessions Desktop use case, the recommended
maximum workload was determined based on both Login VSI Knowledge Worker workload end user experience
measures and HXAF220c-M5SX server operating parameters.

This recommended maximum workload approach allows you to determine the server N+1 fault tolerance load
the blade can successfully support in the event of a server outage for maintenance or upgrade.

Our recommendation is that the Login VSI Average Response and VSI Index Average should not exceed the
Baseline plus 2000 milliseconds to ensure that end-user experience is outstanding. Additionally, during steady
state, the processor utilization should average no more than 90-95 percent.

ﬂ Memory should never be oversubscribed for Desktop Virtualization workloads.

‘ﬁ Callouts have been added throughout the data charts to indicate each phase of testing.

Boot Start all RDS and/or VDI virtual machines at the same time.

Login The Login VSI phase of test is where sessions are launched and start executing the



workload over a 48 minutes duration.

Steady state The steady state phase is where all users are logged in and performing various work-
load tasks such as using Microsoft Office, Web browsing, PDF printing, playing vid-
eos, and compressing files.

Logoff Sessions finish executing the Login VSI workload and logoff.

Eight Node Cisco HXAF220c-M5S Rack-Mount Server, Eight Cisco UCS C220M5, Cisco UCS B200 M5
Compute Nodes, and HyperFlex All-Flash Cluster

For VMware Remote Desktop Hosted Sessions (RDSH) and Windows 10 Desktop use case, the recommended
maximum workload was determined based on both Login VSI Knowledge Worker workload end user experience
measures and HXAF220c-M5SX server operating parameters.

This recommended maximum workload approach allows you to determine the server N+1 fault tolerance load
the blade can successfully support in the event of a server outage for maintenance or upgrade.

Our recommendation is that the Login VSI Average Response and VSI Index Average should not exceed the
Baseline plus 2000 milliseconds to ensure that end-user experience is outstanding. Additionally, during steady
state, the processor utilization should average no more than 90-95 percent.

ﬂ Memory should never be oversubscribed for Desktop Virtualization workloads.

Boot Start all RDS and/or VDI virtual machines at the same time.

Login The Login VSI phase of test is where sessions are launched and start executing the
workload over a 48 minutes duration.

Steady state The steady state phase is where all users are logged in and performing various work-
load tasks such as using Microsoft Office, Web browsing, PDF printing, playing vid-
eos, and compressing files.

Logoff Sessions finish executing the Login VSI workload and logoff.

‘ﬁ The recommended maximum workload for a Cisco HyperFlex cluster configured on Cisco HXAF220c-
M5SX with Intel Xeon Gold 6230 scalable family processors and 768GB of RAM for Windows 10 desk-
tops with Office 2016 is 4000 virtual desktops.

ﬁ The recommended maximum workload for a Cisco HyperFlex cluster configured on Cisco HXAF220c-
M5SX with Intel Xeon Gold 6230 scalable family processors and 768GB of RAM for Windows Server
2019 RDS desktop sessions with Office 2016 is 5000 virtual desktops.




5000 RDS Sessions, 3800 Windows 10 VMware Non-Persistent Instant Clones, and 4000 Windows 10 VMware Full
Clone Persistent Desktops Testing on 24 Node Cisco HyperFlex Cluster

Hosted Shared desktops with 5000 user sessions on 192 Windows Server 2019 virtual machines on a 24-node
HyperFlex cluster.

Test results for 5000 user sessions on VMware RDS highlights include:

e« 1.101 second baseline response time

e 1.769 second average response time with 5000 desktops running

o Average CPU utilization of 80 percent during steady state

« Average of 300 GB of RAM used out of 768 GB available

» 50,000 peak I/O operations per second (IOPS) per cluster at steady state

e« 500-750MBps peak throughput per cluster at steady state

Figure 53 Login VSI Analyzer Chart for 5000 Windows 2019 VMware RDSH Shared Desktops
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08042020-5000-RD5-64GB-8vCPU-HX-SCALE-RDS-TEST-1340

Successfully completed Login VSl test with 4984  knowledgeworker sessions. WSImax (system saturation) was not reached.

Test result review
5000 s=essions were configured to be launchedin 2880 seconds.
Intotal 16 sessions failed durng the test:
s 0 sessions was/were not successfully launched
# 11 lzunched sessions failed to become active
®  A989 sessions were active during the test

» 5 sessions got stuck during the test (before VSImax threshold) > Click Here

With 4984 sessions the maximum capacity VSimax (v4.1) knowledgeworker was not reached with a Login V5| baseline performance score of 1101

Login V5! index average scoreis 468 lower than threshold. | might be possible to launch more sessions in this configuration.

Baseline peformance of 1101 is: Good



Figure 54 Three Consecutive Login VSI Analyzer Chart for 5000 Windows 2019 VMware Remote Desktop
Server Sessions
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ESX Host Performance Counters

When running a VMware ESXi environment for our VMware Virtual Desktop workloads, it’s important to monitor a
few key performance counters to ensure the best end-user experience. We typically look for CPU utilization,
memory availability, network throughput and Storage performance:

e CPU Performance: With VMware ESXi, using esxtop, our main counter is % Core Utilization.

o« Memory Availability: We measure the memory available in megabytes to ensure that memory is not being
consumed at a high level.

« Network throughput: We measure the bytes sent and received by the VM Network and Storage vSwitches
on each ESXi HX Host.

o Storage performance: We use HyperFlex Connect to monitor and review storage performance during VDI.

The following figures show the results of our workload testing:
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Figure 55 8x HyperFlex Converged ESXi Hosts CPU Core Utilization Running 5000 Windows Server 2019

VMware Hosted Shared Desktops (Total % Core Utilization)

5000 RDS Server Sessions on Server 2019 using VMware Horizon Provisniong: Hyperflex 8x
Converged Nodes: ESXTOP Core CPU Util%
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Figure 56 16 x HyperFlex Compute-Only ESXi Hosts CPU Core Utilization Running 5000 Windows Server
2019 VMware Hosted Shared Desktops (Total % Core Utilization)

5000 RDS Server on Server 2019 using VMware Horizon Provisioning: Hyperfplex 16x Compute Nodes:
ESXTOP Core CPU Util%
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5000 RDS Server Sessions on Server 2019 using VMwae Horizon Proviosning: 8 Node Hyperflex
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@ \ \\/D|-HOST-07.VDILAB-HC.LOCAL\Memory\NonKernel MBytes
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@mmm \\\/D|-HOSTO02.VDILAB-HC.LOCAL\Memory\NonKernel MBytes
@ \\\/D|-HOSTO04.VDILAB-HC.LOCAL\Memory\NonKernel MBytes
@ \\V/D|-HOST-06.VDILAB-HC.LOCAL\Memory\NonKernel MBytes
@ \ \\/D|-HOST-08.VDILAB-HC.LOCAL\Memory\NonKernel MBytes

12:58:26 PM



600000

500000

400000

300000

200000

100000

5000 RDS Server Sessions on Server 2019 using VMwae Horizon Proviosning: 16 Node Hyperflex

NonKernal MBytes

e —————————_SESSSSS

11:27:35 AM
11:29:11 AM
11:30:56 AM
11:32:41 AM
11:34:27 AM
11:36:12 AM
11:37:58 AM

1:39:44 AM

1:41:30 AM
11:43:16 AM
11:45:02 AM
11:46:48 AM
11:48:35 AM
11:50:21 AM
11:52:07 AM
11:53:53 AM
11:55:39 AM
11:57:25 AM
11:59:11 AM
12:00:58 PM
12:02:44 PM
12:04:31 PM
12:06:17 PM
12:08:04 PM
12:09:50 PM
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12:13:23 PM
12:15:10 PM
12:16:57 PM
12:18:44 PM
12:20:31 PM
12:22:17 PM
12:24:04 PM
12:25:51 PM
12:27:38 PM
12:29:25 PM
12:31:11 PM
12:32:58 PM
12:34:45 PM
12:36:31 PM
12:38:18 PM
12:40:05 PM
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—\\VDI—COMPO9\Mer‘:or‘;{NonKernel MBytes
e \\\/D|-COMP12\Memory\NonKernel MBytes
e\ \\/D|-HOST15\Memory\NonKernel MBytes

e\ \\/D|-COMP-02\Memory\NonKernel MBytes

e \ \VD|-COMP-05\Memory\NonKernel MBytes

@ \\\/D|-COMP10\Memory\NonKernel MBytes
s \\VD|-HOST13\Memory\NonKernel MBytes
e \ \\/D|-HOSTO8\Memory\NonKernel MBytes
e\ \\/D|-COMP-03\Memory\NonKernel MBytes

e \ \VD|-COMP-06\Memory\NonKernel MBytes

@ \\VDI-COMP11\Memory\NonKernel MBytes
e \\VDI-HOST14\Memory\NonKernel MBytes

@\ \\/D|-HOST-01\Memory\NonKernel MBytes
@\ \\/D|-COMP-04\Memory\NonKernel MBytes

@ \\VDI-COMP-07\Memory\NonKernel MBytes



MBits Sent / Received for 5000 RDS Server Sessions using VMware Horizon Provisioning for vSwitch-

hx-vm-network Switch for 8 Hyperflex Node Converged Nodes
160
140

12

o

10

o

8

60

o
b .
—
e

S3333333333333333333333333333333333333333333333333333323332
NOANMNANONOOSTANNANOHANONOUANTOONONITHNIONTONMNOOMANHNANNOOMNNO S 0L
NMNMNOTHTANNONHLIANNNOTANNONHNNONHNANOT HNNOTANMNOTANNMNOT INANNNON T
o CSANBOLBCANTCONANTONRONLIONGONNLB OB G M <F G
'&ﬁ8%%%8%%<_(;’_§$;%8$3QBSOOOOOOHHHHHHHNNNNNNMMMMMMQ‘Q#Q‘##Q‘Lﬂmmmm
HHHHHHHHHHHHHHH1—1HH1—1HHNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN
A A A A A A A A A A A A A AAAAA AT A AAAAAAAAAAAAAAAAAAAAAAAAAAAAAA A A A A A

s \\\/D|-HOSTO1.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
s \\\/D|-HOSTO01.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
\\VDI-HOSTO1.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
e \\\/D|-HOST01.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331652: vmmcG)\MB\ts Transmltted/sec
\\VDI-HOSTO02.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-netwol
\\VDI-HOSTO02.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:
em— \\\/D|-HOST02.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331650: vmch)\MB\ts Transmitted/sec
e\ \\/D|-HOST02.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
s \\ /D|-HOST03.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-netwol
e \\\/D|-HOSTO03.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:
e\ \\/D|-HOST03.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331650: vmch)\MB\ts Transmitted/sec
e \\\/D|-HOSTO03.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
\\VDI-HOST04.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
\\VDI-HOSTO04.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
\\VDI-HOST04.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network: :vmnic2)\MBits Transmitted/sec
\\VDI-HOST04.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
\\VDI-HOST-05.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
\\VDI-HOST-05.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
e \\\/ D|-HOST-05.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
e \\/D|-HOST-05.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
s \ \V/D|-HOST-06.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
emm— \ \\/D|-HOST-06.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
s \\\/D|-HOST-06.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
\\VDI-HOST-06.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
\\VDI-HOST-07.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
\\VDI-HOST-07.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
\\VDI-HOST-07.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
\\VDI-HOST-07.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
\\VDI-HOST-08.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
\\VDI-HOST-08.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
e \\\/D|-HOST-08.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
e \\/D|-HOST-08.VDILAB-HC.LOCAL\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
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MBits Sent / Received for 5000 RDS Server Sessions using VMware Horizon Provisioning for vSwitch-
hx-vm-network Switch for 16 Hyperflex Node Compute Only Nodes
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e \\\/D|-COMPO09\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
\\VDI-COMPO9\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec

e \\\/D|-COMP10\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
em— \\\/D|-COMP10\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
e \\\/D|-COMP11\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
(
(
(

e \\\/ D|-COMP11\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
e \\\/DI-COMP12\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
\\VDI-COMP12\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec

s \\V/DI-HOST13\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
s \\\/DI-HOST13\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
e \\\/DI-HOST14\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
e \\V/DI-HOST14\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec

(

(

(

\\VDI-HOST15\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
\\VDI-HOST15\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
\\VDI-HOSTO8\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
e \\\/D|-HOSTO8\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
emmm— \\\/D|-HOST-01\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
emm—\\\/D|-HOST-01\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
s \\\/D|-COMP-02\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
\\VDI-COMP-02\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
\\VDI-COMP-03\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
e \\\/ D|-COMP-03\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
e \\\/ D|-COMP-04\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
s \\\/ D|-COMP-04\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
\\VDI-COMP-05\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
\\VDI-COMP-05\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
\\VDI-COMP-06\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
e \\/DI-COMP-06\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
\\VDI-COMP-07\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
\\VDI-COMP-07\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
e \\\/D|-COMP-08\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Received/sec
e \\/DI-COMP-08\Network Port(vswitch-hx-vm-network:50331650:vmnic2)\MBits Transmitted/sec
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emm— \\\/D|-COMP09\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
e \\\/D|-COMP09\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
\\VDI-COMP10\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
em— \ \\/D|-COMP10\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
e \\\/D|-COMP11\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
e \\\/D|-COMP11\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
\\VDI-COMP12\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
\\VDI-COMP12\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
\\VDI-HOST13\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
s \\\/DI-HOST13\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
s \\V/DI-HOST14\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
\\VDI-HOST14\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
\\VDI-HOST15\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
\\VDI-HOST15\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
\\VDI-HOSTO8\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
e \\\/D|-HOSTO8\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
emmm— \\\/D|-HOST-01\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
emmm— \ \\/D|-HOST-01\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
\\VDI-COMP-02\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
\\VDI-COMP-02\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
\\VDI-COMP-03\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
e \\\/ D|-COMP-03\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
e \\\/ D|-COMP-04\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
s \\\/D|-COMP-04\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
\\VDI-COMP-05\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec

(

(

(

\\VDI-COMP-05\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec

\\VDI-COMP-06\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
e \\/DI-COMP-06\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
e \\/DI-COMP-07\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
\\VDI-COMP-07\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
e \\\/D|-COMP-08\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Received/sec
e \\\/D|-COMP-08\Network Port(vswitch-hx-vm-network:50331652:vmnic6)\MBits Transmitted/sec
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Figure 57 HyperFlex Cluster Ul Performance Chart for Knowledge Worker Workload Running 5000 User Test
on VMware Remote Desktop Server Sessions (RDSH) Windows Server 2019 User Sessions

Cluster ~ Aug 21,2020-Aug 21,2020 | Last refreshed at: 08/21/2020 1:31:04 PM
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Test results for 3800 VMware VDI non-persistent Desktops using VMware Provisioning Services highlights in-
clude:

e 0.815 second baseline response time

o 1.385 second average response time with 4000 desktops running

o Average CPU utilization of 90 percent during steady state

e Average of 550 GB of RAM used out of 768 GB available

« 50000 peak I/O operations per second (IOPS) per cluster at steady state

e« 500-750MBps peak throughput per cluster at steady state



Figure 58 Login VSI Analyzer Chart for 3800 Instant Clone Non-Persistent Windows 10 VMware Virtual
Desktop

unil 3ug222020_vsiServices_3800users_IC_PCPtest-_0 [ E] 3]
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Successfully completed Login VSl test with 3796  knowledgeworker sessions. WSimax (system saturation) was not reached.

Test result review
3800 sessions were configured to be launched in - 2880 seconds.
Intotal 4 sessions failed during the test:
¢ D sessions was/were not successfully launched
¢ 4 launched sessions failed to become active
® 3796 sessions were active during the test

& D sessions got stuck during the test (before VSImax threshold)

With 3796 sessions the maximum capacity VSImax (v4.1) knowledgeworker was not reached with a Login V5| baseline performance score of 815
Login VW51 index average score is 624  lower than threshold. k might be possible to launch more sessions in this configuration.
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Figure 59 Three Consecutive Login VSI Analyzer Chart for 3800 Windows 10 VMware Instant Clone Non-
Persistent Virtual Desktops
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ESX Host Performance Counters

When running a VMware ESXi environment for our VMware Virtual Desktop workloads, it’s important to monitor a
few key performance counters to ensure the best end-user experience. We typically look for CPU utilization,
memory availability, network throughput and Storage performance:

e CPU Performance: With VMware ESXi, using esxtop, our main counter is % Core Ultilization.

o« Memory Availability: We measure the memory available in megabytes to ensure that memory is not being
consumed at a high level.

« We measure the bytes sent and received by the VM Network and Storage vSwitches on each ESXi HX
Host. Storage performance: We use HyperFlex Connect to monitor and review storage performance during
VDI.

The following figures show the results of our workload testing:



Figure 60 8x HyperFlex Converged ESXi Hosts CPU Core Utilization Running 3800 Windows 10 VMware
Non-Persistent Desktops (Total % Core Utilization)
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3800 VDI Non-Persistent on Windows 10 using VMware Horizon Provioning: 8x Hyperflex Converge Nodes:
ESXTOP Core CPU%
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@ \ \\/D|-HOST02.VDILAB-HC.LOCAL\Physical Cpu(_Total)\% Core Util Time
@ \\\/D|-HOST04.VDILAB-HC.LOCAL\Physical Cpu(_Total)\% Core Util Time
s \\VD|-HOST-06.VDILAB-HC.LOCAL\Physical Cpu(_Total)\% Core Util Time

@mmmm— \\\/D|-HOST-08.VDILAB-HC.LOCAL\Physical Cpu(_Total)\% Core Util Time
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Figure 61 8x HyperFlex Compute-Only ESXi Hosts CPU Core Utilization Running 3800 Windows 10 VMware
Non-Persistent Desktops (Total % Core Utilization)

3800 VDI non-persistent on Windows 10 using VMware Horizon Provisioning: 8x Hyperflex Converge
Nodes CPU Core Util%
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Figure 62 16x HyperFlex Compute-Only ESXi Hosts CPU Core Utilization Running 3800 Windows 10
VMware Non-Persistent Desktops (Total % Core Utilization)

3800 VDI Non-persistent Windows 10 1809 Using VMware Horizon Provisioning: 16x Hyperflex Nodes
CPU Core Util %
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3800 VDI non-persistent desktops on Windows 10 using VMware Horizon Provisioning: 8x Hyperflex
Converge nodes Non Kernel MBytes
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3800 VDI non-persistent desktops on Windows 10 using VMware Horizon Provisioning: 16x Hyperflex
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Figure 63 HyperFlex Cluster Ul Performance Chart for Knowledge Worker Workload Running 3800 User Test
on VMware Windows 10 Virtual Desktops

2:52PM 303 PM 315PM 3:26 PM 338 PM 349 PM

I0P5 08/21/2020 2:40:00 PM - 08/21/2020 4:00:00 PM * Read Max : 17441.5Min: 0 Avg: 10764.04  » Write Max : 61184 Min : 0 Avg : 38551.99

67.5K
- -’H/___/___/f /"\/_\A,_-.__,——i_/ﬁ../\
¢ — I
-
g — — =

Throughput (MBps) 08/21/2020 2:40:00 PM - 08/21/2020 4:00:00 PM * Read Max: 206.92 Min: 0 Avg: 12137 » Write Max : 1280.36 Min : 0 Avg: 7109

” T

Latency (msec) 08/21/2020 2:40:00 PM - 08/21/2020 4:00:00 PM * Read Max:1.83Min: 0 Avg:1.08 » Write Max:8.4Min:0Avg: 371

2:40 PM 2:52PM 3:03PM 315PM 3:26 PM 3:38 PM 3:45 PM 4:00PM

Cluster Time : 08/21/2020 4:00:09 PM PDT

Test results for 4000 VMware VDI Persistent Desktops using Machine Creation Services highlights include:

o 0.826 second baseline response time

o 1.385 second average response time with 4000 desktops running

o Average CPU utilization of 90 percent during steady state

o Average of 650 GB of RAM used out of 768 GB available

e 50000 peak I/O operations per second (IOPS) per cluster at steady state

e 500-750MBps peak throughput per cluster at steady state



Figure 64 Login VSI Analyzer Chart for 4000 Windows 10 Horizon Persistent Virtual Desktops
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Figure 65 Three Consecutive Login VSI Analyzer Chart for 4000 Windows 10 VMware persistent Virtual
Desktops
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ESX Host Performance Counters

When running a VMware ESXi environment for our VMware Virtual Desktop workloads, it’s important to monitor a
few key performance counters to ensure the best end-user experience. We look for CPU utilization, memory
availability, network throughput and Storage performance:

o CPU Performance: With VMware ESXi, using esxtop, our main counter is % Core Utilization.

« Memory Availability: We measure the memory available in megabytes to ensure that memory is not being
consumed at a high level.

o We measure the bytes sent and received by the VM Network and Storage vSwitches on each ESXi HX
Host.

o Storage performance: We use HyperFlex Connect to monitor and review storage performance during VDI.

The following figures show the results of our workload testing:



Figure 66 8x HyperFlex Converged ESXi Hosts CPU Core Utilization Running 4000 Windows 10 VMware
Persistent Desktops (Total % Core Utilization)

ESXTOP CPU Core Util% for 8x Hyperflex Converged Nodes for 4000 VDI Persistent Desktops using
VMware Horizon Provisoning
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Figure 67 16x HyperFlex Converged ESXi Hosts CPU Core Utilization Running 4000 Windows 10 VMware
Persistent Desktops (Total % Core Utilization)

ESXTOP CPU Core Util% for 16x Hyperflex Converged Nodes for 4000 VDI Persistent Desktops using
VMware Horizon Provisioning
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NonKernal Memory used in Mbytes for 16x Hyperflex Compute Only Nodes for 4000 Usres Using
VMware Horizon Provisioning
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Mbytes Received/Sent for 4000 Full Clone Persistent using VMware Horizon for vSwitch vm-hx-vmnetwork
8x HX Converged Nodes
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Mbytes Received/Sent for 4000 Full Clone Persistent using VMware Horizon for vSwitch vm-hx-
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Figure 68 HyperFlex Cluster Ul Performance Chart for Knowledge Worker Workload Running 4000 User Test
on VMware Windows 10 persistent Virtual Desktops
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Summary

This Cisco HyperFlex solution addresses the urgent requirements of IT by delivering a platform that is cost effec-
tive and simple to deploy and manage. The architecture and approach used provides for a flexible and high-
performance system with a familiar and consistent management model from Cisco. In addition, the solution of-
fers numerous enterprise-class data management features to deliver the next-generation hyper-converged sys-
tem.

Only Cisco offers the flexibility to add compute only nodes to a true hyper-converged cluster for compute inten-
sive workloads like desktop virtualization. This translates to lower cost for the customer since no hyper-
convergence licensing is required for those nodes. This CVD demonstrates a 2:1 compute only to hypercon-
verged node configuration that would save customers very significant licensing costs.

Delivering responsive, resilient, high-performance VMware Horizon provisioned Microsoft Windows 10 Virtual
Machines and Microsoft Windows Server sessions for hosted Apps or desktops has many advantages for desk-
top virtualization administrators.

The solution is fully capable of supporting graphics accelerated workloads. Each Cisco HyperFlex server can
support up to two NVIDIA T4 cards. The Cisco UCS B200 M5 server supports up to two NVIDIA P6 cards for high



density, high performance graphics workload support. For customers who need higher graphics density, our
HXAF240c M5 and HX-C240 M5 server can accommodate up to six NVIDIA T4 cards, up to two RTX6000 cards
or up to two RTX8000 cards. See our Cisco Graphics White Paper for our fifth generation servers with NVIDIA
GPUs and software for details on how to integrate this capability with VMware Virtual Desktops.

The Virtual desktop end-user experience, as measured by the Login VSI tool in benchmark mode, is out-
standing with Intel Xeon 2" Generation Scalable Family processors and Cisco 2933Mhz memory. In fact,
we have set a new industry standard in performance for Desktop Virtualization on a hyper-converged plat-
form.
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