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Executive Summary

To keep pace with the market, you need systems that support rapid, agile development processes. Cisco
HyperFlex™ Systems let you unlock the full potential of hyper-convergence and adapt IT to the needs of your
workloads. The systems use an end-to-end software-defined infrastructure approach, combining software-
defined computing in the form of Cisco HyperFlex HX-Series Nodes, software-defined storage with the powerful
Cisco HyperFlex HX Data Platform, and software-defined networking with the Cisco UCS fabric that integrates
smoothly with Cisco® Application Centric Infrastructure (Cisco ACI™).

Together with a single point of connectivity and management, these technologies deliver a pre-integrated and
adaptable cluster with a unified pool of resources that you can quickly deploy, adapt, scale, and manage to
efficiently power your applications and your business

This document provides an architectural reference and design guide for up to 5000 RDS and 4000 VDI session
workload on a 32-node (16x Cisco HyperFlex HXAF220C-M5SX server and 16x Cisco B200 M5 Compute only
nodes) Cisco HyperFlex system. We provide deployment guidance and performance data for Citrix Virtual
Desktops 1909 virtual desktops running Microsoft Windows 10 with Office 2016. The solution is a pre-integrated,
best-practice data center architecture built on the Cisco Unified Computing System (Cisco UCS), the Cisco
Nexus® 9000 family of switches and Cisco HyperFlex Data Platform software version 4.0.1b.

The solution payload is 100 percent virtualized on Cisco HyperFlex HXAF220C-M5SX hyperconverged nodes

and Cisco UCS B200 M5 Compute-Only Nodes booting through on-board M.2 SATA SSD drive running Microsoft
Hyper-V 2019 hypervisor and the Cisco HyperFlex Data Platform storage controller virtual machine. The virtual
desktops are configured with Virtual Desktops 1909, which incorporates both traditional persistent and non-
persistent virtual Windows 7/8/10 desktops, hosted applications and remote desktop service (RDS) Microsoft
Server 2008 R2, Server 2012 R2, Server 2016 or Server 2019 based desktops. The solution provides
unparalleled scale and management simplicity. Citrix Virtual Desktops Provisioning Services or Machine Creation
Services Windows 10 desktops, full clone desktops or Virtual Apps server-based desktops can be provisioned on
an eight node Cisco HyperFlex cluster. Where applicable, this document provides best practice recommendations
and sizing guidelines for customer deployment of this solution.

The solution boots 1550 virtual desktops machines in 30 minutes or less, making sure that users will not
experience delays in accessing their virtual workspace on HyperFlex.

Our past Cisco Validated Design studies with HyperFlex show linear scalability out to the cluster size limits of 8
HyperFlex hyperconverged nodes with Cisco UCS B200 Mb, Cisco UCS C220 Mb, or Cisco UCS C240 M5
servers. You can expect that our new HyperFlex all flash system running HX Data Platform 3.0.1 on Cisco
HXAF220 M5 or Cisco HXAF240 M5 nodes will scale up to 2500 knowledge worker users per cluster with N+1
server fault tolerance.

The solution is fully capable of supporting hardware accelerated graphic workloads. Each Cisco HyperFlex
HXAF240c M5 node and each Cisco UCS C240 M5 compute only server can support up to two NVIDIA M10 or
P40 cards. The Cisco UCS B200 Mb server supports up to two NVIDIA P6 cards for high density, high
performance graphics workload support. See the Cisco Graphics White Paper for the fifth generation servers with
NVIDIA GPUs and software for details on how to integrate this capability with Citrix Virtual Desktops.

The solution provides outstanding virtual desktop end user experience as measured by the Login VSI 4.1.32
Knowledge Worker workload running in benchmark mode. Index average end-user response times for all tested
delivery methods is under one second, representing the best performance in the industry.


https://www.cisco.com/c/dam/en/us/solutions/collateral/data-center-virtualization/desktop-virtualization-solutions-vmware-horizon-view/whitepaper_c11-739654.pdf
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Introduction

The current industry trend in data center design is towards small, granularly expandable hyperconverged
infrastructures. By using virtualization along with pre-validated IT platforms, customers of all sizes have embarked
on the journey to “just-in-time capacity” using this new technology. The Cisco HyperFlex hyperconverged solution
can be quickly deployed, thereby increasing agility and reducing costs. Cisco HyperFlex uses best of breed
storage, server and network components to serve as the foundation for desktop virtualization workloads, enabling
efficient architectural designs that can be quickly and confidently deployed and scaled-out.

Audience

The audience for this document includes, but is not limited to; sales engineers, field consultants, professional
services, IT managers, partner engineers, and customers who want to take advantage of an infrastructure built to
deliver IT efficiency and enable IT innovation.

Purpose of this Document

This document provides a step-by-step design, configuration, and implementation guide for the Cisco Validated
Design for a Cisco HyperFlex All-Flash system running two different Citrix Virtual Desktops/Virtual Apps workloads
with Cisco UCS 6300 series Fabric Interconnects and Cisco Nexus 9300 series switches.

Summary

The Cisco HyperFlex system provides a fully contained virtual server platform, with compute and memory
resources, integrated networking connectivity, a distributed high-performance log-based filesystem for virtual
machine storage, and the hypervisor software for running the virtualized servers, all within a single Cisco UCS
management domain.

Figure 1 Cisco HyperFlex System Overview
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Solution Overview

The following are the components of a Cisco HyperFlex system using Microsoft Hyper-V as the hypervisor:
e One pair of Cisco UCS Fabric Interconnects, choose from models:
— Cisco UCS 6332 Fabric Interconnect
— Cisco UCS 6332-16UP Fabric Interconnect
e FEight Cisco HyperFlex HX-Series Rack-Mount Servers, choose from the following models:
—  Cisco HyperFlex HXAF220c-M55SX All-Flash Rack-Mount Servers
— Eight Cisco UCS B200 M5 Servers for Compute-Only nodes:

= Cisco HyperFlex Data Platform Software 4.0.1b

= Microsoft Windows Server 2019 Hyper-V Hypervisor

= Microsoft Windows Active Directory and DNS services, RSAT tools (end-user supplied)
=  SCVMM - Needed for Virtual Desktops (end-user supplied)

= Citrix Virtual Apps & Desktops 1909

= Citrix Provisioning Services 1909
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This Cisco Validated Design prescribes a defined set of hardware and software that serves as an integrated
foundation for both Citrix Virtual Desktops Microsoft Windows 10 virtual desktops and Citrix Virtual Apps server
desktop sessions based on Microsoft Server 2019. The mixed workload solution includes Cisco HyperFlex
hardware and Data Platform software, Cisco Nexus® switches, the Cisco Unified Computing System (Cisco
UCS®), Citrix Virtual Desktops and Microsoft Hyper-V software in a single package. The design is efficient such
that the networking, computing, and storage components occupy a 12-rack unit footprint in an industry standard
42U rack. Port density on the Cisco Nexus switches and Cisco UCS Fabric Interconnects enables the networking
components to accommodate multiple HyperFlex clusters in a single Cisco UCS domain.

A key benefit of the Cisco Validated Design architecture is the ability to customize the environment to suit a
customer's requirements. A Cisco Validated Design scales easily as requirements and demand change. The
solution can be scaled both up (adding resources to a Cisco Validated Design unit) and out (adding more Cisco
Validated Design units).

The reference architecture detailed in this document highlights the resiliency, cost benefit, and ease of
deployment of a hyper-converged desktop virtualization solution. A solution capable of consuming multiple
protocols across a single interface allows for customer choice and investment protection because it truly is a wire-
once architecture.

The combination of technologies from Cisco Systems, Inc. and Microsoft Inc. produced a highly efficient, robust
and affordable desktop virtualization solution for a virtual desktop, hosted shared desktop or mixed deployment
supporting different use cases. Key components of the solution include the following:

e More power, same size. Cisco HX-series nodes, dual 20-core 2.3 GHz Intel Xeon (Gold 6230) Scalable
Family processors with 768GB of 2666Mhz memory with Citrix Virtual Desktops support more virtual
desktop workloads than the previously released generation processors on the same hardware. The Intel
Xeon Gold 6230 20-core scalable family processors used in this study provided a balance between
increased per-server capacity and cost.

e Fault-tolerance with high availability built into the design. The various designs are based on multiple Cisco
HX-Series nodes, Cisco UCS rack servers and Cisco UCS blade servers for virtual desktop and
infrastructure workloads. The design provides N+1 server fault tolerance for every payload type tested.

e Stress-tested to the limits during aggressive boot scenario. The 4000 user hosted virtual desktop and 5000
user hosted shared desktop environment booted and registered with the Virtual Desktops Studio in under 5
minutes, providing our customers with an extremely fast, reliable cold-start desktop virtualization system.

e Stress-tested to the limits during simulated login storms. All 5000 users logged in and started running
workloads up to steady state in 48-minutes without overwhelming the processors, exhausting memory or
exhausting the storage subsystems, providing customers with a desktop virtualization system that can easily
handle the most demanding login and startup storms.

e Ultra-condensed computing for the data center. The rack space required to support the initial 5000 user
system is 32 rack units, including Cisco Nexus Switching and Cisco Fabric interconnects. Incremental Citrix
Virtual Desktops users can be added to the Cisco HyperFlex cluster up to the cluster scale limits, currently
16 hyper converged and 16 compute only nodes, by adding one or more nodes.

e 100 percent virtualized: This CVD presents a validated design that is 100 percent virtualized on Microsoft
Hyper-V 2019. All the virtual desktops, user data, profiles, and supporting infrastructure components,
including Active Directory, SQL Servers, Citrix Virtual Desktops components, Virtual Desktops VDI desktops
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and Virtual Apps servers were hosted as virtual machines. This provides customers with complete flexibility
for maintenance and capacity additions because the entire system runs on the Cisco HyperFlex hyper-
converged infrastructure with stateless Cisco UCS HX-series servers. (Infrastructure virtual machines were
hosted on two Cisco UCS C220 M4 Rack Servers outside of the HX cluster to deliver the highest capacity
and best economics for the solution.)

e (isco data center management: Cisco maintains industry leadership with the new Cisco UCS Manager
4.0(1c) software that simplifies scaling, guarantees consistency, and eases maintenance. Cisco’s ongoing
development efforts with Cisco UCS Manager, Cisco UCS Central, and Cisco UCS Director insure that
customer environments are consistent locally, across Cisco UCS Domains and across the globe. Cisco UCS
software suite offers increasingly simplified operational and deployment management, and it continues to
widen the span of control for customer organizations’ subject matter experts in compute, storage and
network.

o (Cisco 40G Fabric: Our 40G unified fabric story gets additional validation on 6300 Series Fabric
Interconnects as Cisco runs more challenging workload testing, while maintaining unsurpassed user
response times.

e Cisco HyperFlex Connect (HX Connect): An all-new HTML 5 based Web Ul Introduced with HyperFlex
v4.0.1c is available for use as the primary management tool for Cisco HyperFlex. Through this centralized
point of control for the cluster, administrators can create volumes, monitor the data platform health, and
manage resource use. Administrators can also use this data to predict when the cluster will need to be
scaled.

e (Cisco HyperFlex storage performance: Cisco HyperFlex provides industry-leading hyper converged storage
performance that efficiently handles the most demanding 1/O bursts (for example, login storms), high write
throughput at low latency, delivers simple and flexible business continuity and helps reduce storage cost
per desktop.

e Cisco HyperFlex agility: Cisco HyperFlex System enables users to seamlessly add, upgrade or remove
storage from the infrastructure to meet the needs of the virtual desktops.

e Optimized for performance and scale. For hosted shared desktop sessions, the best performance was
achieved when the number of vCPUs assigned to the virtual machines did not exceed the number of
hyper-threaded (logical) cores available on the server. In other words, maximum performance is obtained
when not overcommitting the CPU resources for the virtual machines running virtualized RDS systems.

Cisco Desktop Virtualization Solutions: Data Center

The Evolving Workplace

Today’s IT departments are facing a rapidly evolving workplace environment. The workforce is becoming
increasingly diverse and geographically dispersed, including offshore contractors, distributed call center
operations, knowledge and task workers, partners, consultants, and executives connecting from locations around
the world at all times.

This workforce is also increasingly mobile, conducting business in traditional offices, conference rooms across the
enterprise campus, home offices, on the road, in hotels, and at the local coffee shop. This workforce wants to use
a growing array of client computing and mobile devices that they can choose based on personal preference.
These trends are increasing pressure on IT to ensure protection of corporate data and prevent data leakage or
loss through any combination of user, endpoint device, and desktop access scenarios (Figure 2).

12
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These challenges are compounded by desktop refresh cycles to accommodate aging PCs and bounded local
storage and migration to new operating systems, specifically Microsoft Windows 10 and productivity tools,
specifically Microsoft Office 2016.

Figure 2 Cisco Data Center Partner Collaboration
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Some of the key drivers for desktop virtualization are increased data security, the ability to expand and contract
capacity and reduced TCO through increased control and reduced management costs.

Cisco Desktop Virtualization Focus

Cisco focuses on three key elements to deliver the best desktop virtualization data center infrastructure:
simplification, security, and scalability. The software combined with platform modularity provides a simplified,
secure, and scalable desktop virtualization platform.

Simplified
Cisco UCS and Cisco HyperFlex provide a radical new approach to industry-standard computing and provides the
core of the data center infrastructure for desktop virtualization. Among the many features and benefits of Cisco
UCS are the drastic reduction in the number of servers needed and in the number of cables used per server, and
the capability to rapidly deploy or re-provision servers through Cisco UCS service profiles. With fewer servers and
cables to manage and with streamlined server and virtual desktop provisioning, operations are significantly
simplified. Thousands of desktops can be provisioned in minutes with Cisco UCS Manager service profiles and
Cisco storage partners’ storage-based cloning. This approach accelerates the time to productivity for end users,
improves business agility, and allows IT resources to be allocated to other tasks.

Cisco UCS Manager automates many mundane, error-prone data center operations such as configuration and
provisioning of server, network, and storage access infrastructure. In addition, Cisco UCS B-Series Blade Servers,
C-Series and HX-Series Rack Servers with large memory footprints enable high desktop density that helps reduce
server infrastructure requirements.

13



Solution Summary

Simplification also leads to more successful desktop virtualization implementation. Cisco and its technology
partners like Microsoft have developed integrated, validated architectures, including predefined hyper-converged
architecture infrastructure packages such as HyperFlex. Cisco Desktop Virtualization Solutions have been tested
with Microsoft Hyper-V.

Secure

Although virtual desktops are inherently more secure than their physical predecessors, they introduce new
security challenges. Mission-critical web and application servers using a common infrastructure such as virtual
desktops are now at a higher risk for security threats. Inter-virtual machine traffic now poses an important security
consideration that IT managers need to address, especially in dynamic environments in which virtual machines,
using Microsoft Live Migration, move across the server infrastructure.

Desktop virtualization, therefore, significantly increases the need for virtual machine-level awareness of policy and
security, especially given the dynamic and fluid nature of virtual machine mobility across an extended computing
infrastructure. The ease with which new virtual desktops can proliferate magnifies the importance of a
virtualization-aware network and security infrastructure. Cisco data center infrastructure (Cisco UCS and Cisco
Nexus Family solutions) for desktop virtualization provides strong data center, network, and desktop security, with
comprehensive security from the desktop to the hypervisor. Security is enhanced with segmentation of virtual
desktops, virtual machine-aware policies and administration, and network security across the LAN and WAN
infrastructure.

Scalable

Growth of a desktop virtualization solution is accelerating, so a solution must be able to scale, and scale
predictably, with that growth. The Cisco Desktop Virtualization Solutions support high virtual-desktop density
(desktops per server) and additional servers scale with near-linear performance. Cisco data center infrastructure
provides a flexible platform for growth and improves business agility. Cisco UCS Manager service profiles allow
on-demand desktop provisioning and make it just as easy to deploy dozens of desktops as it is to deploy
thousands of desktops.

Cisco HyperFlex servers provide near-linear performance and scale. Cisco UCS implements the patented Cisco
Extended Memory Technology to offer large memory footprints with fewer sockets (with scalability to up to 1.5
terabyte (TB) of memory with 2- and 4-socket servers). Using unified fabric technology as a building block, Cisco
UCS server aggregate bandwidth can scale to up to 80 Gbps per server, and the northbound Cisco UCS fabric
interconnect can output 2 terabits per second (Tbps) at line rate, helping prevent desktop virtualization /O and
memory bottlenecks. Cisco UCS, with its high-performance, low-latency unified fabric-based networking
architecture, supports high volumes of virtual desktop traffic, including high-resolution video and communications
traffic. In addition, Cisco HyperFlex helps maintain data availability and optimal performance during boot and login
storms as part of the Cisco Desktop Virtualization Solutions. Recent Cisco Validated Designs based on Citrix Virtual
Desktops, Cisco HyperFlex solutions have demonstrated scalability and performance, with up to 5000 hosted
virtual desktops and hosted shared desktops up and running in 5 minutes.

Cisco UCS and Cisco Nexus data center infrastructure provides an excellent platform for growth, with transparent
scaling of server, network, and storage resources to support desktop virtualization, data center applications, and
cloud computing.

Savings and Success

The simplified, secure, scalable Cisco data center infrastructure for desktop virtualization solutions saves time and
money compared to alternative approaches. Cisco UCS enables faster payback and ongoing savings (better ROI
and lower TCO) and provides the industry’s greatest virtual desktop density per server, reducing both capital
expenditures (CapEx) and operating expenses (OpEx). The Cisco UCS architecture and Cisco Unified Fabric also
enables much lower network infrastructure costs, with fewer cables per server and fewer ports required. In
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addition, storage tiering and deduplication technologies decrease storage costs, reducing desktop storage needs
by up to 50 percent.

The simplified deployment of Cisco HyperFlex for desktop virtualization accelerates the time to productivity and
enhances business agility. T staff and end users are more productive more quickly, and the business can respond
to new opportunities quickly by deploying virtual desktops whenever and wherever they are needed. The high-
performance Cisco systems and network deliver a near-native end-user experience, allowing users to be
productive anytime and anywhere.

The key measure of desktop virtualization for any organization is its efficiency and effectiveness in both the near
term and the long term. The Cisco Desktop Virtualization Solutions are very efficient, allowing rapid deployment,
requiring fewer devices and cables, and reducing costs. The solutions are also extremely effective, providing the
services that end users need on their devices of choice while improving IT operations, control, and data security.
Success is bolstered through Cisco’s best-in-class partnerships with leaders in virtualization and through tested
and validated designs and services to help customers throughout the solution lifecycle. Long-term success is
enabled using Cisco’s scalable, flexible, and secure architecture as the platform for desktop virtualization.

The ultimate measure of desktop virtualization for any end user is a great experience. Cisco HyperFlex delivers
class-leading performance with sub-second base line response times and index average response times at full
load of just under one second.

Use Cases

e Healthcare: Mobility between desktops and terminals, compliance, and cost

e Federal government: Teleworking initiatives, business continuance, continuity of operations (COOP), and
training centers

e Financial: Retail banks reducing IT costs, insurance agents, compliance, and privacy

e FEducation: K-12 student access, higher education, and remote learning

e State and local governments: IT and service consolidation across agencies and interagency security
e Retail: Branch-office IT cost reduction and remote vendors

e Manufacturing: Task and knowledge workers and offshore contractors

e Microsoft Windows 10 migration

e Graphic intense applications

e  Security and compliance initiatives

e Opening of remote and branch offices or offshore facilities

e Mergers and acquisitions

Physical Topology

The Cisco HyperFlex system is composed of a pair of Cisco UCS 6200/6300 series Fabric Interconnects, along

with up to 16 HXAF-Series rack mount servers per cluster Up to 8 separate HX clusters can be installed under a
single pair of Fabric Interconnects. The Fabric Interconnects both connect to every HX-Series rack mount server,
and both connect to every Cisco UCS 5108 blade chassis. Upstream network connections, also referred to as
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“northbound” network connections are made from the Fabric Interconnects to the customer data center network
at the time of installation.

‘ﬂ For this study, we uplinked the Cisco 6332-16UP Fabric Interconnects to Cisco Nexus 93108YCPX
switches.

Figure 3 Cisco HyperFlex Standard Topology
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Fabric Interconnects

Fabric Interconnects (FI) are deployed in pairs, wherein the two units operate as a management cluster, while
forming two separate network fabrics, referred to as the A side and B side fabrics. Therefore, many design
elements will refer to FI A or FI B, alternatively called fabric A or fabric B. Both Fabric Interconnects are active at all
times, passing data on both network fabrics for a redundant and highly available configuration. Management
services, including Cisco UCS Manager, are also provided by the two Fls but in a clustered manner, where one Fl
is the primary, and one is secondary, with a roaming clustered IP address. This primary/secondary relationship is
only for the management cluster and has no effect on data transmission.

16



Solution Summary

HX-Series Rack-Mount Servers

The HX-Series converged servers are connected directly to the Cisco UCS Fabric Interconnects in Direct Connect
mode. This option enables Cisco UCS Manager to manage the HX-Series rack-mount Servers using a single
cable for both management traffic and data traffic. Both the HXAF220C-M5SX and HXAF240C-Mb5SX servers are
configured with the Cisco VIC 1387 network interface card (NIC) installed in a modular LAN on motherboard
(MLOM) slot, which has dual 40 Gigabit Ethernet (GbE) ports. The standard and redundant connection practice is
to connect port 1 of the VIC 1387 to a port on FI A, and port 2 of the VIC 1387 to a port on FI B (Figure 4).

r.

Failure to follow this cabling practice can lead to errors, discovery failures, and loss of redundant con-
nectivity.

Figure 4 HX-Series Server Connectivity
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Cisco UCS B-Series Blade Servers

Hybrid HyperFlex clusters also incorporate 1-16 Cisco UCS B200 M5 blade servers for additional compute
capacity. Like all other Cisco UCS B-series blade servers, the Cisco UCS B200 M5 must be installed within a
Cisco UCS 5108 blade chassis. The blade chassis comes populated with 1-4 power supplies, and 8 modular
cooling fans. In the rear of the chassis are two bays for installation of Cisco Fabric Extenders. The Fabric
Extenders (also commonly called 10 Modules, or IOMs) connect the chassis to the Fabric Interconnects. Internally,
the Fabric Extenders connect to the Cisco VIC 1340 card installed in each blade server across the chassis
backplane. The standard connection practice is to connect 1-4 40 GbE or 2 x 40 (native) GbE links from the left
side IOM, or IOM 1, to FI' A, and to connect the same number of 40 GbE links from the right side IOM, or IOM 2, to

FI B (Figure 5). All other cabling configurations are invalid, and can lead to errors, discovery failures, and loss of
redundant connectivity.

Figure 5 Cisco UCS 5108 Chassis Connectivity

Cisco UCS Fl 6332: FI-A Cisco UCS Fl 6332: FI-B

UCS 5108 Chassis with 1-4 Links per Fl to Fabric Extender
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Logical Network Design

The Cisco HyperFlex system has communication pathways that fall into four defined zones (Figure 6):

Management Zone: This zone comprises the connections needed to manage the physical hardware, the
hypervisor hosts, and the storage platform controller virtual machines (SCVM). These interfaces and IP
addresses need to be available to all staff who will administer the HX system, throughout the LAN/WAN.
This zone must provide access to Domain Name System (DNS) and Network Time Protocol (NTP) services
and allow Secure Shell (SSH) communication. In this zone are multiple physical and virtual components:

— Fabric Interconnect management ports.

— Cisco UCS external management interfaces used by the servers and blades, which answer through the
FI management ports.

— Hyper-V host management interfaces.
— Storage Controller virtual machine management interfaces.
— Aroaming HX cluster management interface.

VM Zone: This zone comprises the connections needed to service network 10 to the guest virtual machines
that will run inside the HyperFlex hyperconverged system. This zone typically contains multiple VLANS that
are trunked to the Cisco UCS Fabric Interconnects via the network uplinks and tagged with 802.1Q VLAN
IDs. These interfaces and IP addresses need to be available to all staff and other computer endpoints which
need to communicate with the guest virtual machines in the HX system, throughout the LAN/WAN.

Storage Zone: This zone comprises the connections used by the Cisco HX Data Platform software, Hyper-V
hosts, and the storage controller virtual machines to service the HX Distributed Data Filesystem. These
interfaces and IP addresses need to be able to communicate with each other at all times for proper
operation. During normal operation, this traffic all occurs within the Cisco UCS domain, however there are
hardware failure scenarios where this traffic would need to traverse the network northbound of the Cisco
UCS domain. For that reason, the VLAN used for HX storage traffic must be able to traverse the network
uplinks from the Cisco UCS domain, reaching FI A from FI B, and vice-versa. This zone is primarily jumbo
frame traffic therefore jumbo frames must be enabled on the Cisco UCS uplinks. In this zone are multiple
components:

— A vmnic interface used for storage traffic for each Hyper-V host in the HX cluster.
— Storage Controller virtual machine storage interfaces.
— Aroaming HX cluster storage interface.

Live Migration Zone: This zone comprises the connections used by the Hyper-V hosts to enable
LiveMigration of the guest virtual machines from host to host. During normal operation, this traffic all occurs
within the Cisco UCS domain, however there are hardware failure scenarios where this traffic would need to
traverse the network northbound of the Cisco UCS domain. For that reason, the VLAN used for HX storage
traffic must be able to traverse the network uplinks from the Cisco UCS domain, reaching FI A from FI B,
and vice-versa.

Figure 6 illustrates the logical network design.
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Figure 6 Logical Network Design
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The reference hardware configuration includes:
e Two Cisco Nexus 93108YCPX switches
e Two Cisco UCS 6332-16UP fabric interconnects
e  Eight Cisco HX-series Rack server running HyperFlex data platform version 4.0.1b.
e Eight Cisco B200 M5 Blade Server running HyperFlex data platform version 4.0.1b

For desktop virtualization, the deployment includes Citrix Virtual Desktops running on Microsoft Hyper-V. The
design is intended to provide a large-scale building block for persistent/non-persistent desktops with following
density per four-node configuration:

e 4000 Citrix Virtual Desktops Windows 10 non-persistent virtual desktops using PVS

e 5000 Citrix Virtual Apps Windows 2019 Server Desktops using PVS

& All the Windows 10 virtual desktops were provisioned with 4GB of memory for this study. Typically, per-
sistent desktop users may desire more memory. If more than 4GB memory is needed, the second
memory channel on the Cisco HXAF220c-M5SX HX-Series Rack Server should be populated.

Data provided here will allow customers to run VDI desktops to suit their environment. For example, additional
drives can be added in existing server to improve |/O capability and throughput, and special hardware or software
features can be added to introduce new features. This document guides you through the low-level steps for
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deploying the base architecture, as shown in Figure 3. These procedures explain everything from physical cabling
to network, compute and storage device configurations.
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Technology Overview

This section describes the infrastructure components used in the solution outlined in this study.

Cisco Unified Computing System

Cisco UCS Manager (UCSM) provides unified, embedded management of all software and hardware components
of the Cisco Unified Computing System™ (Cisco UCS) and Cisco HyperFlex through an intuitive GUI, a command-
line interface (CLI), and an XML API. The manager provides a unified management domain with centralized
management capabilities and can control multiple chassis and thousands of virtual machines.

Cisco UCS is a next-generation data center platform that unites computing, networking, and storage access. The
platform, optimized for virtual environments, is designed using open industry-standard technologies and aims to
reduce total cost of ownership (TCO) and increase business agility. The system integrates a low-latency; lossless
40 Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture servers. It is an integrated,
scalable, multi-chassis platform in which all resources participate in a unified management domain.

Cisco Unified Computing System Components

The main components of Cisco UCS are:

e Compute: The system is based on an entirely new class of computing system that incorporates blade, rack
and hyperconverged servers based on Intel® Xeon® scalable family processors.

e Network: The system is integrated on a low-latency, lossless, 40-Gbps unified network fabric. This network
foundation consolidates LANs, SANs, and high-performance computing (HPC) networks, which are
separate networks today. The unified fabric lowers costs by reducing the number of network adapters,
switches, and cables needed, and by decreasing the power and cooling requirements.

e Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability,
performance, and operational control of virtual environments. Cisco security, policy enforcement, and
diagnostic features are now extended into virtualized environments to better support changing business and
IT requirements.

e Storage: The Cisco HyperFlex rack servers provide high performance, resilient storage using the powerful
HX Data Platform software. Customers can deploy as few as three nodes (replication factor 2/3,) depending
on their fault tolerance requirements. These nodes form a HyperFlex storage and compute cluster. The
onboard storage of each node is aggregated at the cluster level and automatically shared with all the nodes.

e Management: Cisco UCS uniguely integrates all system components, enabling the entire solution to be
managed as a single entity by Cisco UCS Manager. The manager has an intuitive GUI, a CLI, and a robust
API for managing all system configuration processes and operations. Our latest advancement offers a
cloud-based management system called Cisco Intersight.

Cisco UCS and Cisco HyperFlex are designed to deliver:
o Reduced TCO and increased business agility.
e Increased IT staff productivity through just-in-time provisioning and mobility support.

e A cohesive, integrated system that unifies the technology in the data center; the system is managed,
serviced, and tested as a whole.
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e Scalability through a design for hundreds of discrete servers and thousands of virtual machines and the
capability to scale /O bandwidth to match demand.

e Industry standards supported by a partner ecosystem of industry leaders.

Cisco UCS Manager provides unified, embedded management of all software and hardware components of the
Cisco Unified Computing System across multiple chassis, rack servers, and thousands of virtual machines. Cisco
UCS Manager manages Cisco UCS as a single entity through an intuitive GUI, a command-line interface (CLI), or
an XML API for comprehensive access to all Cisco UCS Manager Functions.

The Cisco HyperFlex system provides a fully contained virtual server platform, with compute and memory
resources, integrated networking connectivity, a distributed high-performance log-structured file system for virtual
machine storage, and the hypervisor software for running the virtualized servers, all within a single Cisco UCS
management domain.

Figure 7 Cisco HyperFlex System Overview
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Supported Versions and System Requirements

Cisco HX Data Platform requires specific software and hardware versions, and networking settings for successful
installation.

For a complete list of requirements, see: Cisco HyperFlex Systems Installation Guide on Microsoft Hyper-V

Hardware and Software Interoperability

For a complete list of hardware and software inter-dependencies, refer to the Cisco UCS Manager release version
for the Hardware and Software Interoperability for Cisco HyperFlex HX-Series.

Software Requirements for Microsoft Hyper-V

The software requirements include verification that you are using compatible versions of Cisco HyperFlex
Systems (HX) components and Microsoft Server components.
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HyperFlex Software Versions

The HX components—Cisco HX Data Platform Installer, Cisco HX Data Platform, and Cisco UCS firmware are
installed on different servers. Verify that each component on each server used with and within an HX Storage
Cluster are compatible.

e \erify that the preconfigured HX servers have the same version of Cisco UCS server firmware installed. If
the Cisco UCS Fabric Interconnects (Fl) firmware versions are different, see the Cisco HyperFlex Systems
Upgrade Guide for steps to align the firmware versions.

e M5: For NEW hybrid or All Flash (Cisco HyperFlex HX240c M5 or HX220c M5) deployments, verify that
Cisco UCS Manager 3.2(3b) or later is installed.

Cisco UCS Fabric Interconnect

The Cisco UCS 6300 Series Fabric Interconnects are a core part of Cisco UCS, providing both network
connectivity and management capabilities for the system. The Cisco UCS 6300 Series offers line-rate, low-
latency, lossless 40 Gigabit Ethernet, FCoE, and Fibre Channel functions.

The fabric interconnects provide the management and communication backbone for the Cisco UCS B-Series
Blade Servers, Cisco UCS C-Series and HX-Series rack servers and Cisco UCS 5100 Series Blade Server
Chassis. All servers, attached to the fabric interconnects become part of a single, highly available management
domain. In addition, by supporting unified fabric, the Cisco UCS 6300 Series provides both LAN and SAN
connectivity for all blades in the domain.

For networking, the Cisco UCS 6300 Series uses a cut-through architecture, supporting deterministic, low-
latency, line-rate 40 Gigabit Ethernet on all ports, 2.56 terabit (Tb) switching capacity, and 320 Gbps of bandwidth
per chassis, independent of packet size and enabled services. The product series supports Cisco low-latency,
lossless, 40 Gigabit Ethernet unified network fabric capabilities, increasing the reliability, efficiency, and scalability
of Ethernet networks. The fabric interconnects support multiple traffic classes over a lossless Ethernet fabric, from
the blade server through the interconnect. Significant TCO savings come from an FCoE-optimized server design in
which network interface cards (NICs), host bus adapters (HBAs), cables, and switches can be consolidated.

Figure 8 Cisco UCS 6332 Fabric Interconnect
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Figure 9 Cisco UCS 6332-16UP Fabric Interconnect
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Cisco HyperFlex HX-Series Nodes

Cisco HyperFlex systems are based on an end-to-end software-defined infrastructure, combining software-
defined computing in the form of Cisco Unified Computing System (Cisco UCS) servers; software-defined storage
with the powerful Cisco HX Data Platform and software-defined networking with the Cisco UCS fabric that will
integrate smoothly with Cisco Application Centric Infrastructure (Cisco ACI™). Together with a single point of
connectivity and hardware management, these technologies deliver a pre-integrated and adaptable cluster that is
ready to provide a unified pool of resources to power applications as your business needs dictate.

A Cisco HyperFlex cluster requires a minimum of three HX-Series nodes (with disk storage). Data is replicated
across at least two of these nodes, and a third node is required for continuous operation in the event of a single-
node failure. Each node that has disk storage is equipped with at least one high-performance SSD drive for data
caching and rapid acknowledgment of write requests. Each node is also equipped with the platform’s physical
capacity of either spinning disks or enterprise-value SSDs for maximum data capacity.

Cisco UCS HXAF220c-M5S Rack Server

The Cisco UCS HXAF220c M5 servers extend the capabilities of Cisco’s HyperFlex portfolio in a 1U form factor
with the addition of the Intel® Xeon® Processor Scalable Family, 24 DIMM slots for 2666MHz DIMMs, up to 128GB
individual DIMM capacities and up to 3.0TB of total DRAM capacities.

This small footprint configuration of Cisco HyperFlex all-flash nodes contains one M.2 SATA SSD drive that act as
the boot drives, a single 240-GB solid-state disk (SSD) data-logging drive, a single 400-GB SSD write-log drive,
and up to eight 3.8-terabyte (TB) or 960-GB SATA SSD drives for storage capacity. A minimum of three nodes
and a maximum of eight nodes can be configured in one HX cluster. For detailed information, see the Cisca
HyperFlex HXAE220c-Mb5S Spec Sheet.
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Figure 10 Cisco UCS HXAF220c-M5SX Rack Server Front View
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1 Drive Slots 7 Fan status LED
Slot 01 (For System/Log drive)
« 1 x SATA 55D
Slot 02 (For Cache drive)
« 1 x NVMe 55D OR
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= 1 % SED SAS 55D
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2 N/A 8 MNetwork link activity LED
3 Power button/Power status LED 9 Temperature status LED
4 Unit identification button/LED 10 Pull-out asset tag
5 System status LED 11 KVM connector (used with KVM cable that
provides two USB 2.0, one VGA, and one
serial connector)
6 Power supply status LED - -

Figure 11 Cisco UCS HXAF220c-M5SX Rack Server Rear View
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1 Modular LAN-on-motherboard (mLOM) card 7 Rear unit identification button/LED

bay (x16)
2 USB 3.0 ports (two) 8 Power supplies (two, redundant as 1+1)
3 Dual 1/10-Gb Ethernet ports (LAN1 and 9 PCle riser 2 (slot 2) (half-height, x16);
LANZ). LAN1 is left connector and LANZ is
right connector
4 VGA video port (DB-15) 10 PCle riser 1 (slot 1) (full-height, x16)

5 1-Gb Ethernet dedicated management port 11 Threaded holes for dual-hole grounding lug

6 Serial port (RJ-45 connector) - -

The Cisco UCS HXAF220c-M5S delivers performance, flexibility, and optimization for data centers and remote
sites. This enterprise-class server offers market-leading performance, versatility, and density without compromise
for workloads ranging from web infrastructure to distributed databases. The Cisco UCS HXAF220c-M5SX can
quickly deploy stateless physical and virtual workloads with the programmable ease of use of the Cisco UCS
Manager software and simplified server access with Cisco® Single Connect technology. Based on the Intel Xeon
scalable family processor product family, it offers up to 1.5TB of memory using 64-GB DIMMs, up to ten disk
drives, and up to 40 Gbps of I/O throughput. The Cisco UCS HXAF220c-M5Soffers exceptional levels of
performance, flexibility, and /O throughput to run your most demanding applications.

The Cisco UCS HXAF220c-M5S provides:
e Up to two multicore Intel Xeon scalable family processor for up to 56 processing cores

o 24 DIMM slots for industry-standard DDR4 memory at speeds 2666 MHz, and up to 1.5TB of total memory
when using 64-GB DIMMs

e Ten hot-pluggable SAS and SATA HDDs or SSDs

e Cisco UCS VIC 1387, a 2-port, 80 Gigabit Ethernet and FCoE-capable modular (mLOM) mezzanine
adapter

e Cisco FlexStorage local drive storage subsystem, with flexible boot and local storage capabilities that allow
you to install and boot Hypervisor

e Enterprise-class pass-through RAID controller
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e Fasily add, change, and remove Cisco FlexStorage modules

Cisco VIC 1387 mLOM Interface Card

The Cisco UCS Virtual Interface Card (VIC) 1387 is a dual-port Enhanced Small Form-Factor Pluggable (QSFP+)
40-Gbps Ethernet and Fibre Channel over Ethernet (FCoE)) in @ modular LAN-on-motherboard (mLOM) adapter
installed in the Cisco UCS HX-Series Rack Servers (Figure 12). The mLOM slot can be used to install a Cisco VIC
without consuming a PCle slot, which provides greater 1/O expandability. It incorporates next-generation
converged network adapter (CNA) technology from Cisco, providing investment protection for future feature
releases. The card enables a policy-based, stateless, agile server infrastructure that can present up to 256 PCle
standards-compliant interfaces to the host that can be dynamically configured as either network interface cards
(NICs) or host bus adapters (HBAs). The personality of the card is determined dynamically at boot time using the
service profile associated with the server. The number, type (NIC or HBA), identity (MAC address and World Wide
Name [WWN]), failover policy, bandwidth, and quality-of-service (QoS) policies of the PCle interfaces are all
determined using the service profile.

Figure 12 Cisco VIC 1387 mLOM Card

Cisco HyperFlex Converged Data Platform Software

The Cisco HyperFlex HX Data Platform is a purpose-built, high-performance, distributed file system with a wide
array of enterprise-class data management services. The data platform’s innovations redefine distributed storage
technology, exceeding the boundaries of first-generation hyperconverged infrastructures. The data platform has
all the features that you would expect of an enterprise shared storage system, eliminating the need to configure
and maintain complex Fibre Channel storage networks and devices. The platform simplifies operations and helps
ensure data availability. Enterprise-class storage features include the following:

e Replication replicates data across the cluster so that data availability is not affected if single or multiple
components fail (depending on the replication factor configured).

e Deduplication is always on, helping reduce storage requirements in virtualization clusters in which multiple
operating system instances in client virtual machines result in large amounts of replicated data.

e Compression further reduces storage requirements, reducing costs, and the log- structured file system is
designed to store variable-sized blocks, reducing internal fragmentation.

28



Technology Overview

e Thin provisioning allows large volumes to be created without requiring storage to support them until the
need arises, simplifying data volume growth and making storage a “pay as you grow” propaosition.

e Fast, space-efficient clones rapidly replicate storage volumes so that virtual machines can be replicated
simply through metadata operations, with actual data copied only for write operations.

e Snapshots help facilitate backup and remote-replication operations: needed in enterprises that require

always-on data availability.

Cisco HyperFlex Connect HTML5 Management Web Page

An all-new HTML 5 based Web Ul is available for use as the primary management tool for Cisco HyperFlex.
Through this centralized point of control for the cluster, administrators can create volumes, monitor the data
platform health, and manage resource use. Administrators can also use this data to predict when the cluster will
need to be scaled. To use the HyperFlex Connect Ul, connect using a web browser to the HyperFlex cluster IP

address: http://<hx controller cluster ip>.

Cisco Intersight Management Web Page

Cisco Intersight (https://intersight.com), previously known as Starship, is the latest visionary cloud-based

management tool, designed to provide a centralized off-site management, monitoring and reporting tool for all
your Cisco UCS based solutions. In the initial release of Cisco Intersight, monitoring and reporting is enabled
against Cisco HyperFlex clusters. The Cisco Intersight website and framework can be upgraded with new and
enhanced features independently of the products that are managed, meaning that many new features and
capabilities can come with no downtime or upgrades required by the end users. Future releases of Cisco
HyperFlex will enable further functionality along with these upgrades to the Cisco Intersight framework. This unique
combination of embedded and online technologies will result in a complete cloud-based management solution that
can care for Cisco HyperFlex throughout the entire lifecycle, from deployment through retirement.
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Figure 13 HyperFlex Connect GUI
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Replication Factor

The policy for the number of duplicate copies of each storage block is chosen during cluster setup and is referred
to as the replication factor (RF).

e Replication Factor 3: For every /O write committed to the storage layer, 2 additional copies of the blocks
written will be created and stored in separate locations, for a total of 3 copies of the blocks. Blocks are
distributed in such a way as to ensure multiple copies of the blocks are not stored on the same disks, nor
on the same nodes of the cluster. This setting can tolerate simultaneous failures 2 entire nodes without
losing data and resorting to restore from backup or other recovery processes.

o Replication Factor 2: For every /O write committed to the storage layer, 1 additional copy of the blocks
written will be created and stored in separate locations, for a total of 2 copies of the blocks. Blocks are
distributed in such a way as to ensure multiple copies of the blocks are not stored on the same disks, nor
on the same nodes of the cluster. This setting can tolerate a failure 1 entire node without losing data and
resorting to restore from backup or other recovery processes.

Data Distribution

Incoming data is distributed across all nodes in the cluster to optimize performance using the caching tier.

Effective data distribution is achieved by mapping incoming data to stripe units that are stored evenly across all
nodes, with the number of data replicas determined by the policies you set. When an application writes data, the
data is sent to the appropriate node based on the stripe unit, which includes the relevant block of information. This
data distribution approach in combination with the capability to have multiple streams writing at the same time
avoids both network and storage hot spots, delivers the same 1/O performance regardless of virtual machine
location, and gives you more flexibility in workload placement. This contrasts with other architectures that use a
data locality approach that does not fully use available networking and 1/O resources and is vulnerable to hot spots.

When moving a virtual machine to a new location using tools such as Hyper-V Cluster Optimization, the Cisco
HyperFlex HX Data Platform does not require data to be moved. This approach significantly reduces the impact
and cost of moving virtual machines among systems.
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Data Operations

The data platform implements a distributed, log-structured file system that changes how it handles caching and
storage capacity depending on the node configuration.

In the all-flash-memory configuration, the data platform uses a caching layer in SSDs to accelerate write
responses, and it implements the capacity layer in SSDs. Read requests are fulfilled directly from data obtained
from the SSDs in the capacity layer. A dedicated read cache is not required to accelerate read operations.

Incoming data is striped across the number of nodes required to satisfy availability requirements—usually two or
three nodes. Based on policies you set, incoming write operations are acknowledged as persistent after they are
replicated to the SSD drives in other nodes in the cluster. This approach reduces the likelihood of data loss due to
SSD or node failures. The write operations are then de-staged to SSDs in the capacity layer in the all-flash
memory configuration for long-term storage.

The log-structured file system writes sequentially to one of two write logs (three in case of RF=3) until it is full. It
then switches to the other write log while de-staging data from the first to the capacity tier. When existing data is
(logically) overwritten, the log-structured approach simply appends a new block and updates the metadata. This
layout benefits SSD configurations in which seek operations are not time consuming. It reduces the write
amplification levels of SSDs and the total number of writes the flash media experiences due to incoming writes
and random overwrite operations of the data.

When data is de-staged to the capacity tier in each node, the data is deduplicated and compressed. This process
occurs after the write operation is acknowledged, so no performance penalty is incurred for these operations. A
small deduplication block size helps increase the deduplication rate. Compression further reduces the data
footprint. Data is then moved to the capacity tier as write cache segments are released for reuse (Figure 14).

32



Technology Overview

Figure 14 Data Write Operation Flow Through the Cisco HyperFlex HX Data Platform
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Hot data sets, data that are frequently or recently read from the capacity tier, are cached in memory. All-Flash
configurations, however, does not use an SSD read cache since there is no performance benefit of such a cache;
the persistent data copy already resides on high-performance SSDs. In these configurations, a read cache
implemented with SSDs could become a bottleneck and prevent the system from using the aggregate bandwidth
of the entire set of SSDs.

Data Optimization

The Cisco HyperFlex HX Data Platform provides finely detailed inline deduplication and variable block inline
compression that is always on for objects in the cache (SSD and memory) and capacity (SSD or HDD) layers.
Unlike other solutions, which require you to turn off these features to maintain performance, the deduplication and
compression capabilities in the Cisco data platform are designed to sustain and enhance performance and
significantly reduce physical storage capacity requirements.

Data Deduplication

Data deduplication is used on all storage in the cluster, including memory and SSD drives. Based on a patent-
pending Top-K Majority algorithm, the platform uses conclusions from empirical research that show that most
data, when sliced into small data blocks, has significant deduplication potential based on a minority of the data
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blocks. By fingerprinting and indexing just these frequently used blocks, high rates of deduplication can be
achieved with only a small amount of memory, which is a high-value resource in cluster nodes (Figure 15).

Figure 15 Cisco HyperFlex HX Data Platform Optimizes Data Storage with No Performance Impact
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Inline Compression

The Cisco HyperFlex HX Data Platform uses high-performance inline compression on data sets to save storage
capacity. Although other products offer compression capabilities, many negatively affect performance. In contrast,
the Cisco data platform uses CPU-offload instructions to reduce the performance impact of compression
operations. In addition, the log-structured distributed-objects layer has no effect on modifications (write
operations) to previously compressed data. Instead, incoming modifications are compressed and written to a new
location, and the existing (old) data is marked for deletion, unless the data needs to be retained in a snapshot.

The data that is being modified does not need to be read prior to the write operation. This feature avoids typical
read-modify-write penalties and significantly improves write performance.

Log-Structured Distributed Objects

In the Cisco HyperFlex HX Data Platform, the log-structured distributed-object store layer groups and compresses
data that filters through the deduplication engine into self-addressable objects. These objects are written to disk in
a log-structured, sequential manner. All incoming I/O—including random |/O—is written sequentially to both the
caching (SSD and memory) and persistent (SSD or HDD) tiers. The objects are distributed across all nodes in the
cluster to make uniform use of storage capacity.

By using a sequential layout, the platform helps increase flash-memory endurance. Because read-modify-write
operations are not used, there is little or no performance impact of compression, snapshot operations, and cloning
on overall performance.

Data blocks are compressed into objects and sequentially laid out in fixed-size segments, which in turn are
sequentially laid out in a log-structured manner (Figure 16). Each compressed object in the log-structured
segment is uniquely addressable using a key, with each key fingerprinted and stored with a checksum to provide
high levels of data integrity. In addition, the chronological writing of objects helps the platform quickly recover from
media or node failures by rewriting only the data that came into the system after it was truncated due to a failure.
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Figure 16 Cisco HyperFlex HX Data Platform Optimizes Data Storage with No Performance Impact
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Encryption

Securely encrypted storage optionally encrypts both the caching and persistent layers of the data platform.
Integrated with enterprise key management software, or with passphrase-protected keys, encrypting data at rest
helps you comply with HIPAA, PCI-DSS, FISMA, and SOX regulations. The platform itself is hardened to Federal
Information Processing Standard (FIPS) 140-1 and the encrypted drives with key management comply with the
FIPS 140-2 standard.

Data Services

The Cisco HyperFlex HX Data Platform provides a scalable implementation of space-efficient data services,
including thin provisioning, space reclamation, pointer-based snapshots, and clones, without affecting
performance.

Thin Provisioning

The platform makes efficient use of storage by eliminating the need to forecast, purchase, and install disk capacity
that may remain unused for a long time. Virtual data containers can present any amount of logical space to
applications, whereas the amount of physical storage space that is needed is determined by the data that is
written. You can expand storage on existing nodes and expand your cluster by adding more storage-intensive
nodes as your business requirements dictate, eliminating the need to purchase large amounts of storage before
you need it.

Snapshots

The Cisco HyperFlex HX Data Platform uses metadata-based, zero-copy snapshots to facilitate backup operations
and remote replication: critical capabilities in enterprises that require always-on data availability. Space-efficient
snapshots allow you to perform frequent online data backups without worrying about the consumption of physical
storage capacity. Data can be moved offline or restored from these snapshots instantaneously.

e Fast snapshot updates: When modified-data is contained in a snapshot, it is written to a new location, and
the metadata is updated, without the need for read-modify-write operations.

e Rapid snapshot deletions: You can quickly delete snapshots. The platform simply deletes a small amount of
metadata that is located on an SSD, rather than performing a long consolidation process as needed by
solutions that use a delta-disk technique.

e Highly specific snapshots: With the Cisco HyperFlex HX Data Platform, you can take snapshots on an
individual file basis. In virtual environments, these files map to drives in a virtual machine. This flexible
specificity allows you to apply different snapshot policies on different virtual machines.

Many basic backup applications read the entire dataset, or the changed blocks since the last backup at a rate that
is usually as fast as the storage, or the operating system can handle. This can cause performance implications
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since HyperFlex is built on Cisco UCS with T0GbE which could result in multiple gigabytes per second of backup
throughput. These basic backup applications, such as Windows Server Backup, should be scheduled during off-
peak hours, particularly the initial backup if the application lacks some form of change block tracking.

Full featured backup applications, such as Veeam Backup and Replication v9.5, have the ability to limit the amount
of throughput the backup application can consume which can protect latency sensitive applications during the
production hours. With the release of v9.5 update 2, Veeam is the first partner to integrate HX native

snapshots into the product. HX Native snapshots do not suffer the performance penalty of delta-disk snapshots,
and do not require heavy disk IO impacting consolidation during snapshot deletion.

Particularly important for SQL administrators is the Veeam Explorer for SQL which can provide transaction level
recovery within the Microsoft VSS framework. The three ways Veeam Explorer for SQL Server works to restore
SQL Server databases include; from the backup restore point, from a log replay to a point in time, and from a log
replay to a specific transaction - all without taking the virtual machine or SQL Server offline.

Fast, Space-Efficient Clones

In the Cisco HyperFlex HX Data Platform, clones are writable snapshots that can be used to rapidly provision items
such as virtual desktops and applications for test and development environments. These fast, space-efficient
clones rapidly replicate storage volumes so that virtual machines can be replicated through just metadata
operations, with actual data copying performed only for write operations. With this approach, hundreds of clones
can be created and deleted in minutes. Compared to full-copy methods, this approach can save a significant
amount of time, increase IT agility, and improve IT productivity.

Clones are deduplicated when they are created. When clones start diverging from one another, data that is
common between them is shared, with only unique data occupying new storage space. The deduplication engine
eliminates data duplicates in the diverged clones to further reduce the clone’s storage footprint.

Data Replication and Availability

In the Cisco HyperFlex HX Data Platform, the log-structured distributed-object layer replicates incoming data,
improving data availability. Based on policies that you set, data that is written to the write cache is synchronously
replicated to one or two other SSD drives located in different nodes before the write operation is acknowledged to
the application. This approach allows incoming writes to be acknowledged quickly while protecting data from SSD
or node failures. If an SSD or node fails, the replica is quickly re-created on other SSD drives or nodes using the
available copies of the data.

The log-structured distributed-object layer also replicates data that is moved from the write cache to the capacity
layer. This replicated data is likewise protected from SSD or node failures. With two replicas, or a total of three
data copies, the cluster can survive uncorrelated failures of two SSD drives or two nodes without the risk of data
loss. Uncorrelated failures are failures that occur on different physical nodes. Failures that occur on the same node
affect the same copy of data and are treated as a single failure. For example, if one disk in a node fails and
subsequently another disk on the same node fails, these correlated failures count as one failure in the system. In
this case, the cluster could withstand another uncorrelated failure on a different node. See the Cisco HyperFlex HX
Data Platform system administrator’s guide for a complete list of fault-tolerant configurations and settings.

If a problem occurs in the Cisco HyperFlex HX controller software, data requests from the applications residing in
that node are automatically routed to other controllers in the cluster. This same capability can be used to upgrade
or perform maintenance on the controller software on a rolling basis without affecting the availability of the cluster
or data. This self-healing capability is one of the reasons that the Cisco HyperFlex HX Data Platform is well suited
for production applications.
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In addition, native replication transfers consistent cluster data to local or remote clusters. With native replication,
you can snapshot and store point-in-time copies of your environment in local or remote environments for backup
and disaster recovery purposes.

Data Rebalancing

A distributed file system requires a robust data rebalancing capability. In the Cisco HyperFlex HX Data Platform, no
overhead is associated with metadata access, and rebalancing is extremely efficient. Rebalancing is a non-
disruptive online process that occurs in both the caching and persistent layers, and data is moved at a fine level of
specificity to improve the use of storage capacity. The platform automatically rebalances existing data when nodes
and drives are added or removed or when they fail. When a new node is added to the cluster, its capacity and
performance is made available to new and existing data. The rebalancing engine distributes existing data to the
new node and helps ensure that all nodes in the cluster are used uniformly from capacity and performance
perspectives. If a node fails or is removed from the cluster, the rebalancing engine rebuilds and distributes copies
of the data from the failed or removed node to available nodes in the clusters.

Online Upgrades

Cisco HyperFlex HX-Series systems and the HX Data Platform support online upgrades so that you can expand
and update your environment without business disruption. You can easily expand your physical resources; add
processing capacity; and download and install BIOS, driver, hypervisor, firmware, and Cisco UCS Manager
updates, enhancements, and bug fixes.

Cisco Nexus 93108YCPX Switches

The Cisco Nexus 93180YC-EX Switch has 48 1/10/25G-Gbps Small Form Pluggable Plus (SFP+) ports and 6
40/100-Gbps Quad SFP+ (QSFP+) uplink ports. All ports are line rate, delivering 3.6 Tbps of throughput ina 1-
rack-unit (1RU) form factor.

Architectural Flexibility

e Includes top-of-rack, fabric extender aggregation, or middle-of-row fiber-based server access connectivity
for traditional and leaf-spine architectures

e Includes leaf node support for Cisco ACI architecture

e Increase scale and simplify management through Cisco Nexus 2000 Fabric Extender support

Feature-Rich

e Enhanced Cisco NX-OS Software is designed for performance, resiliency, scalability, manageability, and
programmability

ACI-ready infrastructure helps users take advantage of automated policy-based systems management

Virtual extensible LAN (VXLAN) routing provides network services

Rich traffic flow telemetry with line-rate data collection

Real-time buffer utilization per port and per queue, for monitoring traffic micro-bursts and application traffic
patterns
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Real-Time Visibility and Telemetry

Cisco Tetration Analytics Platform support with built-in hardware sensors for rich traffic flow telemetry and
line-rate data collection

Cisco Nexus Data Broker support for network traffic monitoring and analysis

Real-time buffer utilization per port and per queue, for monitor traffic micro-bursts and application traffic
patterns

Highly Available and Efficient Design

High-performance, non-blocking architecture
Easily deployed into either a hot-aisle and cold-aisle configuration

Redundant, hot-swappable power supplies and fan trays

Simplified Operations

Pre-boot execution environment (PXE) and Power-On Auto Provisioning (POAP) support allows for
simplified software upgrades and configuration file installation

Automate and configure switches with DevOps tools like Puppet, Chef, and Ansible

An intelligent API offers switch management through remote procedure calls (RPCs, JSON, or XML) over a
HTTP/HTTPS infrastructure

Python scripting gives programmatic access to the switch command-line interface (CLI)

Includes hot and cold patching, and online diagnostics

Investment Protection

A Cisco 40-Gb bidirectional transceiver allows for reuse of an existing 10 Gigabit Ethernet multimode
cabling plant for 40 Gigabit Ethernet

Support for 10-Gb and 25-Gb access connectivity and 40-Gb and 100-Gb uplinks facilitate data centers
migrating switching infrastructure to faster speeds

1.44 Tops of bandwidth in a T RU form factor
48 fixed 1/10-Gbps SFP+ ports

6 fixed 40-Gbps QSFP+ for uplink connectivity that can be turned into 10 Gb ports through a QSFP to SFP
or SFP+ Adapter (QSA)

Latency of 1 to 2 microseconds
Front-to-back or back-to-front airflow configurations
1+1 redundant hot-swappable 80 Plus Platinum-certified power supplies

Hot swappable 2+1 redundant fan tray
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Figure 17 Cisco Nexus 93108YC Switch

Microsoft Hyper-V 2019

Hyper-V is Microsoft's hardware virtualization product. It lets you create and run a software version of a computer,
called a virtual machine. Each virtual machine acts like a complete computer, running an operating system and
programs. When you need computing resources, virtual machines give you more flexibility, help save time and
money, and are a more efficient way to use hardware than just running one operating system on physical
hardware.

Hyper-V runs each virtual machine in its own isolated space, which means you can run more than one virtual
machine on the same hardware at the same time. You might want to do this to avoid problems such as a crash
affecting the other workloads, or to give different people, groups or services access to different systems.

Microsoft System Center 2019

This document does not cover the steps to install Microsoft System Center Operations Manager (SCOM) and
Virtual Machine Manager (SCVMM). Follow the Microsoft guidelines to install SCOM and SCVMM 2016:

e SCOM: https://docs.microsoft.com/en-us/system-center/scom/deploy-overview

e SCVMM: https://docs.microsoft.com/en-us/system-center/vmm/install-console

Citrix Virtual Apps and Desktops™ 1909

Enterprise IT organizations are tasked with the challenge of provisioning Microsoft Windows apps and desktops
while managing cost, centralizing control, and enforcing corporate security policy. Deploying Windows apps to
users in any location, regardless of the device type and available network bandwidth, enables a mobile workforce
that can improve productivity. With Citrix Virtual Desktops 1909, IT can effectively control app and desktop
provisioning while securing data assets and lowering capital and operating expenses.

The Virtual Desktops 1909 release offers these benefits:

e Comprehensive virtual desktop delivery for any use case. The Virtual Desktops 1909 release incorporates
the full power of Virtual Apps, delivering full desktops or just applications to users. Administrators can deploy
both Virtual Apps published applications and desktops (to maximize T control at low cost) or personalized
VDI desktops (with simplified image management) from the same management console. Citrix Virtual
Desktops 1909 leverages common policies and cohesive tools to govern both infrastructure resources and
user access.

e Simplified support and choice of BYO (Bring Your Own) devices. Virtual Desktops 1909 brings thousands of
corporate Microsoft Windows-based applications to mobile devices with a native-touch experience and
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optimized performance. HDX technologies create a “high definition” user experience, even for graphics
intensive design and engineering applications.

Lower cost and complexity of application and desktop management. Virtual Desktops 1909 helps IT
organizations take advantage of agile and cost-effective cloud offerings, allowing the virtualized
infrastructure to flex and meet seasonal demands or the need for sudden capacity changes. IT
organizations can deploy Virtual Desktops application and desktop workloads to private or public clouds.

Protection of sensitive information through centralization. Virtual Desktops decreases the risk of corporate
data loss, enabling access while securing intellectual property and centralizing applications since assets
reside in the data center.

Virtual Delivery Agent improvements. Universal print server and driver enhancements and support for the
HDX 3D Pro graphics acceleration for Windows 10 are key additions in Virtual Desktops 1909.

Improved high-definition user experience. Virtual Desktops 1909 continues the evolutionary display protocol
leadership with enhanced Thinwire display remoting protocol and Framehawk support for HDX 3D Pro.

Citrix Virtual Apps and Virtual Desktops are application and desktop virtualization solutions built on a unified
architecture so they're simple to manage and flexible enough to meet the needs of all your organization's users.
Virtual Apps and Virtual Desktops have a common set of management tools that simplify and automate IT tasks.
You use the same architecture and management tools to manage public, private, and hybrid cloud deployments as
you do for on premises deployments.

Citrix Virtual Apps delivers:

Virtual Apps published apps, also known as server-based hosted applications: These are applications
hosted from Microsoft Windows servers to any type of device, including Windows PCs, Macs, smartphones,
and tablets. Some Virtual Apps editions include technologies that further optimize the experience of using
Windows applications on a mobile device by automatically translating native mobile-device display,
navigation, and controls to Windows applications; enhancing performance over mobile networks; and
enabling developers to optimize any custom Windows application for any mobile environment.

Virtual Apps published desktops, also known as server-hosted desktops: These are inexpensive, locked-
down Windows virtual desktops hosted from Windows server operating systems. They are well suited for
users, such as call center employees, who perform a standard set of tasks.

Virtual machine-hosted apps: These are applications hosted from machines running Windows desktop
operating systems for applications that can’t be hosted in a server environment.

Windows applications delivered with Microsoft App-V: These applications use the same management tools
that you use for the rest of your Virtual Apps deployment.

Citrix Virtual Desktops: Includes significant enhancements to help customers deliver Windows apps and
desktops as mobile services while addressing management complexity and associated costs.
Enhancements in this release include:

— Unified product architecture for Virtual Apps and Virtual Desktops: The FlexCast Management
Architecture (FMA). This release supplies a single set of administrative interfaces to deliver both
hosted-shared applications (RDS) and complete virtual desktops (VDI). Unlike earlier releases that
separately provisioned Citrix Virtual Apps and Virtual Desktops farms, the Virtual Desktops 1909 release
allows administrators to deploy a single infrastructure and use a consistent set of tools to manage mixed
application and desktop workloads.
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— Support for extending deployments to the cloud. This release provides the ability for hybrid cloud
provisioning from Microsoft Azure, Amazon Web Services (AWS) or any Cloud Platform-powered public
or private cloud. Cloud deployments are configured, managed, and monitored through the same
administrative consoles as deployments on traditional on-premises infrastructure.

Citrix Virtual Desktops delivers:

e VDI desktops: These virtual desktops each run a Microsoft Windows desktop operating system rather than
running in a shared, server-based environment. They can provide users with their own desktops that they
can fully personalize.

e Hosted physical desktops: This solution is well suited for providing secure access powerful physical
machines, such as blade servers, from within your data center.

e Remote PC access: This solution allows users to log in to their physical Windows PC from anywhere over a
secure Virtual Desktops connection.

e Server VDI: This solution is designed to provide hosted desktops in multitenant, cloud environments.

e Capabilities that allow users to continue to use their virtual desktops: These capabilities let users continue to
work while not connected to your network.

This product release includes the following new and enhanced features:

# Some Virtual Desktops editions include the features available in Virtual Apps.

/ones

Deployments that span widely-dispersed locations connected by a WAN can face challenges due to network
latency and reliability. Configuring zones can help users in remote regions connect to local resources without
forcing connections to traverse large segments of the WAN. Using zones allows effective Site management from
a single Citrix Studio console, Citrix Director, and the Site database. This saves the costs of deploying, staffing,
licensing, and maintaining additional Sites containing separate databases in remote locations.

Zones can be helpful in deployments of all sizes. You can use zones to keep applications and desktops closer to
end users, which improves performance.

For more information, see the Zones article.

Improved Database Flow and Configuration

When you configure the databases during Site creation, you can now specify separate locations for the Site,
Logging, and Monitoring databases. Later, you can specify different locations for all three databases. In previous
releases, all three databases were created at the same address, and you could not specify a different address for
the Site database later.

You can now add more Delivery Controllers when you create a Site, as well as later. In previous releases, you
could add more Controllers only after you created the Site.

For more information, see the Databases and Controllers articles.
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Application Limits

Configure application limits to help manage application use. For example, you can use application limits to manage
the number of users accessing an application simultaneously. Similarly, application limits can be used to manage
the number of simultaneous instances of resource-intensive applications, this can help maintain server
performance and prevent deterioration in service.

For more information, see the Manage applications article.

Multiple Notifications before Machine Updates or Scheduled Restarts

You can now choose to repeat a notification message that is sent to affected machines before the following types
of actions begin:

e Updating machines in a Machine Catalog using a new master image
e Restarting machines in a Delivery Group according to a configured schedule

If you indicate that the first message should be sent to each affected machine 15 minutes before the update or
restart begins, you can also specify that the message be repeated every five minutes until the update/restart
begins.

For more information, see the Manage Machine Catalogs and Manage machines in Delivery Groups articles.

API Support for Managing Session Roaming

By default, sessions roam between client devices with the user. When the user launches a session and then
moves to another device, the same session is used, and applications are available on both devices. The
applications follow, regardless of the device or whether current sessions exist. Similarly, printers and other
resources assigned to the application follow.

ﬂ You can now use the PowerShell SDK to tailor session roaming. This was an experimental feature in the
previous release.

For more information, see the Sessions article.

API Support for Provisioning Virtual Machines from Hypervisor Templates

When using the PowerShell SDK to create or update a Machine Catalog, you can now select a template from
other hypervisor connections. This is in addition to the currently-available choices of virtual machine images and
snapshots.

Support for New and Additional Platforms

See the System requirements article for full support information. Information about support for third-party product
versions is updated periodically.

By default, SQL Server 2012 Express SP2 is installed when you install the Delivery Controller. SP1 is no longer
installed.

The component installers now automatically deploy newer Microsoft Visual C++ runtime versions: 32-bit and 64-
bit Microsoft Visual C++ 2013, 2010 SP1, and 2008 SP1. Visual C++ 2005 is no longer deployed.

You can install Studio or VDAs for Windows Desktop OS on machines running Windows 10.
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You can create connections to Microsoft Azure virtualization resources.

Figure 18 Logical Architecture of Citrix Virtual Desktops
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Citrix Provisioning Services 1909

Most enterprises struggle to keep up with the proliferation and management of computers in their environments.
Each computer, whether it is a desktop PC, a server in a data center, or a kiosk-type device, must be managed as
an individual entity. The benefits of distributed processing come at the cost of distributed management. It costs
time and money to set up, update, support, and ultimately decommission each computer. The initial cost of the
machine is often dwarfed by operating costs.

Citrix PVS takes a very different approach from traditional imaging solutions by fundamentally changing the
relationship between hardware and the software that runs on it. By streaming a single shared disk image (vDisk)
rather than copying images to individual machines, PVS enables organizations to reduce the number of disk
images that they manage, even as the number of machines continues to grow, simultaneously providing the
efficiency of centralized management and the benefits of distributed processing.

In addition, because machines are streaming disk data dynamically and in real time from a single shared image,
machine image consistency is essentially ensured. At the same time, the configuration, applications, and even the
OS of large pools of machines can be completed changed in the time it takes the machines to reboot.

Using PVS, any vDisk can be configured in standard-image mode. A vDisk in standard-image mode allows many
computers to boot from it simultaneously, greatly reducing the number of images that must be maintained and the
amount of storage that is required. The vDisk is in read-only format, and the image cannot be changed by target
devices.
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Benefits for Citrix Virtual Apps and Other Server Farm Administrators

If you manage a pool of servers that work as a farm, such as Citrix Virtual Apps servers or web servers,
maintaining a uniform patch level on your servers can be difficult and time consuming. With traditional imaging
solutions, you start with a clean golden master image, but as soon as a server is built with the master image, you
must patch that individual server along with all the other individual servers. Rolling out patches to individual servers
in your farm is not only inefficient, but the results can also be unreliable. Patches often fail on an individual server,
and you may not realize you have a problem until users start complaining or the server has an outage. After that
happens, getting the server resynchronized with the rest of the farm can be challenging, and sometimes a full
reimaging of the machine is required.

With Citrix PVS, patch management for server farms is simple and reliable. You start by managing your golden
image, and you continue to manage that single golden image. All patching is performed in one place and then
streamed to your servers when they boot. Server build consistency is assured because all your servers use a
single shared copy of the disk image. If a server becomes corrupted, simply reboot it, and it is instantly back to the
known good state of your master image. Upgrades are extremely fast to implement. After you have your updated
image ready for production, you simply assign the new image version to the servers and reboot them. You can
deploy the new image to any number of servers in the time it takes them to reboot. Just as important, rollback can
be performed in the same way, so problems with new images do not need to take your servers or your users out
of commission for an extended period.

Benefits for Desktop Administrators

Because Citrix PVS is part of Citrix Virtual Desktops, desktop administrators can use PVS’s streaming technology
to simplify, consolidate, and reduce the costs of both physical and virtual desktop delivery. Many organizations are
beginning to explore desktop virtualization. Although virtualization addresses many of IT’s needs for consolidation
and simplified management, deploying it also requires deployment of supporting infrastructure. Without PVS,
storage costs can make desktop virtualization too costly for the IT budget. However, with PVS, IT can reduce the
amount of storage required for VDI by as much as 90 percent. And with a single image to manage instead of
hundreds or thousands of desktops, PVS significantly reduces the cost, effort, and complexity for desktop
administration.

Different types of workers across the enterprise need different types of desktops. Some require simplicity and
standardization, and others require high performance and personalization. Virtual Desktops can meet these
requirements in a single solution using Citrix FlexCast delivery technology. With FlexCast, IT can deliver every type
of virtual desktop, each specifically tailored to meet the performance, security, and flexibility requirements of each
individual user.

Not all desktops applications can be supported by virtual desktops. For these scenarios, IT can still reap the
benefits of consolidation and single-image management. Desktop images are stored and managed centrally in the
data center and streamed to physical desktops on demand. This model works particularly well for standardized
desktops such as those in lab and training environments and call centers and thin-client devices used to access
virtual desktops.

Citrix Provisioning Services Solution

Citrix PVS streaming technology allows computers to be provisioned and re-provisioned in real time from a single
shared disk image. With this approach, administrators can completely eliminate the need to manage and patch
individual systems. Instead, all image management is performed on the master image. The local hard drive of each
system can be used for runtime data caching or, in some scenarios, removed from the system entirely, which
reduces power use, system failure rate, and security risk.
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The PVS solution’s infrastructure is based on software-streaming technology. After PVS components are installed
and configured, a vDisk is created from a device’s hard drive by taking a snapshot of the OS and application image
and then storing that image as a vDisk file on the network. A device used for this process is referred to as a
master target device. The devices that use the vDisks are called target devices. vDisks can exist on a PVS, file
share, or in larger deployments, on a storage system with which PVS can communicate (iISCSI, SAN, network-
attached storage [NAS], and Common Internet File System [CIFS]). vDisks can be assigned to a single target
device in private-image mode, or to multiple target devices in standard-image mode.

Citrix Provisioning Services Infrastructure

The Citrix PVS infrastructure design directly relates to administrative roles within a PVS farm. The PVS
administrator role determines which components that administrator can manage or view in the console.

A PVS farm contains several components. Figure 19 provides a high-level view of a basic PVS infrastructure and
shows how PVS components might appear within that implementation.

Figure 19 Logical Architecture of Citrix Provisioning Services
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The following new features are available with Provisioning Services 1909:

e Linux streaming

e XenServer proxy using PVS-Accelerator

Architecture and Design of Citrix Virtual Desktops on Cisco Unified Computing
System and Cisco HyperFlex Storage Design Fundamentals

There are many reasons to consider a virtual desktop solution such as an ever growing and diverse base of user
devices, complexity in management of traditional desktops, security, and even Bring Your Own Computer (BYOC)
to work programs. The first step in designing a virtual desktop solution is to understand the user community and
the type of tasks that are required to successfully execute their role.

The following user classifications are provided:
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Knowledge Workers today do not just work in their offices all day - they attend meetings, visit branch
offices, work from home, and even coffee shops. These anywhere workers expect access to all their same
applications and data wherever they are.

External Contractors are increasingly part of your everyday business. They need access to certain portions
of your applications and data, yet administrators still have little control over the devices they use and the
locations they work from. Consequently, IT is stuck making trade-offs on the cost of providing these
workers a device vs. the security risk of allowing them access from their own devices.

Task Workers perform a set of well-defined tasks. These workers access a small set of applications and
have limited requirements from their PCs. However, since these workers are interacting with your
customers, partners, and employees, they have access to your most critical data.

Mobile Workers need access to their virtual desktop from everywhere, regardless of their ability to connect
to a network. In addition, these workers expect the ability to personalize their PCs, by installing their own
applications and storing their own data, such as photos and music, on these devices.

Shared Workstation users are often found in state-of-the-art universities and business computer labs,
conference rooms or training centers. Shared workstation environments have the constant requirement to
re-provision desktops with the latest operating systems and applications as the needs of the organization
change, tops the list.

After the user classifications have been identified and the business requirements for each user classification have
been defined, it becomes essential to evaluate the types of virtual desktops that are needed based on user
requirements. There are essentially five potential desktops environments for each user:

Traditional PC: A traditional PC is what typically constituted a desktop environment; physical device with a
locally installed operating system.

Hosted Shared Desktop: A hosted, server-based desktop is a desktop where the user interacts through a
delivery protocol. With hosted, server-based desktops, a single installed instance of a server operating
system, such as Microsoft Windows Server 2012, is shared by multiple users simultaneously. Each user
receives a desktop " session" and works in an isolated memory space. Changes made by one user could
impact the other users.

Hosted Virtual Desktop: A hosted virtual desktop is a virtual desktop running either on virtualization layer
(ESX) or on bare metal hardware. The user does not work with and sit in front of the desktop, but instead
the user interacts through a delivery protocol.

Published Applications: Published applications run entirely on the Microsoft Session Hosts and the user
interacts through a delivery protocol. With published applications, a single installed instance of an
application, such as Microsoft, is shared by multiple users simultaneously. Each user receives an application
"session" and works in an isolated memory space.

Streamed Applications: Streamed desktops and applications run entirely on the user’s local client device
and are sent from a server on demand. The user interacts with the application or desktop directly, but the
resources may only available while they are connected to the network.

Local Virtual Desktop: A local virtual desktop is a desktop running entirely on the user’s local device and
continues to operate when disconnected from the network. In this case, the user’s local device is used as a
type 1 hypervisor and is synced with the data center when the device is connected to the network.

For the purposes of the validation represented in this document, both Virtual Desktops Virtual Desktops and Virtual
Apps Hosted Shared Desktop server sessions were validated. Each of the sections provides some fundamental
design decisions for this environment.
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Understanding Applications and Data

When the desktop user groups and sub-groups have been identified, the next task is to catalog group application

and data requirements. This can be one of the most time-consuming processes in the VDI planning exercise but is
essential for the VDI project’s success. If the applications and data are not identified and co-located, performance
will be negatively affected.

The process of analyzing the variety of application and data pairs for an organization will likely be complicated by
the inclusion cloud applications, like SalesForce.com. This application and data analysis is beyond the scope of this
Cisco Validated Design but should not be omitted from the planning process. There are a variety of third-party
tools available to assist organizations with this crucial exercise.

Project Planning and Solution Sizing Sample Questions

Now that user groups, their applications, and their data requirements are understood, some key project and
solution sizing questions may be considered.

General project questions should be addressed at the outset, including:

Has a VDI pilot plan been created based on the business analysis of the desktop groups, applications, and
data”?

Is there infrastructure and budget in place to run the pilot program?

Are the required skill sets to execute the VDI project available? Can we hire or contract for them?
Do we have end user experience performance metrics identified for each desktop sub-group?
How will we measure success or failure?

What is the future implication of success or failure?

Below is a short, non-exhaustive list of sizing questions that should be addressed for each user sub-group:

What is the desktop OS planned? Windows 7, Windows 8, or Windows 107
32-bit or 64-bit desktop OS?

How many virtual desktops will be deployed in the pilot? In production? All Windows 7/8/107
How much memory per target desktop group desktop?

Are there any rich media, Flash, or graphics-intensive workloads?

What is the end point graphics processing capability?

What will Citrix Virtual Apps for Remote Desktop Server Hosted Sessions use?
What is the hypervisor for the solution?

What is the storage configuration in the existing environment?

Are there sufficient IOPS available for the write-intensive VDI workload?

Will there be storage dedicated and tuned for VDI service?

Is there a voice component to the desktop?
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e s anti-virus a part of the image?
e Is user profile management (for example, non-roaming profile based) part of the solution?
e \What is the fault tolerance, failover, disaster recovery plan?

e Are there additional desktop sub-group specific questions?

Citrix Virtual Desktops Design Fundamentals

An ever growing and diverse base of user devices, complexity in management of traditional desktops, security,
and even Bring Your Own (BYQ) device to work programs are prime reasons for moving to a virtual desktop
solution.

Citrix Virtual Desktops 1909 integrates Hosted Shared and VDI desktop virtualization technologies into a unified
architecture that enables a scalable, simple, efficient, and manageable solution for delivering Windows applications
and desktops as a service.

You can select applications from an easy-to-use “store” that is accessible from tablets, smartphones, PCs, Macs,
and thin clients. Virtual Desktops delivers a native touch-optimized experience with HDX high-definition
performance, even over mobile networks.

Machine Catalogs

Collections of identical Virtual Machines or physical computers are managed as a single entity called a Machine
Catalog. In this CVD, virtual machine provisioning relies on Citrix Provisioning Services to make sure that the
machines in the catalog are consistent. In this CVD, machines in the Machine Catalog are configured to run either
a Windows Server OS (for RDS hosted shared desktops) or a Windows Desktop OS (for hosted pooled VDI
desktops).

Delivery Groups

To deliver desktops and applications to users, you create a Machine Catalog and then allocate machines from the
catalog to users by creating Delivery Groups. Delivery Groups provide desktops, applications, or a combination of
desktops and applications to users. Creating a Delivery Group is a flexible way of allocating machines and
applications to users. In a Delivery Group, you can:

e Use machines from multiple catalogs
e Allocate a user to multiple machines
e Allocate multiple users to one machine
As part of the creation process, you specify the following Delivery Group properties:
e Users, groups, and applications allocated to Delivery Groups
e Desktop settings to match users' needs
e Desktop power management options

Figure 20 illustrates how users access desktops and applications through machine catalogs and delivery groups.
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Figure 20 Access Desktops and Applications through Machine Catalogs and Delivery Groups
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Example Virtual Desktops Deployments
Two examples of typical Virtual Desktops deployments are:
e Adistributed components configuration

e A multiple site configuration

Since Virtual Apps and Virtual Desktops 1909 are based on a unified architecture, combined they can deliver a

combination of Hosted Shared Desktops (HSDs, using a Server OS machine) and Hosted Virtual Desktops (HVDs,
using a Desktop OS).

Distributed Components Configuration

You can distribute the components of your deployment among a greater number of servers or provide greater
scalability and failover by increasing the number of controllers in your site. You can install management consoles
on separate computers to manage the deployment remotely. A distributed deployment is necessary for an
infrastructure based on remote access through NetScaler Gateway (formerly called Access Gateway).

Figure 21 shows an example of a distributed components configuration. A simplified version of this configuration is
often deployed for an initial proof-of-concept (POC) deployment. The CVD described in this document deploys
Citrix Virtual Desktops in a configuration that resembles the distributed components configuration (Figure 21). Two

Cisco C220 rack servers host the required infrastructure services (AD, DNS, DHCP, Profile, SQL, Citrix Virtual
Desktops management, and StoreFront servers).
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Figure 21 Example of a Distributed Components Configuration
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Multiple Site Configuration

If you have multiple regional sites, you can use Citrix NetScaler to direct user connections to the most appropriate
site and StoreFront to deliver desktops and applications to users.

In Figure 22 depicting multiple sites, a site was created in two data centers. Having two sites globally, rather than
just one, minimizes the amount of unnecessary WAN traffic.
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Figure 22 Multiple Sites
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You can use StoreFront to aggregate resources from multiple sites to provide users with a single point of access
with NetScaler. A separate Studio console is required to manage each site; sites cannot be managed as a single
entity. You can use Director to support users across sites.

Citrix NetScaler accelerates application performance, load balances servers, increases security, and optimizes the
user experience. In this example, two NetScalers are used to provide a high availability configuration. The
NetScalers are configured for Global Server Load Balancing and positioned in the DMZ to provide a multi-site,
fault-tolerant solution.

Citrix Cloud Services

Easily deliver the Citrix portfolio of products as a service. Citrix Cloud services simplify the delivery and
management of Citrix technologies extending existing on-premises software deployments and creating hybrid
workspace services.

e Fast: Deploy apps and desktops, or complete secure digital workspaces in hours, not weeks.
o Adaptable: Choose to deploy on any cloud or virtual infrastructure — or a hybrid of both.
o Secure: Keep all proprietary information for your apps, desktops and data under your control.

e Simple: Implement a fully-integrated Citrix portfolio via a single-management plane to simplify administration

Designing a Virtual Desktops Environment for a Mixed Workload

With Citrix Virtual Desktops 1909, the method you choose to provide applications or desktops to users depends
on the types of applications and desktops you are hosting and available system resources, as well as the types of
users and user experience you want to provide.
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Server OS
machines

Desktop OS
machines

Remote PC
Access

You want: Inexpensive server-based delivery to minimize the cost of delivering
applications to many users, while providing a secure, high-definition user
experience.

Your users: Perform well-defined tasks and do not require personalization or offline
access to applications. Users may include task workers such as call center
operators and retail workers, or users that share workstations.

Application types: Any application.

You want: A client-based application delivery solution that is secure, provides
centralized management, and supports many users per host server (or hypervisor),
while providing users with applications that display seamlessly in high-definition.

Your users: Are internal, external contractors, third-party collaborators, and other
provisional team members. Users do not require off-line access to hosted
applications.

Application types: Applications that might not work well with other applications or
might interact with the operating system, such as .NET framework. These types of
applications are ideal for hosting on virtual machines.

Applications running on older operating systems such as Windows XP or Windows
Vista, and older architectures, such as 32-bit or 16-bit. By isolating each
application on its own virtual machine, if one machine fails, it does not impact other
users.

You want: Employees with secure remote access to a physical computer without
using a VPN. For example, the user may be accessing their physical desktop PC
from home or through a public WIFI hotspot. Depending upon the location, you may
want to restrict the ability to print or copy and paste outside of the desktop. This
method enables BYO device support without migrating desktop images into the
data center.

Your users: Employees or contractors that have the option to work from home but
need access to specific software or data on their corporate desktops to perform
their jobs remotely.

Host: The same as Desktop OS machines.

Application types: Applications that are delivered from an office computer and
display seamlessly in high definition on the remote user's device.
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Deployment Hardware and Software
I ————————————

Physical Components
Table 1 HyperFlex System Components

Component Hardware Required
Fabric Interconnects Two Cisco UCS 6332 Fabric Interconnects, or

Two Cisco UCS 6332-16UP Fabric Interconnects

Servers Eight Cisco HyperFlex HXAF220c-M5SX All-Flash Rack Servers
Eight Cisco UCS B200 M5 Blade Servers for Compute-Only Nodes

For complete server specifications and more information, please refer to the links below:
Compare Models:

http://www.cisco.com/c/en/us/products/hvperconverged-infrastructure/hyperflex-hx-
series/index.html#compare-models

HXAF220c-M5S5X Spec Sheet:

https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged-infrastructure/hvperflex-hx-
series/hxaf-220c-mb5-specsheet.pdf

Table 2 lists the hardware component options for the HXAF220c-M5SX server model.

Table 2 HXAF220c-M5SX Server Options
HXAF220c-M5SX | Hardware Required

options
Processors A pair of Intel Xeon Processor Scalable Family CPUs (6230 Gold)
Memory 768GB of total memory using 64 GB DDR4 2666 MHz 1.2v modules

Disk Controller Cisco 12Gbps Modular SAS HBA

SSDs | Standard One 240 GB 2.5 Inch Enterprise Value 6G SATA SSD
One 400 GB 2.5 Inch Enterprise Performance 12G SAS SSD

Six to eight 3.8 TB 2.5 Inch Enterprise Value 6G SATA SSDs, or six to eight 960 GB 2.5 Inch
Enterprise Value 6G SATA SSDs

Network Cisco UCS VIC1387 VIC MLOM
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HXAF220c-M5SX | Hardware Required

options

Boot Device

microSD Card

Optional

Software Components

One 240 GB M.2 form factor SATA SSD

One 32GB microSD card for local host utilities storage

Cisco QSA module to convert 40 GbE QSFP+ to 10 GbE SFP+

Table 3 lists the software components and the versions required for the Cisco HyperFlex system for Microsoft

Hyper-V.

Table 3 Software Components

Component

Hypervisor

Active Directory

Management Server

Cisco HyperFlex Data
Platform

Microsoft Windows Server
2019 System Preparation
Script

Ready Clone PowerShell
Script

Software Required
Hyper-V - Microsoft Windows Server 2019 Data Center

Note: Microsoft Windows Server with Hyper-V will NOT be installed in Cisco
Factory. Customers need to bring their own Windows Server ISO image that needs
to be installed at deployment site

A Windows 2012 or later domain and forest functionality level with AD integrated
DNS server.

Windows 10 or Windows Server 2016 with PowerShell and RSAT tools installed.
System Center VMM 2019

Windows Admin Center (Optional)

Cisco HyperFlex HX Data Platform Installer for Microsoft Hyper-V 4.0(1b) - Cisco-
HX-Data-Platform-Installer-v4.0.1b-29681-hyperv.vhdx.zip

Cisco HyperFlex Data Platform System Preparation Script for Microsoft Windows
Server 2019 with Cisco Drivers - HXInstall-HyperV-DatacenterCore-v4.0.1b-
29681.mg, or

Cisco HyperFlex Data Platform System Preparation Script for Microsoft Windows
Server 2019 Desktop Experience with Cisco Drivers - HXInstall-HyperV-
DatacenterDE-v4.0.1b-29681.img

Cisco HyperFlex Data Platform Hyper-V ReadyClone PowerShell Script

HxClone-HyperV-v4.0.1b-29681 .ps1
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Component Software Required

Cisco UCS Firmware Cisco UCS Infrastructure software, Cisco UCS B-Series and C-Series bundles,
revision 3.2(3g) or later.

Licensing

Cisco HyperFlex systems must be properly licensed using Cisco Smart Licensing, which is a cloud-based
software licensing management solution used to automate many manual, time consuming and error prone
licensing tasks. Cisco HyperFlex 2.5 and later communicate with the Cisco Smart Software Manager (CSSM)
online service via a Cisco Smart Account, to check out or assign available licenses from the account to the Cisco
HyperFlex cluster resources. Communications can be direct via the internet, they can be configured to
communicate via a proxy server, or they can communicate with an internal Cisco Smart Software Manager satellite
server, which caches and periodically synchronizes licensing data. In a small number of highly secure
environments, systems can be provisioned with a Permanent License Reservation (PLR) which does not need to
communicate with CSSM. Contact your Cisco sales representative or partner to discuss if your security
requirements will necessitate use of these permanent licenses. New HyperFlex cluster installations will operate for
90 days without licensing as an evaluation period, thereafter the system will generate alarms and operate in a
non-compliant mode. Systems without compliant licensing will not be entitled to technical support.

For more information about the Cisco Smart Software Manager satellite server,
see: https://www.cisco.com/c/en/us/buy/smart-accounts/software-manager-satellite htm!

Beginning with Cisco HyperFlex 3.0, licensing of the system requires one license per node - Standard license.
Table 4 lists the licensing editions and the features available with each type of license.

Table 4 HyperFlex System License Editions

HyperFlex
Licensing Edition Standard

Features Available | 8 Converged Nodes standard cluster with
Fabric Interconnects (Compute-only nodes
not supported)

All Cisco UCS M5 with SFF server models
Replication Factor 3

10 GbE or 40 GbE Ethernet

Considerations

Version Control

The software revisions listed in Table 3 are the only valid and supported configuration at the time of the publishing
of this validated design. Special care must be taken not to alter the revision of the hypervisor, vCenter server,
Cisco HX platform software, or the Cisco UCS firmware without first consulting the appropriate release notes and
compatibility matrixes to make sure that the system is not being modified into an unsupported configuration.
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Microsoft Windows Active Directory

The Microsoft Windows Active Directory 2012 or later is required due to the requirement Cisco HyperFlex for
Microsoft Hyper-V. The Active Directory with integrated DNS server must be installed and operational prior to the
installation of the Cisco HyperFlex HX Data Platform software.

ﬂ This document does not explain the installation and configuration of Microsoft Windows Active Directory
and DNS server.

Scale

Cisco HyperFlex for Microsoft Hyper-V standard clusters currently scale from a minimum of 3 to a maximum of 8
Cisco HX-series converged nodes with small form factor (SFF) disks per cluster. A converged node is a member
of the cluster which provides storage resources to the HX Distributed Filesystem. Once the maximum size of a
single cluster has been reached, the environment can be “scaled out” by adding additional HX model servers to
the Cisco UCS domain, installing an additional HyperFlex cluster on them, and controlling them via the same
management host with PowerShell and RSAT tools installed.

ﬂ At the time of the publication of this document, Cisco HyperFlex for Microsoft Hyper-V does not support
the following: Adding compute-only nodes to a cluster or expanding an existing cluster and Cisco UCS
M4 server models and LFF disks are not supported

Table 5 lists the minimum and maximum scale for various installations of the Cisco HyperFlex system with
Microsoft Hyper-V.

Table 5 HyperFlex Cluster Scale

Cluster Type Minimum Converged Nodes Maximum Converged Nodes | Maximum Compute-only Nodes

Required Allowed Allowed
Standard with 3 16 16
SFF disks
Capacity

Overall usable cluster capacity is based on a number of factors. The number of nodes in the cluster, the number
and size of the capacity layer disks, and the replication factor of the HyperFlex HX Data Platform, all affect the
cluster capacity.

Disk drive manufacturers have adopted a size reporting methodology using calculation by powers of 10, also
known as decimal prefix. As an example, a 120 GB disk is listed with a minimum of 120 x 1079 bytes of usable
addressable capacity, or 120 billion bytes. However, many operating systems and filesystems report their space
based on standard computer binary exponentiation, or calculation by powers of 2, also called binary prefix. In this
example, 2710 or 1024 bytes make up a kilobyte, 2710 kilobytes make up a megabyte, 2710 megabytes make up
a gigabyte, and 2”710 gigabytes make up a terabyte. As the values increase, the disparity between the two
systems of measurement and notation get worse, at the terabyte level, the deviation between a decimal prefix
value and a binary prefix value is nearly 10 percent.

The International System of Units (SI) defines values and decimal prefix by powers of 10 as follows:
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Table 6 Sl Unit Values (Decimal Prefix)

Value Symbol Name
1000 bytes kB Kilobyte
1000 kB MB Megabyte
1000 MB GB Gigabyte
1000 GB B Terabyte

The International Organization for Standardization (ISO) and the International Electrotechnical
Commission (IEC) defines values and binary prefix by powers of 2 in ISO/IEC 80000-13:2008 Clause 4 listed in
Table 7

Table 7 IEC Unit Values (binary prefix)

Value Symbol Name
1024 bytes KiB Kibibyte
1024 KiB MiB Mebibyte
1024 MiB GiB Gibibyte
1024 GiB TiB Tebibyte

For the purpose of this document, the decimal prefix numbers are used only for raw disk capacity as listed by the
respective manufacturers. For all calculations where raw or usable capacities are shown from the perspective of
the HyperFlex software, filesystems or operating systems, the binary prefix numbers are used. This is done
primarily to show a consistent set of values as seen by the end user from within the HyperFlex Connect GUI when
viewing cluster capacity, allocation and consumption, and also within most operating systems.

Table 8 lists a set of HyperFlex HX Data Platform cluster usable capacity values, using binary prefix, for an array of
cluster configurations. These values provide an example of the capacity calculations, for determining the
appropriate size of HX cluster to initially purchase, and how much capacity can be gained by adding capacity disks.
The calculations for these values are listed in Appendix A: Cluster Capacity Calculations.

Table 8 Cluster Usable Capacities

HX-Series Node Capacity Disk Capacity Disk Cluster Usable Cluster Usable
Server Model | Quantity Size (each) Quantity (per node) | Capacity at RF=2 Capacity at RF=3
HXAF220c- 8 3.87TB 8 102.8 TiB 68.6 TiB
M5SX

960 GB 8 25.7 TiB 171 TiB
HXAF240c- 8 3.87TB 6 77.1TB 51.4TiB
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HX-Series Node Capacity Disk Capacity Disk
Server Model | Quantity Size (each) Quantity (per node)
M5SX (Not 15
used in this
solution) 23
960 GB 6
15
23

Cluster Usable
Capacity at RF=2

192.8 TiB

295.7 TiB

19.3 TiB

48.2 TiB

73.9TiB

Cluster Usable
Capacity at RF=3

128.5 TiB

197.1 TiB

129 TiB

32.1TiB

49.3 TiB

# Calculations are based on the number of nodes, the number of capacity disks per node, and the size of
the capacity disks. Table 8 is not a comprehensive list of all capacities and models available.

Physical Topology

Topology Overview

The Cisco HyperFlex for Microsoft Hyper-V system is composed of a pair of Cisco UCS Fabric Interconnects
along with up to 8 HX-Series rack-mount servers as converged nodes per cluster. Up to eight separate HX
clusters can be installed under a single pair of Fabric Interconnects. The two Fabric Interconnects both connect to
every HX-Series rack-mount server. Upstream network connections, also referred to as “northbound” network
connections are made from the Fabric Interconnects to the customer data center network at the time of

installation.
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Figure 23 HyperFlex Standard Cluster Topology
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Fabric Interconnects

Fabric Interconnects (FI) are deployed in pairs, wherein the two units operate as a management cluster, while
forming two separate network fabrics, referred to as the A side and B side fabrics. Therefore, many design
elements will refer to FI A or FI B, alternatively called fabric A or fabric B. Both Fabric Interconnects are active at all
times, passing data on both network fabrics for a redundant and highly available configuration. Management
services, including Cisco UCS Manager, are also provided by the two Fls but in a clustered manner, where one Fl
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is the primary, and one is secondary, with a roaming clustered IP address. This primary/secondary relationship is
only for the management cluster and has no effect on data transmission.

Fabric Interconnects have the following ports, which must be connected for proper management of the Cisco
UCS domain:

e Mgmt: A 10/100/1000 Mbps port for managing the Fabric Interconnect and the Cisco UCS domain through
GUl and CLI tools. This port is also used by remote KVM, IPMI and SoL sessions to the managed servers
within the domain. This is typically connected to the customer management network.

e [ 1: A cross connect port for forming the Cisco UCS management cluster. This port is connected directly to
the L1 port of the paired Fabric Interconnect using a standard CATS or CAT6 Ethernet cable with RJ45
plugs. It is not necessary to connect this to a switch or hub.

e [ 2: Across connect port for forming the Cisco UCS management cluster. This port is connected directly to
the L2 port of the paired Fabric Interconnect using a standard CATS or CAT6 Ethernet cable with RJ45
plugs. It is not necessary to connect this to a switch or hub.

e Console: An RJ45 serial port for direct console access to the Fabric Interconnect. This port is typically used
during the initial FI setup process with the included serial to RJ45 adapter cable. This can also be plugged
iNto a terminal aggregator or remote console server device.

HX-Series Rack-Mount Servers

The HX-Series converged servers are connected directly to the Cisco UCS Fabric Interconnects in Direct Connect
mode. This option enables Cisco UCS Manager to manage the HX-Series Rack-Mount Servers using a single
cable for both management traffic and data traffic. Cisco HyperFlex M5 generation servers can be configured only
with the Cisco VIC 1387 card. The standard and redundant connection practice is to connect port 1 of the VIC
card (the right-hand port) to a port on FI A, and port 2 of the VIC card (the left-hand port) to a port on FI B (Figure
24). The HyperFlex installer checks for this configuration, and that all servers’ cabling matches. Failure to follow
this cabling practice can lead to errors, discovery failures, and loss of redundant connectivity.

Various combinations of physical connectivity between the Cisco HX-series servers and the Fabric Interconnects
are possible, but only specific combinations are supported. For example, use of the Cisco QSA module to convert
a 40 GbE QSFP+ port into a 10 GbE SFP+ port is allowed for M5 generation servers in order to configure M5
generation servers along with model 6248 or 6296 Fabric Interconnects. Table 9 lists the possible connections,
and which of these methods is supported.

Table 9 Supported Physical Connectivity

Fabric Interconnect 6248 6296 6332 6332-16UP
Model
Port Type T0GbE | T0GbE | 40GbE | 10GbE Breakout | 40GbE | 10GbE Breakout |« 10GbE onboard
M5 with VIC 1387
X X v X v X X
M5 with VIC 1387 +
QSA
v/ v X X X X X
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Figure 24 HX-Series Server Connectivity
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Logical Architecture

The logical architecture of this solution is designed to support up to 2500 Hosted Virtual Microsoft Windows 10
Desktops users or 1600 RDS users within an eight node Cisco UCS HXAF220c- HyperFlex cluster, which
provides physical redundancy for each workload type.

Figure 25 Logical Architecture Design
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Table 3 lists the software revisions for this solution.

‘& This document is intended to allow you to fully configure your environment. In this process, various
steps require you to insert customer-specific naming conventions, IP addresses, and VLAN schemes,
as well as to record appropriate MAC addresses. Table 10 through Table 34 lists the information you
need to configure your environment.

Design Elements

Installing the HyperFlex system is primarily done through a deployable HyperFlex installer virtual machine, available
for download at cisco.com as an OVA file. The installer virtual machine performs most of the Cisco UCS
configuration work, it can be leveraged to simplify the installation of Windows Server 2016 on the HyperFlex hosts,
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and also performs significant portions of the configuration. Finally, the installer virtual machine is used to install the
HyperFlex HX Data Platform software and create the HyperFlex cluster. Because this simplified installation method
has been developed by Cisco, this CVD will not give detailed manual steps for the configuration of all the elements
that are handled by the installer. Instead, the elements configured will be described and documented in this
section, and the subsequent sections will guide you through the manual steps needed for installation, and how to
utilize the HyperFlex Installer for the remaining configuration steps.

Network Design

Cisco UCS Uplink Connectivity

Cisco UCS network uplinks connect “northbound” from the pair of Cisco UCS Fabric Interconnects to the LAN in
the customer data center. All Cisco UCS uplinks operate as trunks, carrying multiple 802.1Q VLAN IDs across the
uplinks. The default Cisco UCS behavior is to assume that all VLAN IDs defined in the Cisco UCS configuration are
eligible to be trunked across all available uplinks.

Cisco UCS Fabric Interconnects appear on the network as a collection of endpoints versus another network
switch. Internally, the Fabric Interconnects do not participate in spanning-tree protocol (STP) domains, and the
Fabric Interconnects cannot form a network loop, as they are not connected to each other with a layer 2 Ethernet
link. All link up/down decisions via STP will be made by the upstream root bridges.

Uplinks need to be connected and active from both Fabric Interconnects. For redundancy, multiple uplinks can be
used on each Fl, either as 802.3ad Link Aggregation Control Protocol (LACP) port-channels or using individual
links. For the best level of performance and redundancy, uplinks can be made as LACP port-channels to multiple
upstream Cisco switches using the virtual port channel (vPC) feature. Using vPC uplinks allows all uplinks to be
active passing data, plus protects against any individual link failure, and the failure of an upstream switch. Other
uplink configurations can be redundant, but spanning-tree protocol loop avoidance may disable links if vPC is not
available.

All'uplink connectivity methods must allow for traffic to pass from one Fabric Interconnect to the other, or from
fabric A to fabric B. There are scenarios where cable, port or link failures would require traffic that normally does
not leave the Cisco UCS domain, to now be forced over the Cisco UCS uplinks. Additionally, this traffic flow
pattern can be seen briefly during maintenance procedures, such as updating firmware on the Fabric
Interconnects, which requires them to be rebooted. The following section detail the uplink connectivity option used
for this solution.

vPC to Multiple Switches

This recommended connection design relies on using Cisco switches that have the virtual port channel feature,
such as Catalyst 6000 series switches running VSS, Cisco Nexus 5000 series, and Cisco Nexus 9000 series
switches. Logically the two vPC enabled switches appear as one, and therefore spanning-tree protocol will not
block any links. This configuration allows for all links to be active, achieving maximum bandwidth potential, and
multiple redundancy at each level.
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Figure 26 Connectivity with vPC
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The VLAN configuration recommended for the environment includes a total of seven VLANs as outlined in Table

10 .

Table 10 VLANs Configured in this Study

VLAN Name VLAN ID VLAN Purpose

Default 1 Native VLAN

Hx-in-Band-Mgmt 30 VLAN for in-band management
interfaces

Infra-Mgmt 32 VLAN for Virtual Infrastructure

Hx-storage-data 101 VLAN for HyperFlex Storage

Hx-livemigration 33 VLAN for Hyper-V Live Migration

Vm-network 34 VLAN for VDI Traffic

OOB-Mgmt 132 VLAN for out-of-band
management interfaces

‘ﬂ A dedicated network or subnet for physical device management is often used in data centers. In this
scenario, the mgmtO interfaces of the two Fabric Interconnects would be connected to that dedicated
network or subnet. This is a valid configuration for HyperFlex installations with the following caveat;
wherever the HyperFlex installer is deployed it must have IP connectivity to the subnet of the mgmtO in-
terfaces of the Fabric Interconnects, and also have IP connectivity to the subnets used by the hx-

inband-mgmt VLANS listed in Table 10 .

Jumbo Frames

All HyperFlex storage traffic traversing the hx-storage-data VLAN and subnet is configured to use jumbo frames,
or to be precise all communication is configured to send IP packets with a Maximum Transmission Unit (MTU) size
of 9000 bytes. Using a larger MTU value means that each IP packet sent carries a larger payload, therefore
transmitting more data per packet, and consequently sending and receiving data faster. This requirement also
means that the Cisco UCS uplinks must be configured to pass jumbo frames. Failure to configure the Cisco UCS
uplink switches to allow jumbo frames can lead to service interruptions during some failure scenarios, particularly
when cable or port failures would cause storage traffic to traverse the northbound Cisco UCS uplink switches.
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Cisco UCS Design

This section describes the elements within Cisco UCS Manager that are configured by the Cisco HyperFlex
installer. Many of the configuration elements are fixed in nature, meanwhile the HyperFlex installer does allow for
some items to be specified at the time of creation, for example VLAN names and IDs, external management IP
pools and more. Where the elements can be manually set during the installation, those items will be noted in <<
>> brackets.

Cisco UCS Organization

During the HyperFlex installation a new Cisco UCS Sub-Organization is created. You must specify a unique Sub-
Organization name for each cluster during the installation, for example “hxThybrid”, or “hx2sed”. The sub-
organization is created underneath the root level of the Cisco UCS hierarchy, and is used to contain all policies,
pools, templates and service profiles used by HyperFlex, which prevents problems from overlapping settings
across policies and pools. This arrangement also allows for organizational control using Role-Based Access
Control (RBAC) and administrative locales within Cisco UCS Manager later if desired. In this way, control can be
granted to administrators of only the HyperFlex specific elements of the Cisco UCS domain, separate from control
of root level elements or elements in other sub-organizations.

Figure 27 Cisco UCS HyperFlex Sub-Organization
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QoS System Classes

Specific Cisco UCS Quality of Service (QoS) system classes are defined for a Cisco HyperFlex system. These
classes define Class of Service (CoS) values that can be used by the uplink switches north of the Cisco UCS
domain, plus which classes are active, along with whether packet drop is allowed, the relative weight of the
different classes when there is contention, the maximum transmission unit (MTU) size, and if there is multicast
optimization applied. QoS system classes are defined for the entire Cisco UCS domain, the classes that are
enabled can later be used in QoS policies, which are then assigned to Cisco UCS vNICs. Table 11 and Figure 28
list the QoS System Class settings configured for HyperFlex.

Table 11 QoS System Classes
Priority Enabled CoS Packet Drop Weight MTU Multicast Optimized
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Priority Enabled
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Yes
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Figure 28 QoS System Classes
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QoS Policies

In order to apply the settings defined in the Cisco UCS QoS System Classes, specific QoS Policies must be
created, and then assigned to the vNICs, or vNIC templates used in Cisco UCS Service Profiles. Table 12 details
the QoS Policies configured for HyperFlex, and their default assignment to the vNIC templates created:

Table 12

Policy Priority
Platinum Platinum
Gold Gold

HyperFlex QoS Policies

Burst

10240

10240

Rate

Line-rate

Line-rate
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Host Control

None

None

Used by vNIC Template

storage-data-a

storage-data-b

vm-network-a

vm-network-b
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Palicy Priority Burst Rate Host Control Used by vNIC Template

Silver Silver 10240 Line-rate None hv-mgmt-a
hv-mgmt-b

Bronze Bronze 10240 Line-rate None hv-livemigrate-a

hv- livemigrate -b

Best Effort Best Effort 10240 Line-rate None N/A

Multicast Policy

A Cisco UCS Multicast Policy is configured by the HyperFlex installer, which is referenced by the VLANSs that are
created. The policy allows for future flexibility if a specific multicast policy needs to be created and applied to other
VLANSs that may be used by non-HyperFlex workloads in the Cisco UCS domain. Table 13 and Figure 29 details
the Multicast Policy configured for HyperFlex:

Table 13  Multicast Policy

Name IGMP Snooping State IGMP Snooping Queries State

Enabled Disabled
HyperFlex

Figure 29 Multicast Policy
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VLANSs

VLANSs are created by the HyperFlex installer to support a base HyperFlex system, with a VLAN for live migrate,
and a single or multiple VLANs defined for guest virtual machine traffic. Names and IDs for the VLANSs are defined
in the Cisco UCS configuration page of the HyperFlex installer web interface. The VLANSs listed in Cisco UCS must
already be present on the upstream network, and the Cisco UCS FIs do not participate in VLAN Trunk Protocol
(VTP). Table 14 and Figure 30 list the VLANs configured for HyperFlex.

Table 14 Cisco UCS VLANs

Name 1D Type | Transport Native | VLAN Sharing Multicast Policy
<<hx-inband- <user_defined> LAN | Ether No None HyperFlex
mgmt>>
<<hx-storage- <user_defined> LAN | Ether No None HyperFlex
data>>

<user_defined> LAN Ether No None HyperFlex

<<vm-network>>

66


https://www.cisco.com/c/dam/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflex_30_vsi_esxi.docx/_jcr_content/renditions/hyperflex_30_vsi_esxi_38.png

Deployment Hardware and Software

Name 1D Type | Transport Native | VLAN Sharing Multicast Policy
<user_defined> LAN | Ether NoO None HyperFlex
<<hx-livemigrate>>
Figure 30 Cisco UCS VLANs
LAN / LAN Cloud / VLANs
VLANs
Te Advanced Fier 4 Export o Print
Name - I Type Transport MNative VLAN Sharing Primary VLAN Ma... Multicast Policy Mame
WVLAN default (1) 1 Lan Ether Yes MNone
VLAM hx-inband-rgmt {31.. 3175 Lan Ether Mo None HyperFlex
VLAM hx-livemigrate (317.3) 3173  Lan Ether lo None HyperFlex
VLAM hx-storage-data (3172) 3172 Lan Ether Mo None HyperFlex
WVLAM wm-network (3174 3174  Lan Ether lo None HyperFlex

Management IP Address Pool

A Cisco UCS Management IP Address Pool must be populated with a block of IP addresses. These IP addresses
are assigned to the Cisco Integrated Management Controller (CIMC) interface of the rack mount and blade servers
that are managed in the Cisco UCS domain. The IP addresses are the communication endpoints for various
functions, such as remote KVM, virtual media, Serial over LAN (SoL), and Intelligent Platform Management
Interface (IPMI) for each rack mount or blade server. Therefore, a minimum of one IP address per physical server

in the domain must be provided. The IP addresses are an “out-of-band” address, meaning that the

communication pathway uses the Fabric Interconnects” mgmtO ports, which answer ARP requests for the
management addresses. Because of this arrangement, the IP addresses in this pool must be in the same IP
subnet as the IP addresses assigned to the Fabric Interconnects’ mgmtO ports. A new IP pool, named “hx-ext-
mgmt” is created in the HyperFlex sub-organization, and populated with a block of IP addresses, a subnet mask,

and a default gateway by the HyperFlex installer.

Figure 31 Management IP Address Pool
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MAC Address Pools

One of the core benefits of the Cisco UCS and Virtual Interface Card (VIC) technology is the assignment of the
personality of the card via Cisco UCS Service Profiles. The number of virtual NIC (vNIC) interfaces, their VLAN
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associations, MAC addresses, QoS policies and more are all applied dynamically as part of the service profile
association process. Media Access Control (MAC) addresses use 6 bytes of data as a unique address to identify
the interface on the layer 2 network. All devices are assigned a unique MAC address, which is ultimately used for
all data transmission and reception. The Cisco UCS and VIC technology picks a MAC address from a pool of
addresses and assigns it to each vNIC defined in the service profile when that service profile is created.

Best practices mandate that MAC addresses used for Cisco UCS domains use 00:25:B5 as the first three bytes,
which is one of the Organizationally Unique Identifiers (OUI) registered to Cisco Systems, Inc. The fourth byte (for
example, 00:25:B5:xx) is specified during the HyperFlex installation. The fifth byte is set automatically by the
HyperFlex installer, to correlate to the Cisco UCS fabric and the vNIC placement order. Finally, the last byte is
incremented according to the number of MAC addresses created in the pool. To avoid overlaps, when you define
the values in the HyperFlex installer you must ensure that the first four bytes of the MAC address pools are unique
for each HyperFlex cluster installed in the same layer 2 network, and also different from MAC address pools in
other Cisco UCS domains which may exist.

Table 15 list the MAC Address Pools configured for HyperFlex and their default assignment to the vNIC templates
created.

Table 15 MAC Address Pools

Name Block Start Size | Assignment Order Used by vNIC Template
00:25:B5:<xx>:A1:07 100  Sequential hv-mgmt-a
hv-mgmt-a
00:25:B5:<xx>:B2:01 100 | Sequential hv-mgmt-b
hv-mgmt-b
v _ 00:25:B5:<xx>:A7:01 100 | Sequential hv-livemigrate-a
hv-livemigrate-a
' . 00:25:B5:<xx>:B8:01 100 | Sequential hv-livemigrate-b
hv-livemigrate-b
00:25:B5:<xx>:A3:01 100 | Sequential storage-data-a
storage-data-a
00:25:B5:<xx>:B4:01 100 Sequential storage-data-b
storage-data-b
00:25:B5:<xx>:Ab:01 100 Sequential vm-network-a
vm-network-a
00:25:B5:<xx>:B6:01 100  Sequential vm-network-b

vm-network-b

68



Deployment Hardware and Software

Figure 32 MAC Address Pools
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Network Control Policies

Cisco UCS Network Control Policies control various aspects of the behavior of vNICs defined in the Cisco UCS
Service Profiles. Settings controlled include enablement of Cisco Discovery Protocol (CDP), MAC address
registration, MAC address forging, and the action taken on the vNIC status if the Cisco UCS network uplinks are
failed. Two policies are configured by the HyperFlex Installer, HyperFlex-infra is applied to the “infrastructure” vNIC
interfaces of the HyperFlex system, and HyperFlex-vm, which is only applied to the vNIC interfaces carrying guest
virtual machine traffic. This allows for more flexibility, even though the policies are currently configured with the
same settings. Table 16 details the Network Control Policies configured for HyperFlex, and their default
assignment to the vNIC templates created:

Table 16  Network Control Policy

Name CDP MAC Register Mode | Action on Uplink Fail | MAC Security | Used by vNIC Template
Enabled = Only Native VLAN Link-down Forged: Allow | hv-mgmt-a
hv-mgmt-b
Hyperflex- hv-livemigrate-a
infra
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Name CDP MAC Register Mode | Action on Uplink Fail | MAC Security | Used by vNIC Template
hv-livemigrate-b
storage-data-a

storage-data-b

Enabled = Only Native VLAN Link-down Forged: Allow = vm-network-a

HyperFlex- vm-network-b
vm

Figure 33 Network Control Policy
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vNIC Templates

Cisco UCS Manager has a feature to configure vNIC templates, which can be used to simplify and speed up
configuration efforts. VNIC templates are referenced in service profiles and LAN connectivity policies, versus
configuring the same vNICs individually in each service profile, or service profile template. VNIC templates contain
all the configuration elements that make up a vNIC, including VLAN assignment, MAC address pool selection,
fabric A or B assignment, fabric failover, MTU, QoS policy, Network Control Policy, and more. Templates are
created as either initial templates or updating templates. Updating templates retain a link between the parent
template and the child object, therefore when changes are made to the template, the changes are propagated to
all remaining linked child objects. An additional feature named “vNIC Redundancy” allows vNICs to be configured in
pairs, so that the settings of one vNIC template, designated as a primary template, will automatically be applied to
a configured secondary template. For all HyperFlex vNIC templates, the “A” side vNIC template is configured as a
primary template, and the related “B” side vNIC template is a secondary. In each case, the only configuration
difference between the two templates is which fabric they are configured to connect through. The following tables
list the initial settings in each of the vNIC templates created by the HyperFlex installer:

Table 17  vNIC Template hv-mgmt-a/b

vNIC hv-mgmt- storage- storage- hv- hv- Vm- VM-
Template | a hv-mgmt-b |data-a data-b livemigrate-a livemigrate-bnetwork-a Inetwork-b
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Name:

Setting

Fabric ID
Fabric

Failover
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Type
MTU
MAC

Pool

QoS
Policy

Network
Control
Policy

VLANSs

Native
VLAN

LAN Connectivity Policies

Value

A

Disabled

Adapter

Updating
Template

1500

hv-mgmt-
a

silver

HyperFlex-
infra

<<hx-
inband-
mgmt>>

No

Value

Disabled

Adapter

Updating
Template

1500

hv-mgmt-b

silver

HyperFlex-
infra

<<hx-
inband-
mgmt>>

No

Value

A

Disabled

Adapter

Updating
Template

9000

storage-
data-a

platinum

HyperFlex-
infra

<<hx-
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Cisco UCS Manager has a feature for LAN Connectivity Policies, which aggregates all the vNICs or vNIC templates
desired for a service profile configuration into a single policy definition. This simplifies configuration efforts by
defining a collection of vNICs or vNIC templates once and using that policy in the service profiles or service profile
templates. The HyperFlex installer configures a LAN Connectivity Policy named HyperFlex, which contains all the
vNIC templates defined in the previous section, along with an Adapter Policy named HyperFlex, also configured by

the HyperFlex installer. Table 18 lists the LAN Connectivity Policy configured for HyperFlex.

Table 18 LAN Connectivity Policy

Policy Name | Use vNIC Template vNIC Name vNIC Template Used Adapter Policy

HyperFlex Yes hv-mgmt-a hv-mgmt-a HyperFlex
hv-mgmt-b hv-mgmt-b
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Palicy Name | Use vNIC Template vNIC Name vNIC Template Used Adapter Policy
hv-livemigrate-a hv-livemigrate-a
hv-livemigrate-b hv-livemigrate-b
storage-data-a storage-data-a
storage-data-b storage-data-b
vm-network-a vm-network-a
vm-network-b vm-network-b

Cisco UCS Servers Policies

Adapter Policies

Cisco UCS Adapter Policies are used to configure various settings of the Converged Network Adapter (CNA)
installed in the Cisco UCS blade or rack-mount servers. Various advanced hardware features can be enabled or
disabled depending on the software or operating system being used. The following figures detail the Adapter
Policy named “HyperFlex” configured for HyperFlex.

Figure 34 Cisco UCS Adapter Policy Resources

(=) Resources

Pooled : (&) Dizabled Enabled
Transmit Queues  : |1 [1-1000]
Ring Size D 256 [64-4096]
Receive Queuses @ | 4 [1-1000]
Ring Size c 512 [64-4096]
Complation Queues: |5 [1-2000]
Interrupts ;|8 [1-1024]
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Figure 35 Cisco UCS Adapter Policy Options
(=) Options

Transmit Checksum Offload Dizabled (&) Enabled |

Receive Checksum Ofload Dizabled (&) Enabled |

TCP Segmentation Ofload ) Dizabled (=) Enabled |

Receive Side Scaling (RSS) Disabled (e Enabled |

Accelerated Receive Flow Steering u; Disabled () Enabled |

Metwork Virtualization using Generic Routing Encapsulation: () Disabled Enabled |

|
|
!
TCP Large Receive Ofload : [ Disabled (s)Enabled |
!
!
|
|

Wirtual Extensible LAMN #) Dizabled Enabled |

Failback Timaout (Seconds) 5 [0-600]
Interrupt Mode D ®IMSIX COMS] O IN T |
Interrupt Coalescing Type : [@Min Cidie
Interrupt Timer (us) 1125 [0-65535]
RoCE : |=) Disabled () Enablad |
Advance Filter : @) Disabled () Enabled |
Interrupt Scaling : | Disabled () Enabled |
BIOS Policies

Cisco HX-Series M5 generation servers no longer use pre-defined BIOS setting defaults derived from Cisco UCS
Manager, instead the servers have default BIOS tokens set from the factory. The current default token settings
can be viewed at the following website: https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/ucs-
manager/Reference-Docs/Server-BIOS-Tokens/3-2/b UCS BIOS Tokens . html

A BIOS policy, named “HyperFlex-m5” is created by the HyperFlex installer to modify the setting of M5 generation
servers. The modified settings are as follows:

e System altitude is set to “Auto”

e CPU performance is set to “HPC”

e Processor C1E state is set to “Disabled”

e Power Technology is set to “Performance”

e Energy Performance is set to “Performance”
e Serial Port Ais enabled

e (Console Redirection is set to Serial Port A

Boot Policies

Cisco UCS Boot Policies define the boot devices used by rack-mount servers, and the order that they are
attempted to boot from. Cisco HX-Series M5 generation rack-mount servers have their Hyper-V hypervisors
installed to an internal M.2 SSD boot drive, therefore they require a unique boot policy defining that the servers
should boot from that location. The HyperFlex installer configures a boot policy named “HyperFlex-mb” specifying

73


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/ucs-manager/Reference-Docs/Server-BIOS-Tokens/3-2/b_UCS_BIOS_Tokens.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/ucs-manager/Reference-Docs/Server-BIOS-Tokens/3-2/b_UCS_BIOS_Tokens.html

Deployment Hardware and Software

boot from the M.2 SSDs, referred to as “Embedded Disk” which is used by the HyperFlex M5 converged nodes,
and should not be modified.

Figure 36 details the HyperFlex Boot Policies for Cisco UCS HX-Series M5 generation rack-mount servers.

Figure 36 Cisco UCS M5 Boot Policy

Actions Properties

Delate MName . HyperFlex-m5

Show Policy Usage Description © | Recommeanded boot policy for HyperFlex servers
Chwner  Local

Reboot on Boot Order Change @ U
Enforce vNIC/WHBASISCS] Mame : 1+

Boot Mode © |&Legacy i) Uef

Warning

The type (primaryfsecondary) does not indicate a boot order presence.

The effective order of boot devices within the same davice class (LAN/StorageiISCSI) is determined by PCle bus scan order.

If Enforce vMICNVHBAMISCSI Name is selected and the wNIC/WHBASCE| does not exist, a config ermor will be reported.

If it is not selected, the vMNICs/vHBAS are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.

(#) Local Devices Boot Order
+ = TyAdvanced Filter 4 Export & Print

# CIMC Mounted vMedia

MName Order a vMIC/vH...  Type LN Mame  WWHN
. CD/OVD
=+ vMICs
Embedded Disk 2
*) vHBAs

Host Firmware Packages

Cisco UCS Host Firmware Packages represent one of the most powerful features of the Cisco UCS platform; the
ability to control the firmware revision of all the managed blades and rack-mount servers via a policy specified in
the service profile. Host Firmware Packages are defined and referenced in the service profiles. Once a service
profile is associated to a server, the firmware of all the components defined in the Host Firmware Package are
automatically upgraded or downgraded to match the package. The HyperFlex installer creates a Host Firmware
Packages named “HyperFlex-mb” which use the simple package definition method, applying firmware revisions to
all components that matches a specific Cisco UCS firmware bundle, versus defining the firmware revisions part by
part. Figure 37 shows the Host Firmware Package configured by the HyperFlex installer for Cisco HX-Series M5
generation rack-mount servers.
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Figure 37 Cisco UCS M5 Host Firmware Package

Actions Properties
Delate Mame . HyperFlex-m35
Show Policy Usaoe Description | Recommended Host Firmware Packages for M5 Hyp
. _ Chnwnier . Local
Madify Package Versions Blade Package: 3.2(3g)B Blade Backup Package:
Modify Backup Package Versions Rack Package @ 3.2(3g)C Rack Backup Package :
Service Pack

Local Disk Configuration Policies

Cisco UCS Local Disk Configuration Paolicies are used to define the configuration of disks installed locally within
each blade or rack-mount server, most often to configure Redundant Array of Independent/Inexpensive Disks
(RAID levels) when multiple disks are present for data protection. Since HX-Series converged nodes providing
storage resources do not require RAID, the HyperFlex installer creates a Local Disk Configuration Policies, named
“HyperFlex-m5” which allows any local disk configuration. The policy named “HyperFlex-m5” is used by the
service profile template named “hx-nodes-m5”, which is for the HyperFlex M5 generation converged servers, and
should not be modified.

Figure 38 details the Local Disk Configuration Policies configured by the HyperFlex installer.

Figure 38 Cisco UCS M5 Local Disk Configuration Policy

Properties

MNarne . HyperFlex-m5

Description o | Recommended Local Disk policy for MS HyperFlex s
Owner . Local

Mode o | Amy Configuration ¥

Protect Configuration D

If Protect Configuration iz set, the local disk configuration is preserved If the service profile iz disassociated
with the server. In that case, a configuration error will be raised when a new service profile is associated with
that server if the local disk configuration in that profile is different.

FlexFlash

FlexFlash State : {®) Disable ) Enable |

If FlexFlash State is disabled, SO cards will become unavailable immediately.
Please ensure S0 cards are not in use before disabling the FlexFlash State.

FlexFlash RAID Reporting State: () Disabla ) Enable |

If FlexFlash Remowvable State is changed, S0 cards will become unavailable temporarily.
Pleasa ensure S0 cards ara not in use before changing the FlexFlash Removable State.

FlexFlash Removable State  : | ) Yes ()Mo (=) No Change |

Maintenance Policies

Cisco UCS Maintenance Policies define the behavior of the attached blades and rack-mount servers when
changes are made to the associated service profiles. The default Cisco UCS Maintenance Paolicy setting is
“Immediate” meaning that any change to a service profile that requires a reboot of the physical server will result in
an immediate reboot of that server. The Cisco best practice is to use a Maintenance Policy set to “user-ack”,
which requires a secondary acknowledgement by a user with the appropriate rights within Cisco UCS Manager,
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before the server is rebooted to apply the changes. The HyperFlex installer creates a Maintenance Policy named
“HyperFlex” with the setting changed to “user-ack”. In addition, the On Next Boot setting is enabled, which will
automatically apply changes the next time the server is rebooted, without any secondary acknowledgement.
Figure 39 details the Maintenance Policy configured by the HyperFlex installer:

Figure 39 Cisco UCS Maintenance Policy

Propertias

MNarme . HyperFlex

Description o | Recommended mantenance policy for HyperFlex se
Crnner . Local

Soft Shutdown Timer o | 150 Secs v

Storage Config. Deployment Policy: Immediate (o) User Ack

Reboot Policy : Immediate () User Ack Timer Automatic

v | On Mext Boot [(Apply pending changes at next reboat.)

Power Control Policies

Cisco UCS Power Control Policies allow administrators to set priority values for power application to servers in
environments where power supply may be limited, during times when the servers demand more power than is
available. The HyperFlex installer creates a Power Control Policy named “HyperFlex” with all power capping
disabled, and fans allowed to run at full speed when necessary. Figure 40 details the Power Control Policy
configured by the HyperFlex installer.

Figure 40 Cisco UCS Power Control Policy

Properties
MNarne . HyperFlex
Description | Recommended Power control policy for HyperFlex s
Cwiner : Local
Fan Speed Policy © | Any T
Power Capping

If wou choose cap, the server is allocated a certain amount of power based on it
with 1 being the highest priarity. If you choose no-cap, the server is exermpt fror
®) No Cap cap

Scrub Policies

Cisco UCS Scrub Policies are used to scrub, or erase data from local disks, BIOS settings and FlexFlash SD cards.
If the policy settings are enabled, the information is wiped when the service profile using the policy is disassociated
from the server. The HyperFlex installer creates a Scrub Policy named “HyperFlex” which has all settings disabled,
therefore all data on local disks, SD cards and BIOS settings will be preserved if a service profile is disassociated.
Figure 41 details the Scrub Policy configured by the HyperFlex installer.
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Figure 41 Cisco UCS Scrub Policy

Propertias

Mame . HyperFlex

Description o | Recommended Scrub policy for HyperFlex servers
Owiner . Local

Disk Scruk T e No Yes

BIOS Settings Scrub: fe No Yes

FlexFlash Scrub ©ofei Mo Yes

vMedia Policies

Cisco UCS Virtual Media (vMedia) Policies automate the connection of virtual media files to the remote KVM
session of the Cisco UCS blades and rack-mount servers. Using a vMedia policy can speed up installation time by
automatically attaching an installation ISO file to the server, without having to manually launch the remote KVM
console and connect them one-by-one. The HyperFlex installer creates a vMedia Policy named “HyperFlex” for
future use, with no media locations defined.

Cisco UCS Service Profile Templates

Cisco UCS Manager has a feature to configure service profile templates, which can be used to simplify and speed
up configuration efforts when the same configuration needs to be applied to multiple servers. Service profile
templates are used to spawn multiple service profile copies to associate with a group of servers, versus
configuring the same service profile manually each time it is needed. Service profile templates contain all the
configuration elements that make up a service profile, including vNICs, vHBAS, local disk configurations, boot
policies, host firmware packages, BIOS policies and more. Templates are created as either initial templates or
updating templates. Updating templates retain a link between the parent template and the child object, therefore
when changes are made to the template, the changes are propagated to all remaining linked child objects. The
HyperFlex installer creates a service profile templates, named “hx-nodes-m5”. The following tables list the service
profile template configured by the HyperFlex installer.

Table 19 Cisco UCS Service Profile Template Settings and Values

Service Profile Template Name: hx-nodes-mb
Setting Value

UUID Pool Hardware Default
Associated Server Pool None
Maintenance Policy HyperFlex
Management IP Address Policy hx-ext-mgmt
Local Disk Configuration Palicy HyperFlex-mb
LAN Connectivity Policy HyperFlex
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Service Profile Template Name: hx-nodes-mb
Setting Value

Boot Policy HyperFlex-m5
BIOS Policy HyperFlex-mb
Firmware Policy HyperFlex-m5
Power Control Policy HyperFlex
Scrub Policy HyperFlex
Serial over LAN Policy HyperFlex
vMedia Policy Not defined

Virtual Networking Design

The Cisco HyperFlex system has a pre-defined virtual network design at the Hyper-V hypervisor level. Four
different virtual switches are created by the HyperFlex installer, each using two uplinks, which are each serviced
by a vVNIC defined in the UCS service profile. The vSwitches created are:

vswitch-hx-inband-mgmt: This is the default vSwitchO which is renamed by the Hyper-V kickstart file as
part of the automated installation. The default vmkernel port, vmkO, is configured in the standard
Management Network port group. The switch has two uplinks, active on fabric A and standby on fabric B,
without jJumbo frames. A second port group is created for the Storage Platform Controller virtual machines
to connect to with their individual management interfaces. The VLAN is not a Native VLAN as assigned to
the vNIC template, and therefore assigned in Hyper-V/Hyper-V

vswitch-hx-storage-data: This vSwitch is created as part of the automated installation. A vmkernel port,
vmk1, is configured in the Storage Hypervisor Data Network port group, which is the interface used for
connectivity to the HX Datastores via NFS. The switch has two uplinks, active on fabric B and standby on
fabric A, with jumbo frames required. A second port group is created for the Storage Platform Controller
virtual machines to connect to with their individual storage interfaces. The VLAN is not a Native VLAN as
assigned to the vNIC template, and therefore assigned in Hyper-V/Hyper-V

vswitch-hx-vm-network: This vSwitch is created as part of the automated installation. The switch has two
uplinks, active on both fabrics A and B, and without jumbo frames. The VLAN is not a Native VLAN as
assigned to the vNIC template, and therefore assigned in Hyper-V/Hyper-V

live-migration: This vSwitch is created as part of the automated installation. The switch has two uplinks,
active on fabric A and standby on fabric B, with jumbo frames required. The VLAN is not a Native VLAN as
assigned to the vNIC template, and therefore assigned in Hyper-V/Hyper-V

The following tables and figures provide more details about the Hyper-V virtual networking design as built by the
HyperFlex installer:
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Table 20 Table Hyper-V Host Virtual Switch Configuration

Virtual Switch Port Groups Active Passive VLAN IDs Jumbo
vmnic(s) vmnic(s)

vswitch-hx- Management vmnicO vmnic1 hx-inband-mgmt no

inband-mgmt Network

Storage Controller

Management

Network
vswitch-hx- Storage Controller vmnic3 vmnic2 hx-storage-data yes
storage-data Data Network

Storage Hypervisor
Data Network

vswitch-hx-vm- none vmnic4,vmnic  none vm-network no
network 5
Live-migration none vmnic6t vmnic/ 33 yes

Figure 42 SCVMM Network Design
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Storage Platform Controller Virtual Machines

A key component of the Cisco HyperFlex system is the Storage Platform Controller Virtual Machine running on
each of the nodes in the HyperFlex cluster. The controller virtual machines cooperate to form and coordinate the
Cisco HX Distributed Filesystem, and service all the guest virtual machine 10 requests. The controller virtual
machines are deployed as a Hyper-V agent, which is similar in concept to that of a Linux or Windows service.
Hyper-V agents are tied to a specific host, they start and stop along with the Hyper-V hypervisor, and the system
is not considered to be online and ready until both the hypervisor and the agents have started. Each Hyper-V
hypervisor host has a single Hyper-V agent deployed, which is the controller virtual machine for that node, and it
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cannot be moved or migrated to another host. The collective Hyper-V agents are managed via a Hyper-V agency
in the Hyper-V cluster.

The storage controller virtual machine runs custom software and services that manage and maintain the Cisco HX
Distributed Filesystem. The services and processes that run within the controller virtual machines are not exposed
as part of the Hyper-V agents to the agency, therefore the Hyper-V hypervisors nor SCVMM server have any
direct knowledge of the storage services provided by the controller virtual machines. Management and visibility
into the function of the controller virtual machines, and the Cisco HX Distributed Filesystem is done via a plugin
installed to the SCVMM server or appliance managing the Hyper-V cluster. The plugin communicates directly with
the controller virtual machines to display the information requested.

Controller Virtual Machine Locations

The physical storage location of the controller virtual machine is similar between the Cisco HXAF220¢c-M5S and
HXAF240c-M5SX model servers. The storage controller virtual machine is operationally no different from any
other typical virtual machines in a Hyper-V environment. The virtual machine must have a virtual disk with the
bootable root filesystem available in a location separate from the SAS HBA that the virtual machine is controlling
via SR-I0OV. The configuration details of the models are described in the following subsections.

Cisco HyperFlex Datastores

The new HyperFlex cluster has no default datastores configured for virtual machine storage, therefore the
datastores must be created using the HyperFlex Connect GUI. Overall space consumption in the HyperFlex
clustered filesystem is optimized by the default deduplication and compression features.

Figure 43 Datastore Example

. N ] |n

Datastore #1 30TB

HyperFlex Clustered Filesystem 16TB

CPU Resource Reservations

Since the storage controller virtual machines provide critical functionality of the Cisco HX Distributed Data Platform,
the HyperFlex installer will configure CPU resource reservations for the controller virtual machines. This reservation
guarantees that the controller virtual machines will have CPU resources at a minimum level, in situations where the
physical CPU resources of the Hyper-V hypervisor host are being heavily consumed by the guest virtual
machines. Table 21 lists the CPU resource reservation of the storage controller virtual machines.
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Table 21  Controller Virtual Machine CPU Reservations
Number of vCPU Shares Reservation Limit

8 Low 10800 MHz unlimited

Memory Resource Reservations

Since the storage controller virtual machines provide critical functionality of the Cisco HX Distributed Data Platform,
the HyperFlex installer will configure memory resource reservations for the controller virtual machines. This
reservation guarantees that the controller virtual machines will have memory resources at a minimum level, in
situations where the physical memory resources of the Hyper-V hypervisor host are being heavily consumed by
the guest virtual machines.

Table 22 lists the memory resource reservation of the storage controller virtual machines.
Table 22  Controller Virtual Machine Memory Reservations

Server Model Amount of Guest Memory Reserve All Guest Memory
HX220c-Mb 48 GB Yes

HXAF220c-M5

HX240c-M5SX 72 GB Yes

HXAF240c-M5SX

# The Cisco UCS compute-only nodes have a lightweight storage controller virtual machine; it is config-
ured with only 1 vCPU and 512 MB of memory reservation.
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Solution Configuration
I ————————————

This section details the configuration and tuning that was performed on the individual components to produce a
complete, validated solution. Figure 44 illustrates the configuration topology for this solution.

Figure 44 Configuration Topology for Scalable Citrix Virtual Desktops 1909 Workload with HyperFlex
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Installation

Installing the Cisco HyperFlex system on Hyper-V is primarily done via a deployable HyperFlex installer virtual
machine available for download at cisco.com as a vhdx file. The installer virtual machine performs the Cisco UCS
configuration work, the configuration of Hyper-V on the HyperFlex hosts, the installation of the HyperFlex HX Data
Platform software and creation of the HyperFlex cluster. Because this simplified installation method has been
developed by Cisco, this CVD will not provide detailed manual steps for the configuration of all the elements that
are handled by the installer. The following sections will guide you through the prerequisites and manual steps
needed prior to using the HyperFlex installer, how to utilize the HyperFlex Installer, and how to perform the
remaining post-installation tasks.

Prerequisites

Prior to beginning the installation activities, it is important to gather the following information:

IP Addressing

To install the HX Data Platform, an OVF installer appliance must be deployed on a separate virtualization host,
which is not a member of the HyperFlex cluster. The HyperFlex installer requires one IP address on the
management network and the HX installer appliance IP address must be able to communicate with Cisco UCS
Manager, Hyper-V management IP addresses on the HX hosts, Windows Active Directory and DNS server and
any management server IP addresses from where the Windows failover cluster will be managed.

Additional IP addresses for the Cisco HyperFlex system need to be allocated from the appropriate subnets and
VLANS to be used. IP addresses that are used by the system fall into the following groups:

e (Cisco UCS Manager: These addresses are used and assigned by Cisco UCS Manager. Three IP addresses
are used by Cisco UCS Manager; one address is assigned to each Cisco UCS Fabric Interconnect, and the
third IP address is a roaming address for management of the Cisco UCS cluster. In addition, at least one IP
address per Cisco UCS blade or HX-series rack-mount server is required for the hx-ext-mgmt IP address
pool, which are assigned to the CIMC interface of the physical servers. Since these management addresses
are assigned from a pool, they need to be provided in a contiguous block of addresses. These addresses
must all be in the same subnet.

e HyperFlex and Hyper-V Management: These addresses are used to manage the Hyper-V hypervisor hosts,
and the HyperFlex Storage Platform Controller virtual machines. Two IP addresses per node in the
HyperFlex cluster are required from the same subnet, an additional IP address is required for roaming
HyperFlex cluster management interface and another additional IP address is required for the Windows
faillover cluster. These addresses can be assigned from the same subnet at the Cisco UCS Manager
addresses, or they may be separate.

o HyperFlex Storage: These addresses are used by the HyperFlex Storage Platform Controller virtual
machines, and the Hyper-V hypervisor hosts, for sending and receiving data to/from the HX Distributed Data
Platform Filesystem. Two IP addresses per node in the HyperFlex cluster are required from the same
subnet, and a single additional IP address is needed as the roaming HyperFlex cluster storage interface. It is
recommended to provision a subnet that is not used in the network for other purposes, and it is also
possible to use non-routable IP address ranges for these interfaces. Finally, if the Cisco UCS domain is
going to contain multiple HyperFlex clusters, it is recommended to use a different subnet and VLAN ID for
the HyperFlex storage traffic for each cluster. This is a safer method, guaranteeing that storage traffic from
multiple clusters cannot intermix.
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e Live Migration: These IP addresses are used by the Hyper-V hypervisor hosts on interfaces to enable live
migration capabilities. One or more IP addresses per node in the HyperFlex cluster are required from the
same subnet.

The following tables provide space to input the required IP addresses for the installation of an 8-node standard
HyperFlex cluster by listing the addresses required, plus an example IP configuration.

# Table cells shaded in black do not require an IP address.

Table 23 HyperFlex Standard Cluster IP Addressing

Address Group: UCS Management HyperFlex and Hyper-V Management HyperFlex Storage Live Migration

VLAN ID:

Subnet:

Subnet Mask:

Gateway:
" Hyper-V
Hyper-V Storage Controller Virtual 5 Storage Controller . . .
Device UCs Management | Management |  Machine Management Hyperaso: Virtual Machine He
Interfaces Interfaces Interfages Storage Interfaces

Fabric Interconnect
A

Fabric Interconnect
B

UCS Manager

HyperFlex Cluster

Windows Failover
Cluster

HyperFlex Node #1

HyperFlex Node #2

HyperFlex Node #3

HyperFlex Node #4

HyperFlex Node #5

HyperFlex Node #6

HyperFlex Node #7

HyperFlex Node #8

HyperFlex extended clusters are also addressed similarly to a standard cluster, however the compute-only nodes
do not require any IP addresses for the Storage Controller virtual machines, as shown in Table 24
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Table 24  HyperFlex Extended Cluster IP Addressing

Address Group: UCS Management HyperFlex and Hyper-V Management HyperFlex Storage Live Migration

VLAN ID:

Subnet

Subnet Mask:

Gateway:
Hyper-V Storage Controller Virtual Ly pery) Storage Controller
< UCS Management 5 Hypervisor £ Z Live Migration
Device Addesees Management Machine Management Storage Virtual Machine Interfaces
Interfaces Interfaces e Storage Interfaces

Fabric Interconnect
A

Fabric Interconnect
B

UCS Manager

HyperFlex Cluster

Windows Failover
Cluster

HyperFlex Node #1

HyperFlex Node #2

HyperFlex Node #3

HyperFlex Node #4

HyperFlex Node #5

HyperFlex Node #6

HyperFlex Node #7

HyperFlex Node #8

Compute Node #1

Compute Node #2

Compute Node #3

Compute Node #4

Compute Node #5

Compute Node #6

Compute Node #7

Compute Node #8
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Table 25 HyperFlex Standard Cluster Example IP Addressing for a 4-Node Cluster

Address Group: UCS Management HyperFlex and Hyper-V Management HyperFlex Storage Live Migration
VLAN ID: 130 30 101 33
Subnet: 10.65.121.0 10.104.252.0 192.168.11.0 192.168.73.0
Subnet Mask: 255.255.255.0 255.255.255.0 255.255255.0 255.255.255.0

Gateway: 10.65.121.1 10.104.252 1

Hyper-V

¢ UCS Management HeS Hyper-V Management Hypervisor Sw_rage cantr_oller Live Migration
2O Addresses anagement Interfaces Storage Vitualachine Interfaces
Addresses Storage Interfaces
Interfaces
Fabric
Interconnect A UL
Fabric

Interconnect B A

UCS Manager 10.65.121.240

HyperFlex Cluster

10.104.252 35 192.168.11.35

Windows Failover

Cluster 10.104.252.36

Hyperi'g" fodc 10.104.252.11 10.104.252.19 10.104.252.27 192.168.11.11 192.168.11.19 192.168.73.11
Dper B ione 10.104.252.12 10.104.252.20 10.104.252.28 192.168.11.12 192.168.11.20 192.168.73.12
Hipes i Note 10.104.252.13 10.104.252.21 10.104.252.29 192.168.11.13 192.168.11.21 192.168.73.13
Hype'iﬁ" Dute 10.104.252.14 10.104.252.22 10.104.252.30 192.168.11.14 192.168.11.22 192.168.73.14
Hypert 2 Node 10.104.252.15 10.104.252.23 10.104.252.31 102.168.11.15 102.168.11.23 192.168.73.15
Hyperi'g Hoce 10.104.252.16 10.104.252.24 10.104.252.32 192.168.11.16 102.168.11.24 192.168.73.16
Hypeip et Hode 10.104.252.17 10.104.252.25 10.104.252.33 102.168.11.17 102.168.11.25 192.168.73.17
Hype'F;Z" blote 10.104.252.18 10.104.252.26 10.104.252.34 102.168.11.18 192.168.11.26 192.168.73.18

‘& IP addresses for Cisco UCS Management, including HyperFlex and Hyper-V Management, can come
from the same subnet, or can be separate subnets, if the HyperFlex installer can reach them both.
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DHCP versus Static IP

By default, the HX installation will assign a static IP address to the management interface of the Hyper-V servers.
Using Dynamic Host Configuration Protocol (DHCP) for automatic IP address assignment in not recommended.

Configure the Active Directory for Constrained Delegation

A Windows 2008 R2 and above forest/domain level Active Directory (AD) is required for the successful installation
and operation of Cisco HyperFlex system with Hyper-V.

The steps in this topic must be completed to enable constrained delegation. Constrained delegation is used to join
computers to the Active Directory. You provide constrained delegation information through the HX Data Platform
Installer. Constrained delegation uses a service account, which is created manually. This service account is used
to then log in to Active Directory, join the computers, and perform the authentications from the HyperFlex Storage
Controller virtual machine.

The Active Directory computer accounts applied to every node in the HyperFlex cluster include:
e Hyper-V host
o HyperFlex Storage Controller virtual machine
e Hyper-V host Cluster namespace
e Server Message Block (SMB) Share namespace for the HyperFlex cluster
To configure constrained delegation, follow these steps:

1. Create an hxadmin domain user account as HX service account.
2. Create an Organization Unit (OU) in Active Directory (AD), for example, HyperFlex:

a. Use the Active Directory Users and Computers management tool to create the OU. Select View >
Advanced Features to enable advance features. Select the OU that you created. For example, HyperFlex
> Properties > Attribute Editor.

b. Find the distinguished name attribute in the OU, and record the information as this will be required in the
Constrained Delegation wizard of the HX Data Platform Installer wizard. The values will ook like this:
OU=HyperFlex,DC=contoso,DC=com.

c. Use the Get-ADOrganizationalUnit cmdlet to get an organizational unit (OU) object or to perform a search
to get multiple OUs.

Get-ADOrganizationalUnit -Filter 'Name -like "Hyp*"" | Format-Table Name, DistinguishedName
Figure 45 PowerShell Get-ADOrganizationalUnit

WAdministrator> Get-ADOrganizationalUnit | Format-Table Mame, DistinguishedName

lvperFlex OU=HyperFlex,DC=HXHVDOM, DC=LOCAL

3. Use Active Directory Users and Computers management tool to grant full permissions for the hxadmin user for
the newly created OU. Make sure that Advanced features are enabled. If not, go back to step 2.

a. Select the QU that you created. For example, HyperFlex > Properties > Security > Advance.

b. Click Change Owner and choose your hxadmin user.
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c. Click Add in the Advanced view.
d. Select the principal and choose the hxadmin user. Choose Full Control and click OK.

Figure 46 Change Ownership of the AD OU

Advanced Security Settings for HyperFlex | *
Owner: hxadmin (hxadmin@HAHVDOM.LOCAL) Change
Permissions Auditing Effective Access

For additional information, double-click a permission entry. To modify a permission entry, select the entry and click Edit (if available).

Permission entries:

Type Principal Access Inherited from Applies to L.
a Allow  hadmin (hxadmin@HXHVD... Full control Mone This object and all descendan...
82 Allow  Account Operators (H{HVD...  Create/delete InetOrg... Mone This object only

[ SR Alow  Account Operators (HXHVD...
. & = =

Create/delete Comput... Mone This object only

Prepopulate AD DNS with Records

The AD integrated DNS server is also required to resolve Fully Qualified Domain Names (FQDN).
To create DNS records, follow these steps:

1. Create a record and reverse the PTR records for the listed devices to avoid installation failures:

For each Hyper-V hosts’ management and storage interfaces

For each Storage Controller Nodes” management and storage interfaces

HX Cluster CIP

SMB Access point

Windows Failover Cluster IP

ﬂ Standalone and non-Windows DNS servers are not supported.

The following tables provide a place to input the required DNS information for the installation and lists the
information required and provide an example configuration.

Table 26 DNS Server Information

[tem Value

DNS Server #1
AD DNS Domain

UCS Domain Name
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[tem

HX Server #1 Name

HX Server #2 Name

HX Server #3 Name

HX Server #4 Name

HX Server #5 Name

HX Server #6 Name

HX Server #7 Name

HX Server #8 Name

Value

Table 27 DNS Server Example Information

[tem

DNS Server #1

DNS Server #2

AD DNS Domain

SMTP Server Name

UCS Domain Name

HX Server #1 Name

HX Server #2 Name

HX Server #3 Name

HX Server #4 Name

HX Server #5 Name

HX Server #6 Name

Value

10.29.149.222

hxhvdom.local

outbound. hxhvdom.local

HXHV-FI

hxhv1. hxhvdom.local

hxhv2. hxhvdom:.local

hxhv3. hxhvdom.local

Hxhv4. hxhvdom.local

Hxhv5. hxhvdom.local

Hxhv6. hxhvdom.local
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ltem Value

HX Server #7 Name Hxhv7. hxhvdom.local

HX Server #8 Name Hxhv8. hxhvdom.local
NTP

Consistent time clock synchronization is required across the components of the HyperFlex system, provided by
reliable NTP servers, accessible for querying in the Cisco UCS Management network group, and the HyperFlex
and Hyper-V Management group. NTP is used by Cisco UCS Manager, the Hyper-V hypervisor hosts, and the
HyperFlex Storage Platform Controller virtual machines. For HyperFlex System with Hyper-V, AD Domain
Controller IP or domain name is required to be used as reliable NTP source for consistent time clock
synchronization.

VLANs

Prior to the installation, the required VLAN IDs need to be documented, and created in the upstream network if
necessary. At a minimum, there are 4 VLANSs that need to be trunked to the Cisco UCS Fabric Interconnects that
comprise the HyperFlex system; a VLAN for the HyperFlex and Hyper-V Management group, a VLAN for the
HyperFlex Storage group, a VLAN for the Live Migration group, and at least one VLAN for the guest virtual
machine traffic. The VLAN IDs must be supplied during the HyperFlex Cisco UCS configuration step, and the VLAN
names can optionally be customized.

The following tables provide a place to input the required VLAN information and provide an example configuration.

Table 28 VLAN Information

Name D

<<hx-inband-mgmt>>
<<hx-storage-data>>
<<hx-vm-network>>

<<hx-livemigrate>>

Table 29 VLAN Example Information

Name D

hx-inband-mgmt 30
hx-storage-data 101
vm-network 34

90



Installation

Name

hx-livemigrate

Network Uplinks

33

The Cisco UCS uplink connectivity design needs to be finalized prior to beginning the installation. One of the early
manual tasks to be completed is to configure the Cisco UCS network uplinks and verify their operation, prior to
beginning the HyperFlex installation steps. Refer to the network uplink design possibilities in the Network Design

section.

The following tables provide a place to input the required network uplink information for the installation and provide
an example configuration:

Table 30  Network Uplink Configuration

Fabric Interconnect Port

Port Channel

Port Channel Type

Port Channel ID

Port Channel Name

[]ves ] No L] LAcP
[ ]vYes[]No LIvee
A
[]ves [ No
[ ]vYes[]No
[]ves ] No L]Lace
[ ]vPC
|:| Yes |:| No
B
[ ]ves[]No
|:| Yes |:| No
Table 31 Network Uplink Example Configuration

Fabric Interconnect Port

Port Channel

Port Channel Type

Port Channel ID

Port Channel Name

[]LACP

1/25 X ves [] No
1/26 X1 ves [ No
[ ves []No
[1ves[1No

X vPC

10

vpc-10
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Fabric Interconnect Port Port Channel Port Channel Type | Port Channel ID Port Channel Name
1/25 X1 ves [J No [JLacP
X vPC
1/26 X Yes []No
B 20 vpc-20
[]ves[]No
[]ves[]No

Usernames and Passwords

Several usernames and passwords need to be defined or known as part of the HyperFlex installation process. The
following tables provide a place to input the required username and password information and provide an example
configuration.

Table 32 Usernames and Passwords

Account Username Password

HX Installer Administrator root <<hx_install_root_pw>>
UCS Administrator admin <<ucs_admin_pw>>
Hyper-V Local Administrator root <<hyperv_local_pw>>
HyperFlex Administrator root <<hx_admin_pw>>

AD Domain Admin or Service Account <<administrator>> <<ad_admin_pw>>

Table 33 Example Usernames and Passwords

Account Username Password
HX Installer Administrator root Cisco123
UCS Administrator admin Cisco123
Hyper-V Local Administrator root Cisco123
HyperFlex Administrator root Cisco123M!
AD Domain Admin or Service Account administrator@domain.local IQAZ2wsx
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Physical Installation

Install the Fabric Interconnects, the HX-Series rack-mount servers according to their corresponding hardware
installation guides listed below:

e (Cisco UCS 6200 Series Fabric Interconnect Hardware Installation Guide

e Cisco UCS 6300 Series Fabric Interconnect Hardware Installation Guide

e (Cisco HX220c M5 HyperFlex Node Installation Guide (Hybrid and All-Flash Models)

e (Cisco HX240c M5 HyperFlex Node (Hybrid and All-Flash Models) Installation Guide

Solution Cabling

The information in this section is provided as a reference for cabling the physical equipment in this Cisco Validated
Design environment. To simplify cabling requirements, the tables include both local and remote device and port
locations.

The tables in this section list the details for the prescribed and supported configuration.

This document assumes that out-of-band management ports are plugged into an existing management
infrastructure at the deployment site. These interfaces will be used in various configuration steps.

# Be sure to follow the cabling directions in this section. Failure to do so will result in necessary changes
to the deployment procedures that follow because specific port locations are mentioned.

Figure 47 shows a cabling diagram for a Citrix Virtual Desktops configuration using the Cisco Nexus 9000 and
Cisco UCS Fabric Interconnect.

Table 34 Cisco Nexus 93108YC-Cabling Information

Local Device Local Port Connection | Remote Device Remote
Port
Cisco Nexus 93108YC A Eth1/1 10GbE Cisco Nexus 93108YC B Eth1/1
Eth1/2 10GbE Cisco Nexus 93108YC B Eth1/2
Eth1/3 10GbE Cisco UCS fabric interconnect | Eth1/13
A
Eth1/4 10GbE Cisco UCS fabric interconnect | Eth1/14
A
Eth1/5 10GbE Cisco UCS fabric interconnect | Eth1/13
B
Eth1/6 10GbE Cisco UCS fabric interconnect | Eth1/14
B
Eth1/25 10GbE Infra-host-01 PortO1
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Local Device Local Port Connection | Remote Device Remote
Port
Eth1/26 10GbE Infra-host-02 PortO1
Eth1/27 10GbE Launcher-host-01 PortO1
Eth1/28 10GDbE Launcher-host-02 Port01
Eth1/29 10GDbE Launcher-host-03 Port01
Eth1/30 10GDbE Launcher-host-04 PortO1
MGMTO GbE GbE management switch Any
# For devices requiring GbE connectivity, use the GbE Copper SFP+s (GLC-T=).
Table 35  Cisco Nexus 93108YC-B Cabling Information
Local Device Local Port Connection Remote Device Remote
Port
Cisco Nexus Eth1/1 10GbE Cisco Nexus 93108YC A Eth1/1
93108YC B
Eth1/2 10GDbE Cisco Nexus 93108YC A Eth1/2
Eth1/3 10GDbE Cisco UCS fabric interconnect A Eth1/15
Eth1/4 10GbE Cisco UCS fabric interconnect A Eth1/16
Eth1/5 10GbE Cisco UCS fabric interconnect B Eth1/15
Eth1/6 40GDbE Cisco UCS fabric interconnect B Eth1/16
Eth1/25 10GbE Infra-host-01 Port02
Eth1/26 10GbE Infra-host-02 Port02
Eth1/27 10GbE Launcher-host-01 Port02
Eth1/28 10GbE Launcher-host-02 Port02
Eth1/29 10GbE Launcher-host-03 Port02
Eth1/30 10GbE Launcher-host-04 Port02
MGMTO GbE GbE management switch Any
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Table 36  Cisco UCS Fabric Interconnect A Cabling Information

Local Device Local Port Connection | Remote Device Remote
Port
Cisco Ucs fabric | Eth1/13 10GbE Cisco Nexus 93108YC A Eth1/3
interconnect A
Eth1/14 10GbE Cisco Nexus 93108YC A Eth1/4
Eth1/15 10GbE Cisco Nexus 93108YC B Eth1/5
Eth1/16 10 GbE Cisco Nexus 93108YC B Eth 1/6
MGMTO GbE GbE management switch Any
L1 GbE Cisco UCS fabric interconnect B | L1
L2 GbE Cisco UCS fabric interconnect B | L2
Table 37 Cisco UCS Fabric Interconnect B Cabling Information
Local Device Local Port Connection | Remote Device Remote
Port
Cisco UCS fabric Eth1/13 10GbE Cisco Nexus 93108YC B Eth1/3
interconnect B
Eth1/14 10GbE Cisco Nexus 93108YC B Eth1/4
Eth1/15 10GbE Cisco Nexus 93108YC A Eth1/5
Eth1/16 10GbE Cisco Nexus 93108YC A Eth 1/6
MGMTO GbE GbE management switch Any
L1 GbE Cisco UCS fabric interconnect A | L1
L2 GbE Cisco UCS fabric interconnect A | L2

Figure 47 Cable Connectivity Between Cisco Nexus 93108YC A and B to Cisco UCS 6248 Fabric A and B

N\ T DT T T e T i T

Cisco Nexus 93108YC

Cisco UCS-FI-6332-16-UP

:” 'dmnmn--_--‘_--
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Cisco Unified Computing System Configuration

This section describes the steps to initialize and configure the Cisco UCS Fabric Interconnects and how to prepare
them for the HyperFlex installation.

Cisco UCS Fabric Interconnect A

To configure Fabric Interconnect A, follow these steps:

1. Make sure the Fabric Interconnect cabling is properly connected, including the L1 and L2 cluster links, and
power the Fabric Interconnects on by inserting the power cords.

2. Connect to the console port on the first Fabric Interconnect, which will be designated as the A fabric device.
Use the supplied Cisco console cable (CAB-CONSOLE-RJ45=), and connect it to a built-in DB serial port, or
use a USB to DB9 serial port adapter.

3. Start your terminal emulator software.

4. Create a connection to the COM port of the computer’s DB9 port, or the USB to serial adapter. Set the termi-
nal emulation to VT100, and the settings to 9600 baud, 8 data bits, no parity, and 1 stop bit.

5. Open the connection just created. You may have to press ENTER to see the first prompt.

6. Configure the first Fabric Interconnect, using the following example as a guideline:

--—-- Basic System Configuration Dialog ----
This setup utility will guide you through the basic configuration of
the system. Only minimal configuration including IP connectivity to

the Fabric interconnect and its clustering mode is performed through these steps.

Type Ctrl-C at any time to abort configuration and reboot system.

To back track or make modifications to already entered values, complete input till
end of section and answer no when prompted to apply configuration.

Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup. (setup/restore) ? setup
You have chosen to setup a new Fabric interconnect. Continue? (y/n): y

Enforce strong password? (y/n) [yl: y

Enter the password for "admin":

Confirm the password for "admin":

Is this Fabric interconnect part of a cluster(select 'no' for standalone)? (yes/no)
[n]: yes

Enter the switch fabric (A/B) []: A

Enter the system name: HXHV-FI-A

Physical Switch MgmtO IP address : 10.29.149.203
Physical Switch MgmtO IPv4 netmask : 255.255.255.0
IPv4 address of the default gateway : 10.29.149.1
Cluster IPv4 address : 10.29.149.205
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Configure the DNS Server IP address? (yes/no) [n]: yes

DNS IP address : 10.29.149.222

Configure the default domain name? (yes/no) [n]: yes

Jo
Fo

tial
App
Ap
Co

Cisc
T

1.

Default domain name : hxhvdom.local

in centralized management environment (UCS Central)? (yes/no) [n]: no
llowing configurations will be applied:

Switch Fabric=A

System Name=HXHV-FI-A

Enforced Strong Password=no

Physical Switch MgmtO IP Address=10.29.149.203
Physical Switch MgmtO IP Netmask=255.255.255.0
Default Gateway=10.29.149.1

Ipv6 value=0

DNS Server=10.29.149.222

Domain Name=hx.lab.cisco.com

Cluster Enabled=yes

Cluster IP Address=10.29.149.205

NOTE: Cluster IP will be configured only after both Fabric Interconnects are ini-

ized
ly and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes
plying configuration. Please wait.

nfiguration file - Ok

o0 UCS Fabric Interconnect B

0 configure Fabric Interconnect B, follow these steps:

Connect to the console port on the first Fabric Interconnect, which will be designated as the B fabric device.
Use the supplied Cisco console cable (CAB-CONSOLE-RJ45=), and connect it to a built-in DB9 serial port, or
use a USB to DB9 serial port adapter.

Start your terminal emulator software.

Create a connection to the COM port of the computer’'s DB9 port, or the USB to serial adapter. Set the termi-
nal emulation to VT100, and the settings to 9600 baud, 8 data bits, no parity, and 1 stop bit.

Open the connection just created. You may have to press ENTER to see the first prompt.

Configure the second Fabric Interconnect, using the following example as a guideline:

---- Basic System Configuration Dialog ----

This setup utility will guide you through the basic configuration of

the system. Only minimal configuration including IP connectivity to

the Fabric interconnect and its clustering mode is performed through these steps.

Type Ctrl-C at any time to abort configuration and reboot system.

To

back track or make modifications to already entered values,
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complete input till end of section and answer no when prompted

to apply configuration.

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect. This Fabric inter-
connect will be added to the cluster. Continue (y/n) ? y

Enter the admin password of the peer Fabric interconnect:
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: 10.29.149.204
Peer Fabric interconnect MgmtO IPv4 Netmask: 255.255.255.0
Cluster IPv4 address : 10.29.149.205

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO
IPv4 Address

Physical Switch MgmtO IP address : 10.29.149.204
Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes
Applying configuration. Please wait.

Configuration file - Ok

Cisco UCS Manager

Log into the Cisco UCS Manager environment and follow these steps:

1. Open a web browser and navigate to the Cisco UCS Manager Cluster IP address, for exam-
ple https://10.29.149.205

Figure 48 Cisco UCS Manager

aliln,
cisco

UCS Manager

4.0(1¢)

Launch UCS Manager Launch KVM Manager

Java KVM launch requires Java Runtime Environment 1.7 or higher

GMU gpl 2.0 and Lesser General Public License (LGPL) Version 2.1

Terms and Conditions | Supplemental Terrns and Conditions | Privacy Staternent | Cookie Policy | Trademarks of Cisco Systems, Inc.

2. Click the “Launch UCS Manager” HTML link to open the Cisco UCS Manager web client.

3. At the login prompt, enter “admin” as the username, and enter the administrative password that was set dur-
ing the initial console configuration.

4. Click No when prompted to enable Cisco Smart Call Home. This feature can be enabled at a later time.
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Cisco UCS Firmware

Your Cisco UCS firmware version should be correct as shipped from the factory, as documented in the Software
Components section. This document is based on Cisco UCS infrastructure, B-series bundle, and C-Series bundle
software versions 4.0(1c¢). If the firmware version of the Fabric Interconnects is older than this version, the
firmware must be upgraded to match the requirements prior to completing any further steps.

To upgrade the Cisco UCS Manager version, the Fabric Interconnect firmware, and the server bundles, refer to
these instructions:

https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/ucs-manager/GUI-User-Guides/Firmware-
Mamt/4-0/b UCSM_ GUI Firmware Management Guide 4-0.html

NTP

To synchronize the Cisco UCS environment time to the NTP server, follow these steps:

1. In Cisco UCS Manager, click the Admin button.

2. In the navigation pane, select All > Time Zone Management, and click the carat next to Time Zone Manage-
ment to expand it.

3. Click Timezone.

4. In the Properties pane, select the appropriate time zone in the Time Zone menu.
5. Click Add NTP Server.

6. Enter the NTP server IP address and click OK.

7. Click OK.

8. Click Save Changes and then click OK.

Uplink Ports

The Ethernet ports of a Cisco UCS Fabric Interconnect are all capable of performing several functions, such as
network uplinks or server ports, and more. By default, all ports are unconfigured, and their function must be
defined by the administrator. To define the specified ports to be used as network uplinks to the upstream network,
follow these steps:

1. In Cisco UCS Manager, click the Equipment button.

2. Select Fabric Interconnects > Fabric Interconnect A > Fixed Module or Expansion Module as appropriate >
Ethernet Ports.

3. Select the ports that are to be uplink ports, right-click them, and click Configure as Uplink Port.
4. Click Yes to confirm the configuration and click OK.

5. Select Fabric Interconnects > Fabric Interconnect B > Fixed Module or Expansion Module as appropriate >
Ethernet Ports.
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6.

7.

8.

Select the ports that are to be uplink ports, right-click them, and click Configure as Uplink Port.
Click Yes to confirm the configuration and click OK.

Verify all the necessary ports are now configured as uplink ports, where their role is listed as “Network.”

Figure 49 Uplinks Ports

All

- Equipment | Fabric Interconnects | Fabric Interconnect A (... | Fixed Module | Ethernet Ports
* Equipment Ethernet Ports
Chassis Te Advanced Filter 4 Export & Print All Unconfigurad | | Network Server FCok Uplink
w» Rack-Maunts Slot Aggr. Port D Port ID MAC If Role If Type Overall Sta..  Admin State
FEX 1 0 25 Physical t up t Enabled
» Servers 1 0 26 00:DE:FB Physical t up 1t Enabled

T Fabric Interconnects
» Fabric Interconnect A (primary) (&
* Fans
* Fixed Module

Ethemet Ports

Uplink Port Channels

If the Cisco UCS uplinks from one Fabric Interconnect are to be combined into a port channel or vPC, you must
separately configure the port channels, which will use the previously configured uplink ports. To configure the
necessary port channels in the Cisco UCS environment, follow these steps:

1.

2.

10.

11.

12.

In Cisco UCS Manager, click the LAN button.
Under LAN > LAN Cloud, click the carat to expand the Fabric A tree.
Right-click Port Channels underneath Fabric A, then click Create Port Channel.

Enter the port channel ID number as the unique ID of the port channel (this does not have to match the port-
channel ID on the upstream switch).

Enter the name of the port channel.
Click Next.

Click each port from Fabric Interconnect A that will participate in the port channel and click the >> button to
add them to the port channel.

Click Finish.

Click OK.

Under LAN > LAN Cloud, click the carat to expand the Fabric B tree.
Right-click Port Channels underneath Fabric B, then click Create Port Channel.

Enter the port channel ID number as the unique ID of the port channel (this does not have to match the port-
channel ID on the upstream switch).
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13. Enter the name of the port channel.
14. Click Next.

15. Click each port from Fabric Interconnect B that will participate in the port channel and click the >> button to
add them to the port channel.

16. Click Finish.
17. Click OK.

18. Verify the necessary port channels have been created. It can take a few minutes for the newly formed port
channels to converge and come online.

Figure 50 Uplink Port Channels

All v LAN / LAN Cloud / Fabric A / Port Channels / Port-Channe...
v LAN General Parts Faults Events Statistics
* LAM Cloud
. Status .
= Fabric A Properties
» Part Channels G'«cra.nll Status @ 4 Up o a5
Additional Info : X )
Port-Channel 45 HXHV-A Fabric ID “A
. Port Type : Aggregation
Eth Interface 1/25 Actions © a9res
: Transport Type . Ether
Eth Interface 1/26 MName o HXHW-A
» Uplink Eth Interfaces Dizabla Port Channel Description
* VLANs Add Parts Flow Control Palicy : | default v
» VP Optimization Sets LACP Paolicy * | default v
* Fabric B Mote: Changing LACP policy may flap the port-channel if the suspend
Admin Speed : 1 Gbps 10 Gbps (=) 40 Gbps

* (oS System Class
Operational Speed(Gbps): 80

Server Ports

The Ethernet ports of a Cisco UCS Fabric Interconnect connected to the rack-mount servers must be defined as
server ports. When a server port is activated, the connected server or chassis will begin the discovery process
shortly afterwards. Rack-mount servers are automatically numbered in Cisco UCS Manager in the order which
they are first discovered. For this reason, it is important to configure the server ports sequentially in the order you
wish the physical servers and/or chassis to appear within Cisco UCS Manager. For example, if you installed your
servers in a cabinet or rack with server #1 on the bottom, counting as you go higher in the cabinet or rack, then
you need to enable the server ports to the bottom-most server first, and enable them one-by-one as you move
upward. You must wait until the server appears in the Equipment tab of Cisco UCS Manager before configuring
the ports for the next server.

Auto Configuration

A new feature in Cisco UCS Manager 3.1(3a) and later is Server Port Auto-Discovery, which automates the
configuration of ports on the Fabric Interconnects as server ports when a Cisco UCS rack-mount server is
connected to them. The firmware on the rack-mount servers must already be at version 3.1(3a) or later for this
feature to function properly. Enabling this policy eliminates the manual steps of configuring each server port,
however it does configure the servers in a somewhat random order. For example, the rack-mount server at the
bottom of the stack, which you may refer to as server #1, and you may have plugged into port 1 of both Fabric
Interconnects, could be discovered as server 2, or server 5, and so on. In order to have fine control of the rack-
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mount server or chassis numbering and order, the manual configuration steps listed in the next section must be
followed.

To configure automatic server port definition and discovery, follow these steps:

1. In Cisco UCS Manager, click the Equipment button.

2. In the navigation tree, under Policies, click Port Auto-Discovery Paolicy.

3. In the properties pane, set Auto Configure Server Port option to Enabled.
4. Click Save Changes.

5. Click OK.

6. Wait for a brief period, until the rack-mount servers appear in the Equipment tab underneath Equipment >
Rack Mounts > Servers, or the chassis appears underneath Equipment > Chassis.

Figure 51 Port Auto-Discovery Policy

Policies - Policies | Port Auto-Discovery Policy

* Policies Actions

Port Auto-Discovery Policy

Properties

Owner - Local

Auto Configure Server Port : |- Dizabled Enabled

Manual Configuration

To manually define the specified ports to be used as server ports and have control over the numbering of the
servers, follow these steps:

1. In Cisco UCS Manager, click the Equipment button.

2. Select Fabric Interconnects > Fabric Interconnect A > Fixed Module or Expansion Module as appropriate >
Ethernet Ports.

3. Select the first port that is to be a server port, right-click it, and click Configure as Server Port.
4. Click Yes to confirm the configuration and click OK.

5. Select Fabric Interconnects > Fabric Interconnect B > Fixed Module or Expansion Module as appropriate >
Ethernet Ports.

6. Select the matching port as chosen for Fabric Interconnect A that is to be a server port, right-click it, and click
Configure as Server Port.

7. Click Yes to confirm the configuration and click OK.
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8. Wait for a brief period, until the rack-mount server appears in the Equipment tab underneath Equipment >
Rack Mounts > Servers, or the chassis appears underneath Equipment > Chassis.

9. Repeat steps 1-8 for each pair of server ports, until all rack-mount servers and chassis appear in the order
desired in the Equipment tab.

Server Discovery

As previously described, when the server ports of the Fabric Interconnects are configured and active, the servers
connected to those ports will begin a discovery process. During discovery, the servers’ internal hardware
inventories are collected, along with their current firmware revisions. Before continuing with the HyperFlex
installation processes, which will create the service profiles and associate them with the servers, wait for all the
servers to finish their discovery process and to show as unassociated servers that are powered off, with no errors.

Deploying HX Data Platform Installer on Hyper-V Infrastructure

To deploy HX Data Platform Installer using Microsoft Hyper-V Manager to create a HX Data Platform Installer virtual
machine, follow these steps:

1. Locate and download the HX Data Platform Installer.vhdx zipped file (for example, Cisco-HX-Data-Platform-
Installer-v4.0.1b-33133-hyperv.vhdx.zip) from the Cisco Software Downloads site.

2. Extract the zipped folder to your local computer and copy the .vhdx file to the Hyper-V host where you want
to host the HX Data Platform Installer. For example,

\\hyp-v-host01\....\HX-Installer\Cisco-HX-Data-Platform-Installer-v4.0.1b-33133-
hyperv.vhdx.zip

3. In Hyper-V Manager, navigate to one of the Hyper-V servers.

4. Select the Hyper-V server, and right-click and select New > Create a virtual machine. The Hyper-V Manager
New Virtual Machine Wizard displays.

Figure 52 Hyper-V Manager - New Virtual Machine
=@ Hyper-V Manager

File Action View Help
& =| |

% Hyper-\ Manager H
E HXHVIMNFR A Virtual Machines

Mew ¥ Virtual Machine...
Import Virtual Machine... Hard Disk...
Hyper-V Settings... A e
Virtual Switch Manager... o

Running 1%

Virtual SAMN Manager...

Edit Disk...

5. In the Before you Begin page, click Next.
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6. Inthe Specify Name and Location page, enter a name and location for the virtual machine where the virtual
machine configuration files will be stored. Click Next.

Figure 53 Hyper-V Manager

- Specify Virtual Machine Name

EH Mew Virtual Machine Wizard

£ Specify Name

Before You Begin

Spedfy Name and Location

Specfy Generation
Agsign Memary
Configure Metwarking
Connect Virtual Hard Disk
Installation Options

Summary

and Location

Choose a name and location for this virtual machine.

The name is displayed in Hyper-V Manager. We recommend that you use a name that helps you easily
identify this virtual machine, such as the name of the guest operating system or workload.

Mame: |HXDF‘-Installer|

You can create a folder or use an existing folder to store the virtual machine. If you don't select a
folder, the virtual machine is stored in the default folder configured for this server.

[ ] store the virtual machine in a different location

D:\Hyper-vi
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‘ﬁ As a best practice, store the virtual machine together with the . vhdx file.

7. Inthe Specify Generation page, select Generation 1. Click Next.

Figure 54 Hyper-V Manger - Specify Virtual Machine Generation

Bl Mew Virtual Machine Wizard

Before You Begin

Spedfy Mame and Location

Assign Memory

Configure Networking

Connect Virtual Hard Désk
Instalation Options

Summary

4 Specify Generation

Choose the generation of this virtual machine.

{®) Generation 1

This virtual machine generation supports 32-bit and &4-bit guest operating systems and provides
virtual hardware which has been available in all previous versions of Hyper-V.

O Generation 2

This virtual machine generation provides support for newer virtualization features, has UEFI-based
firmware, and requires a supported 64-bit guest operating system.

& Once a virtual machine has been created, you cannot change its generation.

‘ﬁ If you select Generation 2, the virtual machine may not boot.

8. Inthe Assign Memory page, set the startup memory value to 4096 MB. Click Next.
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Figure 55 Hyper-V Manager - Assign Virtual Machine Memory

E3 New Virtual Machine Wizard

N7

= Assign Memory

Before You Begn Spedfy the amount of memory to alocate to this virtual machine, You can spedfy an amount from 32
; ; MB through 12582912 MB. To improve performance, specify more than the minimum amount
Specfy Name and Location recommended for the operating system.

Spedfy Generation Startup memory: M8
(] Use Dynamic Memory for this virtual machine.

Configure Networking
: When you dedde how much memory to assign to a virtual machine, consider how you intend to
Connect Virtual Hard Disk o use the virtual machine and the operating system that it will run.
Installation Options

9. In the Configure Networking page, select a network connection for the virtual machine to use from a list of ex-
isting virtual switches. Click Next.

Figure 56 Hyper-V Manager - Configure Virtual Machine Networking
Bl Mew Virtual Machine Wizard >

Configure Networking

Before You Begin Each new virtual machine includes a network adapter. You can configure the network adapter to use a
SeciFe Fonrietomntd Nesntioe virtual switch, or it can remain disconnected.

Specfy Generation Connection: | Team Ext-SW v

Assion Memary

Configure Metworking

10. In the Connect Virtual Hard Disk page, select Use an existing virtual hard disk, and browse to the folder on your
Hyper-V host that contains the .vhdx file. Click Next.
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Figure 57 Hyper-V Manager - Connect Virtual Hard Disk

EH Mew Virtual Machine Wizard

e Connect Virtual Hard Disk

Before You Begin A virtual machine requires storage so that you can install an operating system. You can spedfy the

Specify Name and Location storage now or configure it later by modifying the wirtual machine’s properties.

() Create a virtual hard disk
IIse this option to create a VHOX dynamically expanding wirtual hard disk.

Spedfy Generation
Assign Memary

Configure Metworking ame HXDP-Installer. vhdx

Connect Virtual Hard Disk scation: | D:\Hyper-V\HDs) -
LM o LK o WY =V \ Dl Ly

Summary

Size 127 GB (Maximum: 64 TB)

(®) Use an existing virtual hard disk
Ise this option to attach an existing virtual hard disk, either VHD or YHDX format.

slor-Yi o g I Nl \Cisco-HX -Data-Platform-Installer-v4.0. 1b-33133-hy) Browse. ..

(") Attach a virtual hard disk later
IUse this option to skip this step now and attach an existing virtual hard disk later.

11. In the Summary page, verify that the list of options displayed are correct. Click Finish.

12. After the virtual machine is created, edit settings and assign four virtual CPUs as shown below.
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Figure 58 Hyper-V Manager - Assign Virtual CPUs

@ Settings for HXDP-4.0.1b on HEKHVIMNFRA —

HXDP-4.0.1b v 4 p D
# Hardware S n Processor
l" Add Hardware
A rios You can modify the number of virtual processors based on the number of processars on
Boot from CD the physical computer. You can also modify other resource control settings.
@ security Mumber of virtual processors: 4=
Key Storage Drive disabled
W#@ Memory Resource control
4096 MB You can use resource contrals to balance resources among virtual machines,
Processor )
Virtual machine reserve (percentage): Ijl
4 Virtual processors (e ge)
= [ I0E Controller 0 Percent of total system resources: 0
== Hard Drive
Cisco-HY-Data-Platform-In... Virtual machine limit (percentage):
= [ ICE Controller 1
™ . en u. =r Percent of total system resources: 4
../ DVD Drive
Mone
. Relative weight: -
& scs1 Controller m

13. Review the final configuration summary and click Finish.
14. Right-click the virtual machine and choose Connect.
15. Choose Action > Start (Ctrl+S).

16. When the virtual machine is booted, login as ‘root” with default password. The default password is ‘Cisco123’
(without quotes)

17. After logging in with default password, you are prompted to change the default password for root.
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Figure 59 HXDP Installer
=_:| HXDP-4.0.1b on HXHVINFRA - Virtual Machine Connection

File Action Media Clipboard View Help

D@0 | nmp b

Version 4.001h)

You can start the installation by visiting
the following URL:
http:--10.104.252 .48

(0E-J0 -0 -0 -0 -0 3030 30 -0 3030 303030303030 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -J0F-Jef-Jef-Jef- e

HyperF lex—Installer login: _

Assign a Static IP Address to the HX Data Platform Installer Virtual Machine

During a default installation of the virtual machine, the HXDP Installer will try and automatically obtain an IP address
using DHCP. To ensure that you have the same IP address on every boot, you can assign a static IP address on
the virtual machine.

To configure your network interface (/etc/network/interfaces) with a static IP address. Make sure you change the
relevant settings to suit your network and follow these steps:

1. Log into your Installer machine via the Hyper-V Console.
2. Type ‘Ifdown ethO’ to shoutdown the interface.

3. Edit the ‘Jetc/network/ethO.interface’ file and add the following lines to the file:

auto ethO

iface eth0O inet static
metric 100

address 10.104.252.48

netmask 255.255.255.0

gateway 10.104.252.1
dns-nameservers 10.104.252.48
dns-search hxhvdom2.local

4. Press ‘ESC’ to exit the insert mode and type "wqg’ to save and quit the VI.
5. Type ‘lfup ethO’ to bring up the interface.
6. Reboot the virtual machine for changes to take effect.

7. Verify the settings as shown in the following figures
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Figure 60 Show Interfaces
root@HyperFlex—Installer:™# ifconfig
Link encap:Ethernet HUWaddr 00:15:5d4:fc:33:1e
inet addr:10.104.252.48 Bcast:10.104.252.255 Mask:255.255.255.0
UP BROADCAST RUMMING MULTICAST MTU:1500 Metric:1
R¥X packet=:5907Y5803 errors:0 dropped:14 overruns:0 frame:0Q
TX packets:503044Z errors:0 dropped:0 overruns:0 carrier:0
collisionzs:0 txgqueuelen:1000
R¥X bytes:23680472001 (23.6 GB) TX byte=s:34042337833 (34.0 GB)

Link encap:Local Loopback

inet addr:127.0.0.1 Mask:Z55.0.0.0

UP LOOPBACE RUMMING MTU:65536 Metric:1

R¥X packet=:3794673 errors:0 dropped:0 overruns:0 frame:0

TX packets:3794673 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1

R¥X byte=s:19882985351 (19.8 GB) TX byte=:19882985351 (19.8 GB)

Figure 61 Routing Table

root@HyperFlex-Installer:™# route —m

Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface
0.0.0.0 10.104.252.1 0.0.0.0 UG 0 0 0 ethd

10.104.252.0 0.0.0.0 255.255.255.0 U 0 0 0 ethd
239.255.255.253 0.0.0.0 255.255.255.255 UH 0 0 0 ethd
root@HyperF lex—Installer:™# _

Figure 62 /etc/resolv.conf file for Nameserver and Search Domain
root@HyperFlex-Installer:™# cat -setcsresolv.conf

#t Dynamic resolv.conf(5) file for glibc resoluver(3) generated by resoluconf (B)
it DO NOT EDIT THIS FILE BY HAND —— YOUR CHANGES WILL BE OVERWRITTEN
nameserver 10.104.252.138

namneserver 10.104 252 .44

nameserver 172.18.1.44

=zearch HXHUDOMZ .LOCAL hxhudoml . local
root@HyperF lex—Installer:™#

HyperFlex Installer Web Page

The HyperFlex installer is accessed via a webpage using your local computer and a web browser. If the HyperFlex
installer was deployed with a static IP address, then the [P address of the website is already known.

If DHCP was used, open the local console of the installer virtual machine. In the console, you will see an interface
like the example below, showing the IP address that was leased:
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Figure 63 HyperFlex Installer Virtual Machine IP Address
=_:| HXDP-4.0.1b on HXHVINFRA - Virtual Machine Connection

File Action Media Clipboard View Help

D@0 | nmp b

Version 4.001h)

You can start the installation by visiting
the following URL:

http:--10.104 252 .48

(0E-J0 -0 -0 -0 -0 3030 30 -0 3030 303030303030 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -J0F-Jef-Jef-Jef- e

HyperF lex—Installer login: _

To access the HyperFlex installer webpage, follow these steps:

1. Open a web browser on the local computer and navigate to the IP address of the installer virtual machine. For
example, open http://10.104 252 48

2. Click accept or continue to bypass any SSL certificate errors

3. At the login screen, enter the username: root

4. At the login screen, enter the password

5. Verify the version of the installer in the lower right-hand corner of the Welcome page is the correct version.

6. Check the box for “I accept the terms and conditions” and click Login.
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Figure 64 HyperFlex Connect

ll'lol'ln
Cisco

Cisco HyperFlex Connect

A HyperFlex

4.0(1b)

HyperFlex Installation

The HyperFlex installer will guide you through the process of setting up your cluster. The Windows OS is not
factory installed and requires the customer to provide media for the installation. It will configure Cisco UCS
policies, templates, service profiles, settings and install Windows Server 2016/2019, as well as assigning 1P
addresses to the HX servers after the OS installation. The installer will deploy the HyperFlex controller virtual
machines and software on the nodes, add the nodes to the Windows failover cluster, then finally create the

HyperFlex cluster and distributed filesystem. All these processes can be completed through a single workflow
from the HyperFlex Installer webpage.

To install and configure a HyperFlex cluster, follow these steps:

1. On the HyperFlex installer webpage click “Cluster Creation with HyperFlex (FI).”
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Figure 65 HyperFlex Installer - Workflow

iftfl HyperFlex Installer

Waorkflow

Select a Workflow

® _
gt ¢ &°®

Cluster Creation with HyperFlex (FlI) -

Advanced Option & | know what I'm doing, let me customize my workflow

2. On the Credentials page:

a. Under the “UCS Manager Credentials”, enter the Cisco UCS Manager Host Name or IP Address, UCS
Manager User Name and Password

b. Under the “Domain Information”, enter the AD Domain Name, DNS Server IP Address, HX Service
Account user name and password. It is recommended to select “Configure Constrained Delegation now”
and select “Use HX Service Account” if HX service account is member of AD Domain Admin group, else
provide Domain Admin credentials (which is a one-time requirement). To configure Constrained
Delegation later, refer the appendix section of this document.

c. And, under “Advanced Attributes (optional)”, enter the Domain Controller IP address and the distinguished
name of Organization Unit (OU). Providing distinguished name of the QU is required, if you want the
Computer objects created to be placed under a specific OU instead of the default built-in “Computers”
Oou.

3. Optionally, you can import a JSON file that has the configuration information, except for the appropriate pass-
words.
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A1l HyperFlex Installer
Credentials Server Selection UCSM Configuration Hypervisor Configuration P Addreszes Cluster Configuration
Configuration -
UCS Manager Credentials A S -
UCS Mamager Host Name UCS Manager User Name Password
10.65.121.240 admin Mbv12345

Domain Information

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

Domain Name T DNS Server(s) ' i
1 1

1 1

HXHVDOMZ LOCAL 10,104 252 138 1 H

1 1

] 1

1 1

HX Service Account Password : :
] " e ]

hxadmin HyperFlex!1 : :

! Select a File i

= Configure Constrained Delegation now (recommended) Configure Constrained Delegation later : :
1 1

1 1

1 1

#  Use HX Service Account T : :

1 1

1 1

1 1

1 1

1 1

. . 1 1

v Advanced Attributes (optional) i !
] 1

i i

Domain Controller (T Organization Unit T 1 1
1 1

1 1

10,104 252 138 QU=HXHV1 DC=HXHVDOM2Z,DC=LOCAI 1 1

1 1

1 1

1 1

g 4

4. Click Continue.
5. Inthe Server Selection page:

a. Select the Unassociated HX server models that are to be used in the new HX cluster and click Continue.
We have selected three nodes to demonstrate deployment of 3-node hx cluster.

b. If the Fabric Interconnect server ports were not enabled in the earlier step, you have the option to enable
them here to begin the discovery process by clicking the Configure Server Ports link.

‘ﬁ HyperFlex for Hyper-V only supports M5 Servers for converged nodes.
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it HyperFlex Installer

Server Selection

Server Selection Configure Server Ports Refresh Configuration

© HX for Hyper-V only runs on M5 servers. The list below is restricted to M5 servers.
Credentials
Unassociated (16)

v % Server Name Status Mode Seria

. Status Vod Actions
admin

¢ o Servert unassociated HXAF220C-M55X WZP22050FK7 none none : false

v o Server2 unassociated HXAF220C-M55X WZP22120C85 none none Sl

¢ o Server3 unassociated HXAF220C-M55X WZP22120C8) none none

¢ o Servert unassociated HXAF220C-M55X WZP22120C8G none none

’ o Servers unassociated HXAF220C-M55X WZP22121378 none none

¢ e  Servers unassociated HXAF220C-M55X WZP223202CS none none

v o  Server7 unassociated HXAF220C-M55X WZP22310DPL none none

¢ o  Servers unassociated HXAF220C-M55X WZP223202C8 none none

v o  Server9 unassociated HXAF220C-M55X WZP22120C61 none none

7 o  Server10 unassociated HXAF220C-M55X WZP2211152Y none none

v o Serverii unassociated HXAF220C-M55X WZP2232028R none none

2 o  Server12 unassociated HXAF220C-M55X WZP22120C5N none none

v o  Servert3 unassociated HXAF220C-M55X WZP21480PPZ none none

v o  Serveria unassociated HXAF220C-M55X WZP22120C68 none none

v Server 15 unassociated HXAF220C-M55X WZP21230UBH none none

7 e Server16 unassociated HXAF220C-M55X WZP2212136N none none

# Using the option to enable the server ports within the HX Installer will not allow you to finely con-
trol the server number order, as would be possible when performing this step manually before
installing the HyperFlex cluster. To have control of the server number order, perform the steps
outlined earlier for manually configuring the server ports. The server discovery can take several
minutes to complete, and it will be necessary to periodically click the Refresh button to see the
unassociated servers appear once discovery is completed.

6. On the UCSM Configuration page:

a.  VLAN Configuration = HyperFlex needs to have at least 4 VLANs to function; each VLAN needs to be on
different IP subnets and extended from the fabric interconnects to the connecting uplink switches, to
make sure that traffic can flow from Primary Fabric Interconnect (Fabric A) to Subordinate Fabric
Interconnect (Fabric B).

b. Enter the VLAN names and VLAN IDs that are to be created in Cisco UCS, multiple comma-separated
VLAN IDs for different guest virtual machine networks are allowed here.

# Do not use VLAN 1, since it is not a best practice and can cause issues with disjoint layer 2.
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# vm-network can have multiple VLAN IDs added as a comma separated list (as shown in the be-

low screenshot).

# Renaming the 4 core networks is not supported.

MAC Pool - Enter the MAC Pool prefix, only enter the 4" byte value, for example: 00:25:B5:0A.

‘hx’ IP Pool for Cisco IMC - Enter the IP address range, subnet mask and gateway to be used by the
CIMC interfaces of the servers in this HX cluster.

Cisco IMC access Management (Out of band or inband) - Select the recommended ‘in band” option for
faster installation of hypervisor OS on all the hx nodes.

The Out-Of-Band network needs to be on the same subnet as the Cisco UCS Manager. You can add
multiple blocks of addresses as a comma separated line.

VLAN for Inband Cisco IMC Connectivity - Enter a VLAN name and ID.

Advanced - If multiple firmware packages exist on the Fabric Interconnect, choose the version to be
installed on the servers that will comprise this cluster. Note that for HXDP 4.0(1b) release with M5
generation servers running on 2nd Generation Intel® Xeon® Scalable Processors, the supported and
recommended version of UCS Fl firmware’s is 4.0(4d).

Enter a unique Org name for the HyperFlex Cluster.

# The Cisco UCS B and C packages must exist on the Fabric interconnect otherwise the installation

will fail. If the right version is not available in the drop-down list, then upload it to Cisco UCS
Manager before continuing.

J.

iISCSI/FC Storage (optional) - iISCSI Storage and FC Storage are used for adding external storage to the
HyperFlex cluster. Not defined for this setup.

ﬂ Important! When deploying a second or any additional clusters, you must put them into a differ-

ent sub-org, use a different MAC Pool prefix, a unique pool of IP addresses for the CIMC inter-
faces, and you should also create new VLAN names for the additional clusters. Even if reusing
the same VLAN ID, it is prudent to create a new VLAN name to avoid conflicts. For example, for a
second cluster change the VLAN names, use a unique MAC Pool prefix, IP address pool, Cluster
Name and Org Name to not overwrite the original cluster information.
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HyperFlex Installer

WLAN Configuration Configuration "
WLAN Tor Mypervisor and HyperFlex management WLAN Tor HyperFlex storage traffic Credentials
VLAN Hamp WLAN ID WLAN Namip WLAN ID
05512124
% d-mgrml E13 w-storage-dals vz
HYDOMILOCAL
WLAN Tor W Live Migration WLAN Tor VR Network hacad i
VLAN Name YLAN ID VLAN Namc WLAN 1D}
1 -livenigrate T3 wr-nedwark 31743175 —
3H
10.104.252 138
MAC Pool

COU=HEHW, DC=HEHVIDE

MAC Fool Prefix

Server Selection

'nx’ IP Pool for Cisco IMC

IF Blocks Subnet Mask Gabeway

255 10.104.252.1

Cisco IMC access management (Qut of band or Inband)

& n band [recammended) T Out of band T

WLAM for inband Cisco IMC connectivity

VLAN Namc WLAM 1D

» 55l 5torage

» FC Storage

Advanced

LUCE Server FINM@ars Worsan HyporFlex Clustor Name Org Mame
4.0j2d) ¥ @ HCLUS HXHW

7. Click Continue.

8. On the Hypervisor Configuration page:
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a. Bare Metal Configuration - If Windows Server 2016/2019 is not installed on the nodes, select “Install
Hypervisor (Hyper-V)”, drag or click browse to upload OS media file in the box and select the radio button
to choose OS you want to install.

b. Configure Common Hypervisor Settings - Enter the subnet mask, gateway, DNS Server IP Address.

Cc. Hypervisor Settings - Enter IP addresses and hostnames for the Hypervisors that were created in the pre-
installation section phase. The IP addresses will be assigned via Serial over Lan (SolL) through Cisco UCS
Manager to the Hyper-V host systems as their management IP addresses.

d. Primary DNS Suffix - Add any additional DNS suffixes.
9. Click Continue.

117



Installation

e HyperFlex Installer

Hypervisor Configur atior
Bare metal configuration Configuraticn =
. Credentials
# Install Hypervisor (Hyper-\)
P - 10.65.121.240
1 ]
i en_windows_server_2019_x64_dvd_4ch967d8.iso i Addrmin
: : HXHVDOMILOCAL
] ]
e o o o o o o - J hmadmin
Select the Operating System you want to install e
Windows Server 2016 Datacenter # Desktop Experience ndia Standard Tirme
®  Windows Server 2019 Datacenter 10.104.252.138
10.104 252.138
OU=HXH DC-HEHVDOM
. . - 2,DC-LOCA
Configure common Hypervisor Settings BETLBeAL
Adrministralo
Subner Mask Gateway DS Server|s) °
Server Selection
255.255.255.0 10.104.252.1 10.104.252.138
WZPI20Z0LSLC F HXA £
WZP2Z0216WY F HXAFZADC-MEEX
WIP220200L96 F HXAFZADC-MEEX
Hypervisor Settings )
UCSM Configuration
#  Make P Addrezzes and Hostnameas Sequential hix-inband-rgm
613
= Mame Seriz Sratic IP Addrezz Heztname
nx-storage-d 4
72
Server WIFZZ020L9E 10.104.262.127 todh 11
Enermigrale
173
Server2 WZPZZ0Z1EWY 10104 252 122 huchd2
rm-nelwark
Server3 WIFZZ020L9G 10.104.252.129 hchwi3
Primary DNS Suffix [T Audditional DNS Suffixes

HXHVDOM2 LOCAL

Hypervisor Credentials

Lovegl Bobeminigararme |lpge b Lonegl Kol igerarme O !

10. On the IP Addresses page:

a. Assign the hostnames for the Storage Controllers Management that were created in the pre-installation
phase.

‘& If you leave the checkbox, Make IP Addresses and Hostnames Sequential as checked, then the
installer will automatically fill the rest of the servers sequentially.
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b. Assign the additional IP addresses for the Management and Data networks as well as the cluster IP
addresses, then click Continue.

ﬂ A default gateway is not required for the data network, as those interfaces normally will not
communicate with any other hosts or networks, and the subnet can be non-routable.

il HyperFlex Installer

= erver Selection UCSM Configuration Hypervisor Configuration IP Addresses Cluster Co
P Addresses Add Server Configuration -
#| Make Hypervisor Name and IP Address Sequential Credentials
UCS Manager Host Mame 10.65.121.240
Management - VLAN 613 Data - VLAN 3172
HXHVDOM2.LOCAL (Hostname or IP Address) JCS Manager User Name admin
Domnain Name HXHVDOM2.LOCAL
MName Hypervisor T Storage Controller @ Hypervisor o Storage Controller @
HX Service Account hxadmin
F'EZ:*.*._EE'.I' true
Server 1 i P - e 7 188
hxchv11 huchv11scvm 192.168.11.127 192.168.11.131 R |ndlis Seandard Time
DNS Server(s 10.104.252.138
Server 2 hxchv12 hachw12scvm 192.168.11.123 192.168.11.132 Domain Controlle 10.104.252.13
it OU=HXHY1.DC=HXHVDOM
e A 2,DC=LOCAL
Server 4 hxhv14 hxhv14scvm 192.168.11.130 192.168.11.134
Local Agministrator Uise: ame Administrator
Server Selection
Management Diata Serve WZP22020L5E / HXAF240C-M55X
Server 2 WIZPZ20216WY [/ HXAF2A0C-M55X
Cluster Address hxhvicip 192.168.11.135
Server 4 WZPZ2020L9E / HXAFZA0C-ME5X
UCSM Configuration
Subnet Mask 255.255.255.0 255.255.255.0
hux-inband-mgmt
613
Gateway 10.104.252.1

hu-storage-data

11. On the Cluster Configuration page:

a. Cisco HX Cluster - Enter the Cluster Name (SMB Access Point). Select a Replication Factor from the
drop-down menu and enter a Windows Failover Cluster Name that was created in the pre-installation
phase.

b. Controller virtual machine - Enter the Password that will be assigned to the Controller virtual machines.

c. System Services - Enter the AD DNS server IP address, and make sure to use the Active Directory
domain name for NTP Server for Controller virtual machines to synchronize time with the Active Directory .

d. Time Zone - Select a time zone from the drop-down li.st
e. Auto Support - Enable Connected Services in order to enable management via Cisco Intersight and enter
the email address to receive service ticket alerts, then scroll down.
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f.  Advanced Configuration - Jumbo Frames should be enabled to ensure the best performance, unless the
upstream network is not capable of being configured to transmit jumbo frames. It is not necessary to
select Clean up disk partitions for a new cluster installation, but an installation using previously used
converged nodes should have the option checked.

12. Click Start.

L HyperFlex Installer

Cluster Configuration

Cisco HX Cluster Configuration -
Cluster Name (SME Access Paint) Replication Factor Failover Cluster Mame T Credentials
fieht=mis 3 v|o hochv e IS Manager Host Name 10.65.121.240
anager Uzar Name admin
Domain Mame HXHYDOMZ LOCAL
Controller Vi
HX Senvice Account Feadmin
Create Admin Password Confirm Admin Password Constrained Delegation trus

me Zonea India Standard Time
DME Server(s 10.104.252.138
Diomain Controllar 10.104.252.138

System Services it OUSHKHY1, DC=HXHVDOM

2DC=LOCAL

DINS Server(s) NTP Server(s)
Local Administracor User Mame  Administrace
10.104.252.138 10.104.252.128 r
Server Selection
Time Zone
. . . — Serve WIP22020L5E 7 HXAF2A0C-ME5X
(UTC+0530) Chennai, Kolkata, Mumbai, Mew Delhi ¥ C
Server 2 WZP220218WY 7 HXAF220C-M55:
Server 3 WZP22020L36 § HXAF240C-MES:
Auto Support UCSM Configuration
Auto Suppore send service ticket notifications to — e feinzand-meme
3 Enable Connected Services LAN ID 513
[Recommended) -

LAM Mame nie-storage-dats
When Connected Services are enabled. Cisco periodically collects information sbout the cluster and its deployment environment for

the purpose of delivering a better product and support experience. LAN I N7

LA ame ha-livemigraze

Web Proxy Settings for Connected Services LAM ID 373
Use Praoxy Server @ LA ame vim-network
LAMN ID(s 31743175
AL Pool Pref 00:25:B5:04
~ Advanced Configuration P Blncks MM 757 TATR
Jumbe Frames Disk Partitions £ Back |—|

Enable jJumbao Frames on
Data Metwork

o 0 ¥ Clean up dizk pamitions

13. Validation of the configuration will now start. If there are warnings, you can review them and click “Skip Vali-
dation” if the warnings are acceptable. If there are no warnings, the installer will automatically continue to the
configuration process.
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# The initial validation always fails when using new Cisco UCS 6332 or 6332-16UP model Fabric
Interconnects. This is because changes to the QoS system classes require these models to re-
boot. If the validation is skipped, the HyperFlex installer will continue the installation and auto-
matically reboot both Fabric Interconnects sequentially. If this is an initial setup of these Fabric
Interconnects, and no other systems are running on them yet, then it is safe to proceed. Howev-
er, if these Fabric Interconnects are already in use for other workloads, then caution must be tak-
en to ensure that the sequential reboots of both Fabric Interconnects will not interrupt those
workloads, and that the QoS changes will not cause traffic drops. Contact Cisco TAC for assis-
tance if this situation applies.

';Ifs'élc;' HyperFlex Installer -

Progress

Configuration

UCEM

Configuration Credentials

admin
» UCSM Configuration in Progress HXHVDOM1 LOCAL

nxaamin

Validations ¥ ndia Standard Time

Validatiens - Qverall Cluster Management IP Mot Used

Cluster Data P Mot Used

Werify DMNS Servers m1.DC=local
Administrato
Verify SMTP Server

Server Selection

UCSM Validation Hardware

Hardware
WUCSM Configuration

Hardware Nx-1nDana-mgmt

UCS Manager Firmare

Qok

Qo5
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14. After the pre-installation validations, the HX installer will proceed to complete the deployment and perform all
the steps listed at the top of the screen along with their status. The process can also be monitored in Cisco
UCS Manager while the profiles and cluster are created.

The figure below shows the Cisco UCS Manager service profile association in progress:

asco  UCS Manager

o All - Servers | Service Profiles
v Servers Service Profiles
v root
T, Advanced Filter 4+ Export A Print
¥ Sub-Organizations = =
lame User Label o erall Statu Assoc Sta n
v HyperFlex = —
I Service Profle rack-unit-1 HXCLUS ~/ Config =~/ Associating
» rack-unit-1 (HXCLUS) -
Se Profile rack-unit-2 HXCLUS O confg O Associa =
» rack-unit-2 (HXCLUS)
S o F < s s s
5 Service ofile rack-unit-3 HXCLUS C Config =/ Associal
» rack-unit-3 (HXCLUS) ‘
» Sub-Organizations
v Service Profile Templates
¥ root = -
# Add i) Delete @ Info
¥ Sub-Organizations Associative State

v HyperFlex

v

Service Template compute-no
Service Template compute-no
» Service Template hx-nodes

» Service Template hx-nodes-m

v

Sub-Organizations
¥ Policies
» Adapter Policies
» BIOS Defaults
The figure below shows the UCSM > Equipment > Inventory > CIMC with two images in mounted state during the
Hypervisor configuration stage in HyperFlex Installer. One is Windows Server 2016 1SO image for OS installation

and the second one (latest.img) image file for preparing the system for hx installation after the OS installation is
complete.
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m G m m

ig

Al

w Equipsmant

w Chassis

* Ch;

.

* Servars

* Server 1

* Server 2

* Rack-Maurts

Enclosures

FEX

w Servers

b Sarver 2

Sarver 2

Server 4

b Sarver5

* Fabric Interconr

» Fabric Interconnect A (subordinate)

¥ Fabric Intercannect B (primary)
w Policies

Port Auto-Discovery Policy

Equipment /| Rack-Mounts | Servers | Server 1

Ge

Mitherbcard

[ e |

CIMG

CPUs

al Machines

Hytrid Digg nstalled Firrmware

s GPUs Mei

SEL Logs

HBAs

Finmware

r Varsion: 4.0(1b)
. 4.0(1b)

Package Version : 4.0{1b)C
Backup Ver :

: 3.1(3g)
: : Ready
f: 4.0(1b)

Mapgpirg Marne : hw-install Typa cDD
: HTTP Sarver - 10.104.252.48
“art : BD Filzrame - SW_DVD9_Win_Server_STD_CORE_2016_6
70526150

Rermate Path images Usar : root
Status Mounted Maount Failure Reason - None

tication Pratocol : None Ramap on Eject © Mo

Ent

Mapgpireg Marme : hw-img Typa - HDD
Protacol . HTTP Sarver - 10.104.252.48
Part B0 Filenarme : latestimg
Remate Path images sar © root
Status Mounted Mount Failure Reason = None
Authertication Protocel: None Ramap on Eject - No

The figure below shows the HyperFlex Installer > Hypervisor Configuration in progress:
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il HyperFlex Installer

Brogresz
Configuration
Sta alidatcns C5 Hypervisor 3 Deplo :
C h Configuration o Credentials
5 H e 10.65.121.240
5 zer Mame admin
“7) Hypenvisor Configuration in Progress HemEn tame FUHVDOMTLOCAL
H¥ Se headmin
Hypervisor Cenfiguration T Time

Hypervisor Configuration - Overall

Login to LICS AP
In Progress
Setting up configuration for OF installation
Organization Unit  OU=HyperFlex, DC=hxhwdo
Creating temporary boot policy for O install on M5 m1,DC=local
Imentorying physical servers Local Administrator User Name Administrato
Logout from LICS API
Server Selection
COMFIGURATION COMPLETED SUCCESSFULLY
2 Y
Waiting for all servers toinstsll and acguire IP address...
rack-unit-1 Setting up node for OS installation .
UCSM Configuration
In Progress
Powering off server
LAN Mame hx-inband-mgmt
COhanging boot policy
LAN ID 613
Maounting remaote videdia image
LAN Mame hi-storage-data
Powering on server
LAN ID 3172
Waiting for BIOS post completion .
A & hu-livernigrate
Waiting for BIOS boot meszage N 317
Waiting for server to install and acguire IP address...
LAN Mame vrmHnenwork
LAM 1D(= 3174
rack-unit-2

Setting up node for 05 installation

The figure below shows the OS installation in progress in the background during the Hypervisor configuration
stage of HyperFlex Installer:
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A A HX-5AN) / root S HyperFlex / rack-unit-2[HXCLUS] (Rack -2) - KVM Consecle(Launched By: admin) - O
File View Macros Tools Virtual Media Help File View Macros Tools Virtual Media Help

.} Shutdown Server ., Reset 1} shutdown Server &, Reset
KVM Console l Properties KVM Consale l Properties

wli Windows Sebp
Trestalling Winclews

e

Conpyinng Winebor Bl 105
Gelfieds e redy o incti

Setup is starting

10.104.252.74 | | adm 10.104.252.75 || admin || 2.0 fps || 9.21 KB/s UM

(8 Connected to IP: 10.104.252.74 & Connected to IP: 10,104.252.75 2
I s

The figure below shows the HyperFlex Installer > Deploy in progress:
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Aty HyperFlex Installer

Progress

( Deploy in Progress

Deploy Validation - Owerall

hxbvl HXHVDOM1.LOCAL

15. Review the Summary screen after the installation completes by selecting Summary.

Deploy C

Deploy Validation

Cluster Management [P resolvesble

Modes Compatible check

Storage Controller Management IP List Mame Resolution Check
Storage Controller Dats P List Mame Resolution Chedk
Hypervizor Management |P List Mame Resolution Check
Hypervizor Data IP List Mame Resolution Check
Hypervisor host check

Hypervisor max cluster size check

Data IP's specified chack

Diata IP subnet specified check

Diata Menwork [Pz in the same subnet

[Mznagement IF s specified chacx

[Management P zubner specified check

[Management Network [P’z in the same subnet

MNTP reachabiliy

DMS reachabiliny

Hyper¥ authentication and reschability check
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Credentials

ne India Standard

Am
0AG

m1.DC=local

ame Administrate

WEZP220216WY [ HXAF240C-M55X

HXAFZA0C-MS5X

A0C-H

HIATL

ame hx-indand-mgmt

A 613

e Nx-storage-oata

ANIE 3172

emigrane

AN D 3173
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QLD HyperFlex Installer
Summary
Name hxhvicip

Version 4041 Domain Name hxhvdom.loca
Cluster Management IP Address hxhvicip.hxhvdom.local Failover cluster Name
Cluster Data IP Address 192.168.11.230 DNS Server(s) 10.10.31.21
Replication Factor Three copies NTP Server(s) 10.10.31.21
Available Capacity 25778
Servers

Model Serial Number Management Hypervisor Management Storage Controller Data Network Hypervisor Data Network Storage Controller

HXAF220C-M55X WZP22120C5N 10.10.30.139 10.10.30.211 192.168.11.137 192.168.11.169

HXAF220C-M55X WZP2211152Y 10.10.30.137 10.10.30.209 192.168.11.135 192.168.11.167

HXAF220C-M55X WZP22120C61 10.10.30.136 10.10.30.208 192.168.11.134 192.168.11.166

HXAF220C-M55X WZP22120C85 10.10.30.129 10.10.30.201 192.168.11.127 192.168.11.159

HXAF220C-M55X WZP223202CS 10.10.30.133 10.10.30.205 192.168.11.131 192.168.11.163

HXAF220C-M55X NZP22050FK7 10.10.30.128 10.10.30.20 192.168.11.126 192.168.11.158

HXAF220C-M55X WZP223202BR 10.10.30.138 10.10.30.210 192.168.11.136 192.168.11.168

HXAF220C-M55X WZP223202CB 10.10.30.135 10.10.30.207 192.168.11.133 192.168.11.165

HXAF220C-M55X WZP2212136N 10.10.30.143 10.10.30.215 192.168.11.141 192.168.11.173

HXAF220C-M5S5X VZP21230UBH 10.10.30.142 10.10.30.214 192.168.11.140 192.168.11.172

HXAF220C-M55X WZP22310DPL 10.10.30.134 10.10.30.206 192.168.11.132 192.168.11.164

HXAF220C-M55X WZP22120C8G 10.10.30.131 10.10.30.203 192.168.11.129 192.168.11.161

HXAF220C-M55X WZP22120C68B 10.10.30.141 10.10.30.213 192.168.11.139 192.168.11.171

16. After the install completes, you may export the cluster configuration by clicking on the downward arrow icon in
the top right of the screen. Click OK to save the configuration to a JSON file. This file can be imported to save
time if you need to rebuild the same cluster in the future and be kept as a record of the configuration options
and settings used during the installation.
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! HyperFlex Installer

hxhvismb [0 2D

Version 401e-33133
Cluster Management |P Address ekl i FOHVDIOM 2 LOCAL
Cluster Data P Address 192.168.11.135
Replication Factor Three copies
Awailable Capacity 10.7 TB

Domain Name

Failowver clhuster MName

DNS Server{s]

NTP Servar(s)

Eapart Configuration

HXHVDOMZ LOCAL

Fothw e

10104.252.138

10104252138

17. After the installation completes, you can click Launch HyperFlex Connect to immediately log into the HTML5

management GUI.

You can go to the cluster expansion immediately after this standard cluster deployment:

el

cisco  HyperFlex Connect

hxhvicip

@ Dashboard / OPERATIONAL STATUS
' Online
MONITOR
A RESILIENCY HEALTH
Ly Alarms J\ e Healthy )
{,? Events
TN CAPACITY

Activity L) 25.7 T8

ANALYZE

Hh Performance

—] 32

System Information

E3
=— Datastores

[ 7
1 Upgrade
23 T N
Throughput (MBps) La hou
DI~ = il S
Latenc mse La hou
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Post Installation Tasks

Create Datastores

Create a datastore for storing the virtual machines. This task can be completed by using the HyperFlex Connect
HTML management webpage. The Datastores created using HX Connect creates a SMB share which the
HyperFlex Hyper-V nodes can use it to store virtual machine files. To configure a new datastore through the

HyperFlex Connect webpage, follow these steps:

ﬂ Cisco recommends an 8K block size for best performance and as few datastores as possible for ease of

management.

1. Use a web browser to open the HX cluster IP management URL.
2. Enter the credentials.

3. Click Login.

4. Click Datastores in the left pane and click Create Datastore.

Figure 66 HX Connect - Datastores

— Expand/Collapse left menu Connect hxhvismb

€9 Dashboard

Datastores
MONITOR E Create Datastore
LV plarms
Name ~  Status
17 Events
Activity

AMALYZE

Et[h Performance

MAMNAGE
System Information

e
= Datastores

Size Used Free

No records found

5. Inthe popup, enter the Datastore Name and size. For most applications, leave the Block Size at the default of
8K. Only dedicated Virtual Desktop Infrastructure (VDI) environments should choose the 4K Block Size option.
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Figure 67 HX Connect - Create Datastore

Create Datastore

Datastore Name

haed=1
Size Block Size
5 TB - 8K -

6. Click Create Datastore.

Figure 68 HX Connect - Datastore Status

“dses’ HyperFlex Connect hxhv1smb

@ Created datastore hxds1

Bieins - ast refreshed at 08/29/2019 &

€9 Dashboard

MONITOR

& Create Datastore Hv Filter
O Alarms
Mame ~  Status Size Used Free
T;?, Events
o hxds1 5TE 0B 5TB
Activity m
AMALYZE Showing 1 -1 of 1

Hh Performance

MANAGE

System Information

E—1
= Datastores

Constrained Delegation (Optional)

Windows provides a safer form of delegation that could be used by services. When it is configured, constrained
delegation restricts the services to which the specified server can act on the behalf of a user. In other words.
Constrained Delegation gives granular control over impersonation. When the remote management requests are
made to the Hyper-V hosts, it needs to make those requests to the storage on behalf of the caller. This is allowed
if that host is trusted for delegation for the CIFS service principal of HX Storage.

Constrained Delegation requires that the option for the security setting User Account Control: Behavior of the
elevation prompt for Administrators in Admin Approval Mode is set to Elevate without Prompting. This will prevent
the global AD policy from overriding policy on HX OU.
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r. e

This step must be performed only if Constrained Delegation was not configured during initial installation.
It is recommended that you perform this procedure using the HX Installer and not as part of post-
installation.

To configure constrained delegation using the domain administrator, follow these steps on each Hyper-V host in
the HX Cluster and on management hosts (with RSAT tools from where you want to remotely perform
administrator tasks):

1. Open the Active Directory Users and Computers snap-in. (From Server Manager, select the server if it is not
selected, click Tools >> Active Directory Users and Computers).

2. From the navigation pane in Active Directory Users and Computers, select the domain and double-click the
Computers folder.

3. From the Computers folder, right-click the computer account of the source server and then click Properties.

Figure 69 Active Directory Users and Computers

: Active Directory Users and Computers

File Action View Help

o | AE B XEdz BEITaETER

: Active Directory Users and Computer
| Saved Cueries

v i HXHVDOM2.LOCAL

| Builtin

Computers

2| Domain Controllers

FereignSecurityPrincipals

HXHW1

HyperFlex

| Keys

LostAndFound

Managed Service Accounts

Program Data

System

Users

NTDS Cuotas

I HXHVT15CYM
i HxXHY 12

I HXHV125CYM
il HXHY13

T HXHV135CYM
i HXHY 14

1 HXHV145CYM
1] hxhw1smb

I HXHYIWFC

Computer
Add to a group...
Mame Mappings...
Disable Account
Reset Account
Move...

Manage
All Tasks

Cut
Delete

Properties

Description

3
=r cluster virtual n...

4. From the Properties tab, click the Delegation tab.

5. On the delegation tab, select Trust this computer for delegation to the specified services only and then select
Use any authentication protocol.
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Figure 70 Active Directory Users and Computers - Server Properties

HXHV11 Properties ? >

Location Managed By Object Securty Dial4n Attribute Editor
General  Operating System Member Of  Delegation Paszsword Replication

Delegation is a securnty-sensitive operation, which allows services to act on
behalf of another user.

(") Do mot trust this computer for delegation
() Trust this computer for delegation to any service (Kerberos only)
(®) Trust this computer for delegation to specified services only

() Use Kerberos only

{®) Usze any authentication pratocol

Services to which this account can present delegated credentials:

Service Type  User or Computer Port Service M

cifs Focw 1emb HXHWVDO ..

cifs Focv 11

WSMAN HXHWV11

£ >
[ ] Expanded Add.. Remaove

Concal | | hosh | [ Hep

10.

Click Add.

From Add Services, click Users or Computers.

From Select Users or Computers, type the name of the destination server.

Click Check Names to verify it and then click OK.

From Add Services, in the list of available services, do the following and then click OK:

a. To move virtual machine storage, select cifs. This is required if you want to move the storage along with

the virtual machine, as well as if you want to move only a virtual machine's storage. If the server is
configured to use SMB storage for Hyper-V, this should already be selected.

b. To move virtual machines, select Microsoft Virtual System Migration Service.
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Figure 71 Active Directory Users and Computers - Constrained Delegation

HXHV11 Properties ? >

Location Managed By Ohject Security Diial4n Attribute Editor
General  Operating System Member Of  Delegation Paszsword Replication

Delegation is a securty-sensitive operation, which allows services to act on
behalf of another user.

() Do not trust this computer for delegation
() Trust this computer for delegation to any service (Kerberos only)
(®) Trust this computer for delegation to specied services only

() Use Kerberos only

{®) Uze any authentication protocol

Services to which this account can present delegated credentials:

Service Type Iser or Computer
cifs Fechv 1smb . HXHVDO...
cifs Fochv 11

Microsoft Vitual System Migration Service | HXHV12

Microsoft Vitual System Migration Service | HX¥HV13
WSMAN HxHV11

< >

[ ] Expanded Add... Remave

Corca | [ ooy | [_Fep

11. On the Delegation tab of the Properties dialog box, verify that the services you selected in the previous step
are listed as the services to which the destination computer can present delegated credentials. Click OK.

12. From the Computers folder, select the computer account of the destination server and repeat the process. In
the Select Users or Computers dialog box, be sure to specify the name of the source server.

Assign IP Addresses to Live Migration and Virtual Machine Network Interfaces

To assign a static IP address to Live Migration and Network Interfaces, log into each Hyper-V node and execute
the following commands in PowerShell, follow these steps:

1. Use the following PowerShell command (from a remote management station) to check if there is vSwitch cre-
ated for Live Migration network on Hyper-V hosts by the HX installer:

Invoke-Command -ComputerName hxhvll, hxhvl12, hxhvl4 -ScriptBlock {Get-VMSwitch -
name * select PSComputerName, Name} Format-Table -AutoSize
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Figure 72 PowerShell - Get VMSwitch

Ps C:ZUsers\administrator> Invoke-Command -ComputerName hxhviil,hxhviz, hxhvi4 -ScriptBlock {Get-VMSwitch -name * | select PSComputerName,Name} | Format-Table -AutoSize

Name PSCOMpuUTErnName Runspaceld

wvswitch-hx-inband-mgmt

vswitch-hx-storage-data hx 0 C0C9216bTS
vswitch-hx-vm-network ) 0 c0c9216bfs
vswitch-hx-Tivemigration hx 0 c0c9216bfs

vswitch-hx-vm-network 3Cc7-4C07 2 sddeafzzfa
vswitch-hx-storage-data hxhvig —-d3c7-4c07-9382 cddeaf7zfa
vswitch-hx-Tivemigration hxhvi4 —-d3c7-4c07-93 cddeafzz2fa
wvswitch-hx-inband-mgmt hxhvig —d3c7-4c07-93 sddeaf7zfa
wswitch-hx-vm-network hxhvii e5a-58fe-45a5-
wvswitch-hx-inband-mgmt hxhvii esa-58fe-45
vswitch-hx-storage-data hxhvil e5a-58Te-45
vswitch-hx-Tivemigration hxhvii bc454e5a-58Te-45a5— 40465649D814

2. Optional - remove the vSwitch named ‘vswitch-hx-livemigration” using the following PowerShell command:

Invoke-Command -ComputerName hxhvll,hxhv12,hxhv1l4 -ScriptBlock {Remove-VMSwitch -
Name vswitch-hx-livemigration}

hxhviz
vswitch-hx- e hxhviz

vswitch-hx- e hxhviz

vswi tch-hoc- hxhvii

vswitch-hx-inband-mgmt hxhvil

wvswitch-hx-storage-data hxhvil 3
vswitch-hx-vm-network  hxhvi4 3ca6G8630 d748dB6e4ba
vswitch-hx-storage-data hxhvis 3Ca68630-31 d748d8ee4ba
vswitch-hx-inband-mgmt hxhvia 3cac8630-31! d748dB8ce4ba

3. Assign a static IP address to the teamed interface named “team-hx-livemigration” or “vswitch-hx-
livemigration” using the following PowerShell command:

Invoke-Command -ComputerName hxhv1ll -ScriptBlock {New-NetIPAddress -ifAlias
"team-hx-livemigration" -IPAddress 192.168.73.127 -PrefixLength 24}

Figure 74 PowerShell - Assign Static IP

Jsers\Administrator> Invoke-Command -ComputerName hxhviil -ScriptBlock {New-NetIPAddress -ifAlias "team-hx-Tlivemigration"” -IPAddress 192.168.73.127 -PrefixLength

ifIndex :
PSComputerName : hxhvii
RunspaceTd : 11e201eB8-0654-416e-a32e-6207c56d38d0
Caption B
Description

ElementName

Instanceln
CommunicationStatus
Detailedstatus
HealthState

Installpate

Name

Operatingstatus
Operational Status
PrimaryStatus

Statu

Statu scriptions H
AvailableReguestedStates :
Enabledpefault
Enabledstate
otherenabledstate
RequestedState
TimeofLastStateChange
TransitioningToState
CreationClassName
SystemCreationClassName
SystemName

NameFormat

otherTypeD

ProtocolIF

Addressorigin
AddressType
IPv4Address
IPvEAddress

4. This step is optional. If there is a requirement for the Hyper-V host also to communicate on virtual machine
network, then assign a static IP address to “team-hx-livemigration” using the following PowerShell command:
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Invoke-Command -ComputerName hxhv1ll -ScriptBlock {New-NetIPAddress -ifAlias
"vswitch-hx-vm-network" -IPAddress 172.18.1.127 -PrefixLength 16}

5. Repeat steps 3 and 4 to assign static IP addresses to the live migration and VM networks on all the Hyper-V
hosts

6. Verify the jumbo frame settings on the live migration network adapters using the below command:

Invoke-Command -ComputerName hxhvll,hxhv12,hxhv1l4 -ScriptBlock {Get-
NetAdapterAdvancedProperty -name hv-livemigrate* | Where-Object {$ .DisplayName -
Match "Jumbo*"}}

Figure 75 PowerShell - Verify Jumbo Frame Settings

PS C:\Users\Administrator> Invoke-Command -ComputerName hxhvii,hxhviz,hxhvi4 -scriptBlock {Get-NetAdapterAdvancedProperty -name hv-livemigrate: | where-object {$_.DisplayName -Match "Jumbo="}}

DisplayName Displayvalue i PSComputerName

vemigrate-a Jumbo Packet =JumboPacket {1514} hxhvii
vemigrate-b Jumbo Packet 4 =JumboPacket 1514% hxhvii
vemigrate-b Jumbo Packet Bytes 1514 *JumboPacket {1514} hxhviz
vemigrate-a Jumbo Packet =JumboPacket {1514} hxhviz
vemigrate-b Jumbo Packet =JumboPacket {1514} hxhvis
hv-Tivemigrate-a Jumbo Packet / 4 =JumboPacket {15147 hxhvis

7. Configure the jJumbo frame settings on the live migration network adapters using the below command to set
the mtu size to 9014 Bytes.

Invoke-Command -ComputerName hxhvll,hxhvl12,hxhvl4 -ScriptBlock {Set-
NetAdapterAdvancedProperty -Name "hv-livemigrate*" -RegistryKeyword
"*JumboPacket" -RegistryValue 9014}

Figure 76 PowerShell - Configure Jumbo Frame Settings

PS C:\Users\Admimistrator> Invoke-Command -ComputerName hxhvii,hxhvi2,hxhvi4 -ScriptBlock {Set-NetAdapterAdvancedProperty -Name "hv-livemigrate*" -RegistryKeyword “+JumboPacket” -RegistryValue 9014}

8. Verify and validate the jumbo frame setting using the below ping command:

PS C:wUsershadministrator. HXHWVI

Pinging 192.1¢ 128 with 72 bytes of data:
Reply from : : by 72 time<lms
Reply from : 1¢ 128: by time<lms
Reply +rom : ; N time<lms
Reply +rom : 1€ i by 2 time<lms

for 192.168
Sent = 4, Rec
round trip time

Pinging 192.1¢ 73.138 wi ? bytes of data:
Reply +rom : N time<lms
Reply from : - 1 52 : by time<lms
Reply from : ; y time<lms
Reply +rom : ’

135



Installation

Rename the Cluster Network in Windows Failover Cluster - Optional

To rename the default cluster network names assigned during cluster creation to more meaningful names, run the
following PowerShell commands from any one HyperFlex Hyper-V host:

1. Run the “Get-ClusterNetwork” from one of the Hyper-V nodes as shown below to view information about the
cluster network.

Figure 77 PowerShell - Get Cluster Network
[hxhwi1]: pPs C:\Users\administrator.HXHVDOM2Y\Documents:> Get-ClusterNetwork

Name 5 Metric Role

Cluster Network 1 69600 Clusterandclient
Cluster Network 2 29600 Cluster
Cluster Network 3 29601 Cluster

2. Run the below PowerShell command to rename the cluster networks:

Get-ClusterNetwork | Where-Object {$ .Address -eq "10.29.149.0"}).Name = "hx-
inband-mgmt"

(Get-ClusterNetwork | Where-Object {$ .Address -eq "192.168.11.0"}) .Name = "hx-
storage-data"

(Get-ClusterNetwork | Where-Object {$ .Address -eq "192.168.73.0"}) .Name
"LiveMigration"

(Get-ClusterNetwork | Where-Object {$ .Address -eq "172.18.0.0"}) .Name = "vm-
network"

Figure 78 PowerShell - Rename the Cluster Network

[hxhvii]: PS5 C:\Users\administrator.HxXHVDOM2Y\Documents>
{Get-ClusterNetwor wher ject {$_.Address -eg "1

(Get-ClusterNetwork | Wi i$_.Address -eq "192.168 0"1). LiveMigration"
(Get-ClusterNetwork | Wi i$_.Address -eq "172.18.0.0"}).Name = "vm-network"

3. Verify now the cluster network using the “Get-ClusterNetwork” command

Figure 79 PowerShell - Verify Cluster Network
[hxhvii]: pPs C:hZUsershadministrator.HXHVDOM2\Documents:> Get-ClusterNetwork

Name 5 Metric Role

hx-1inband-mgmt 69600 ClusterandClient
hx-storage-data 29601 Cluster
LiveMigration 29602 Cluster
vm-network 2BB00 Cluster

Configure the Windows Failover Cluster Network Roles

Cluster networks are automatically configured during the cluster creation. To manually configure the cluster
network roles based on their type of function, run the following PowerShell commands on any one HyperFlex
Hyper-V host:

1. Execute the following PowerShell commands to configure the cluster networks roles:

(Get-ClusterNetwork -Name "hx-inband-mgmt") .Role = 3

(Get-ClusterNetwork -Name "hx-storage-data") .Role = 0
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(Get-ClusterNetwork -Name "LiveMigration") .Role =1

(Get-ClusterNetwork -Name "vm-network") .Role = 0

Figure 80 PowerShell - Configure Cluster Network Roles

[hxhv11]: PS5 C:Z\Users\administrator.HXHVDOM2W\Documents> (Get-ClusterNetwork -Name "hx-inband-mgmt").Role = 3
(Get-ClusterNetwo -Name "hx-storage-data").Role = 0

et-ClusterNetwo -MName iveMigration™)
(Get-ClusterNetwork -Name "wvm-network™)

Role = 0 to disable cluster communication
Role = 1 to enable only cluster communication
Role = 3 to enable both cluster & client communication

Figure 81 Failover Cluster Manager - Networks

&5 Failover Cluster Manager — O x
File Action View Help
= x5 d
% Failover Cluster Manager | RFEATres i 4 Actions
W ‘3? HXHYTWFC. HXHYDO Search Pl | envorks .
| Roles . LY !
= Modes Name Status Cluster Use Information ‘z_':j Live Migrati...
&
l_u] Storage iﬁ‘ heednband-mgmt l@:l Up Cluster and Client View »
ek 37 hstorage-data () U Mone I
Cluster Events ;‘_’ g = ? (G} Refresh
&3 LiveMigration l:‘!':l Up Cluster Only E Help
&3 vm-netwaork 'fi:j Up Maone
hx-inband-mgmt
= # Informatio...
v g?ﬂ‘} boc < Show Critic...
MName Status Cwner Node Inform D Properties
= B hod 11 - vewitch+ueinband-mgmt @} Up hechv 11 E Help
& B fodv12 - vswitchdeeinband-mamt (® Up bechv 12
= @ hocw13 - vawitch-+-inband-magmt I@) Up Fochv13
[+ B hochw 14 - vswitch+-inband-magmt .@) Up Fochv 14

Configure the Windows Failover Cluster Network for Live Migration

To make sure that you are using the appropriate cluster network for Live Migration traffic configure the Live
Migration settings by following these steps:

1. Run the PowerShell command shown below to configure the cluster network for live migration traffic:
Get-ClusterResourceType -Name "Virtual Machine" | Set-ClusterParameter -Name

MigrationExcludeNetworks -Value ([String]::Join(";", (Get-ClusterNetwork | Where-
Object {$ .Name -ne "LiveMigration"}).ID))

Figure 82 PowerShell - Configure Live Migration Network

rs\admim strator . HXHVDOM2\Documents> Get-ClusterResourceType -Name "Virtual Machire" | Set-ClusterParameter -Name MigrationExcludeNetworks -Value ([Stringl::Jein(";",(Get-ClusterNetwork | Where-Object {§_.Name -re "LiveMigration"}).1D))
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Figure 83 Failover Cluster Manager - Live Migration Settings

Live Migration Settings >

Metworks for Live Migration

Select one or more networks for virtual machines to use for live migration.
IIse the buttons to list them in order from most preferred at the top to

least preferred at the bottom.

Mame Up
Cdlvemgration |

L] &84 hx-inband-mgmt B
[] &8 hy-storage-data
(] 55 vm-network

Cancel Apply

Create Folders on the HX Datastore
To create folders on the newly created HX Datastore, follow these steps:

1. To create a folder, log in to a HyperFlex Hyper-V node and run the following command:

mkdir \\hxhvlsmb.hxhvdom.local\hxdsl\<folder Name>

Figure 84 Create a Folder on SMB Share

:I"-.,leer"z"-.a mini strator . HXHVDOMZ2= dir ° s X 2. Y
shadministrator . HXHVDOMZ2> mkdir xhvlsmb . hxhvdom2. 'Im a Jhix d_-,l Hyper-V\VHDs

Ywhxhvlsmb . hxhvdom? . Tocal\hxds1\Hyper-Vv

Directory:

LastWriteTime Length Name

“Wsershadministrator . HXHVDOMZ >

2. Create folders for different purposes and requirements.
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Configure the Default Folder to Store Virtual Machine Files on Hyper-V

By default, Hyper-V stores virtual machine files at the following specified locations:
e “C:\ProgrambData\Microsoft\Windows\Hyper-V” for virtual machine configuration files
e “C\Users\Public\Documents\Hyper-V\Virtual Hard Disks” for virtual hard drives

To store the virtual machine files on the newly created highly available HX Datastore as the default folder.
Complete the following step on each HyperFlex Hyper-V hosts:
1. Run the following PowerShell command from a remote management station to set/change the Hyper-V de-

fault store location for virtual hard disk and virtual machine configuration files on all the Hyper-V hosts and
verify the settings as shown below:

Shosts = "hxhv11l","hxhv12", "hxhv13"

Invoke-Command —-ComputerName S$hosts -ScriptBlock {SET-VMHOST -virtualharddiskpath
"\\hxhvlsmb.hxhvdom2.local\hxdsl\Hyper-V\VHDs" -virtualmachinepath
"\\hxhv2smb.hxhvdom?2.local\HXDS1\Hyper-V\"}

Figure 85 PowerShell - Configure Virtual Machine Files Store Location

ers\Administrator> $hosts "

\Administrator ke- mand -ComputerName $host: ST -virtualharddiskpath chvismb. hxhvdomz. Tocaly, " -wvirtualmachinepath wismb. hxhvdomz .1
ers\administrator>

Figure 86 PowerShell - Configure Virtual Machine Files Store Location

PS C:\Users\Administrator> Invoke-Command -ComputerName $hosts -ScriptBlock {Get-WMHost | Select-Object -Property

ComputerName, VirtualHardDiskPath, virtualMachinePath}

ComputerName @ HXHV1Z2
VirtualHardDiskPath : \\hxhvlsmb.hxhvdom2.local \HXDS1\Hyper-V\VHDs

virtualMachinePath Mhxhvlsmb._hxhvdom2 . local \HXDS1\Hyper-V
PSComputerName : hxhv12

RunspaceId : 53d20d3a-8907-48d0-ac63-1e97b5d80f 1e

ComputerName @ HXHVI1
VirtualHardDiskPath : \\hxhvlsmb.hxhvdom2.local\HXDS1\Hyper-V\VHDs

virtualMachinePath : \\hxhvlsmb.hxhvdom2.local\HXDS1\Hyper-Vv
PSComputerName : hxhvll

RunspaceId : 2077babb-fe03-4ab2-98e5-f0cc6ff0cfa3

ComputerName : HXHV14
VirtualHardDiskPath : \\hxhvlsmb.hxhvdom2.local\HXDS1\Hyper-V\VHDs

VirtualMachinePath : \\hxhvlsmb.hxhvdom2.local\HXD51\Hyper-V
PSComputerName : hxhvid

Runspaceld : beef39cl-ee?2c-43be-bdf6-b7e726503dfc

Figure 87 Hyper-V Settings - VHD Store Location
| Hyper-V Settings for HXHY11

— =
% Server _ Virtual Hard Disks
I, virtual Hard Disks
Vhschv 1smb. hxhvdom 2. local\hxds.. Spedify the default folder to store virtual hard disk files.
& | Virtual Machines | V\hxhv 1zmb, hxhvdom 2. local\hxds 1 \Hyper-v\WHDs
hachv 1smb. hochwdom 2. local thxds.

3 muma spanning

Alloy MUIMA Spanning

Browse...

Validate the Windows Failover Cluster Configuration

Itis a good practice to validate the Windows failover cluster by running the Validate a Configuration Wizard from
the Failover Cluster Manager, or the Test-Cluster Windows PowerShell cmdlet and fix any errors or warnings
reported in the results page. Figure 88 shows the command to run the cluster validation.
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Configure Quorum in Windows Server Failover Cluster

The quorum is automatically configured during the creation of a new cluster based on the number of nodes and
the availability of shared storage. However, as a best practice, run the cluster validation tool as shown in the above
section and review the quorum configuration and fix any warnings related to quorum configuration.

Review the information about quorum resources using the “Get-ClusterQuorum” PowerShell cmdlet or from the
Summary page of failover cluster manager as shown below:

Figure 89 PowerShell - Get Cluster Quorum

Ps C:\Users‘Administrator> Get-ClusterQuorum —-Cluster hxhvlwfc.hxhvdom2.local

Cluster QuorumResource

Figure 90 Failover Cluster Manager

':;= Failewver Cluster Manager _ 0
File Action View Help

i= = | = m| I

%4 Failover Cluster Manzger Cluster HKHVWFC.HXHVDOM.LOCAL Actions

w HH HXHVWEC HXHVDOM.LOC

— i HHVWEC HXHVDO
17 Roles ,3:"'! Summary of Cluster HXHVWFC - .
# Nodes T e et rre 8 Lirigure fale.
= E:““*g“ks Name: HXHVWFC HXHVDOM LOCAL Metworkcs: Cluster Network 1, Cluster Networe | 2 Validate Cluster.
FLII ; Et':mf Current Host Server- i3 Subnets: 4 [Pvé and 0 PG B View Validation F
1) Cluster Events i

Recent Cluster Eventa: Mone in the last 24 hoStorage Spaces Diroct (520): Disadled = add Mode...

Witmes=: Mong
~ Close Connectio

-

(¥) Co nfigure

&) PReset Recent Eve

=
A
m Mare Actian:

Run the following PowerShell command to configure the cluster quorum by placing the witness on a file share
residing on the HX Datastore:

Set-ClusterQuorum -NodeAndFileShareMajority "\\fileserver\fsw"

Figure 91 PowerShell - Configure Cluster Quorum
PS C:\Users\Administrator:> Set-ClusterQuorum -Cluster hxhviwfc.hxhvdom2.local -NodeAndFileShareMajority ‘\\hxhv2dc\Cluster_Fsw

Cluster QuorumResource

HXHVIWFC File Share Witness
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Figure 92 Failover Cluster Manager - Quorum Configuration

3’25 Failower Cluster Manager
File Action VWiew Help
&= | & |FE

- RLICC LW SR EERE Cluster HXHVIWFC.HXHVDOM2.LOCAL

w .‘%ﬂ HXHVTWFC.HXHVDO

[ Roles 49*n Summary of Cluster HXHVIWFC

. : ry

& Nodes J3% HXHVIWFC has 9 clustered roles and 4 nodes.

ca ::;igek Name: HXHVIWFC HXHVDOM? LOCAL Metworks: Focinband-mgmt ., ecstorage-data, L
= Metworks Current Host Server: fudw11 Subnets: 4IPvéand 0IPv6

Cluster Events }
Recent Cluster Events: MNone in the last 24 hours

Witness: File Share Witness (\\rechv2dc\Cluster_FSW)

(+) Configure

(v) Navigate

(a) Cluster Core Resources

MName Status Irformation
= 0% Name: HXHVIWFC () Online
_:]': IP Address: 10.104 252 136 @ Online

File Share Witness
@y File Share Witness (Wodhv2dehCluster_FSW) @ Online
Cluster Infrastructure

ﬂ The file server can run on any virtual/physical machine if it is not hosted on the same cluster that uses
the file share witness.

Initial Tasks and Testing

In order to perform initial testing and learn about the features in the HyperFlex cluster, create a test virtual machine
stored on your new HX datastore in order to take a snapshot and perform a cloning operation.

Ready Clones

HXDP ReadyClones in a Hyper-V environment are created using a PowerShell Script that is available for download
from Cisco CCO web site. Basically, two or three steps take place in the background when ReadyClone VMs are
created. In the first step, the original VM is exported to a temporary folder and in the second step the saved VM is
imported to a new location and registered. Later the VM is added to the cluster if that option is chosen. After the
successful creation ReadyClone VMs, the exported temp folder will be deleted automatically

To create ReadyClones from a running VM, follow these steps:

1. Download the Cisco HyperFlex Data Platform Hyper-V ReadyClone PowerShell Script from the below location:

https://software.cisco.com/download/home/286305544/tvpe/286305994/release/4.0(1b)
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2. Log into a HX Hyper-V node or a remote management station with RSAT tools

3. Open PowerShell and run the downloaded script as shown below.

HxClone-HyperV-v4.0.1b-33133.psl -VmName <VM Name> -ClonePrefix <Prefix> -
CloneCount <number> -AddToCluster <$false/S$Strue>

RCVM1
mb . hxhvdom2.local\hxds1\Hyper-V\Virtual Hard Disks

LasthriteTime Length Mame

=}
\Hyper-v\Virtual Hard D mp1417411279\RCVM1\Virtual Machines\8b535cbb-cBa8-4b77-9142- 525fb3833 .vmcx

smb . hxhvdom2 . local\hxds1

WriteTime Length MName

E hv21
: Offline

PS C:\Users\administrator.HXHVDOM2> _

4. From the Failover Cluster manager or Hyper-V manager, select the ReadyClone VM and turn ON since it will
be in the saved state.
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Figure 94 Failover Cluster Manager - Roles View

= Failover Cluster Manager - O *
File Action View Help
=25
E; Failover Cluster Manager | I-Fa P Actions
”%‘l HXHVIWFC.HXHVDOI Search S Queries ~ I ~ K Roles N
v ”%‘l HXHV2WFC.HXHVDOI -
% Roles Mame Status a Type Owner Node 3‘5 Configure Role...
i Nodes ENCH (%) Running Vitual Machine Fodv21 Virtual Machines.. b
. Storage
iﬂ Networks [ Create Empty Role
Cluster Events , 3 View »
3 |G Refresh
v ;L@ cl41 Prefemed Owners:  Any node Help
cld1 e
Virtual Machine cl41 - .
ct..
Running = anne
0% Up Time: | [@ start
1146 MB Assigned Me| | (@) Save
10.0.14353 Heartbeat - @ Shut Down
WIN-USOIVOHGKIH  Operating S Turn Off
$/11/2019 7:16:36 PM Operating S | & T4
50 ;_"_:, Settings...
3 Manage...
R GE Replication »
Replication State: Mot enabled @ Move 4
5 Cancel Live Migration
4y Change Startup Prio... #
a 3 || Summary [Resources g Information Details... 4

Table 38 lists the information for the script parameters.

Table 38 Script Parameters

PowerShell Script Parameters Information

VmName Enter the Name of the running VM used for creating
ReadyClones

ClonePrefix Enter a prefix for the guest virtual machine name.

This prefix is added to the name of each ReadyClone

created.
CloneCount Enter a value to create the number of ReadyClones
AddToCluster Sfalse - creates standalone VMs (only visible in Hyper-V
Manager)

Strue - creates a highly available clustered ReadyClone
VMs (visible in Failover Cluster Manager and Hyper-V
Manager as well)

Auto-Support and Notifications

Auto-Support should be enabled for all clusters during the initial HyperFlex installation. Auto-Support enables Call
Home to automatically send support information to Cisco TAC, and notifications of tickets to the email address
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specified. If the settings need to be modified, they can be changed in the HyperFlex Connect HTML management
webpage.

Alist of events that automatically open a support ticket with Cisco TAC are as follows:
e Cluster Capacity Changed
e  Cluster Unhealthy
e  Cluster Health Critical
e (Cluster Read Only
e  Cluster Shutdown
e Space Warning
e Space Alert
e Space Critical
e Disk Blacklisted
e Infrastructure Component Critical
e Storage Timeout
To change Auto-Support settings, follow these steps:

1. From the HyperFlex Connect webpage, click the gear shaped icon in the upper right-hand corner, and click
Auto-Support Settings.

2. Enable or disable Auto-Support as needed.
3. Enter the email address to receive alerts when Auto-Support events are generated.

4. Enable or disable Remote Support as needed. Remote support allows Cisco TAC to connect to the HX cluster
and accelerate troubleshooting efforts.

5. Enter in the information for a web proxy if needed.

6. Click OK.
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Figure 95 HyperFlex Connect - Auto Support Settings

Auto-Support Settings

B cnable Auto-Support (Recommended) - -
Send service ticket notifications to
Enable Remote Support . -

Web Proxy Settings

Use Proxy Server

Cancel m

ﬂ Email notifications that come directly from the HyperFlex cluster can also be enabled.

To enable direct email notifications, follow these steps:

1. From the HyperFlex Connect webpage, click the gear shaped icon in the upper right-hand corner, and click
Notifications Settings.

2. Enter the DNS name or IP address of the outgoing email server or relay, an email address the notifications will
come from, and the recipients.

3. Click OK.

Figure 96 HyperFlex Connect - Notification Settings

Motifications Settings

B 5end email notifications far alarms
Mall Server Address gutbound.cisco.com
From Address HXHV@hxlab.cisco.com
Recipient List (Comma separated) R 2 ciscocam

A

Smart Licensing

HyperFlex 2.5 and later utilizes Cisco Smart Licensing, which communicates with a Cisco Smart Account to
validate and check out HyperFlex licenses to the nodes, from the pool of available licenses in the account. At
the beginning, Smart Licensing is enabled but the HX storage cluster is unregistered and in a 90-day

145



Installation

evaluation period or EVAL MODE. For the HX storage cluster to start reporting license consumption, it must
be registered with the Cisco Smart Software Manager (SSM) through a valid Cisco Smart Account. Before
beginning, verify that you have a Cisco Smart account, and valid HyperFlex licenses are available to be
checked out by your HX cluster.

To create a Smart Account, go to Create Smart Accounts.

To activate and configure smart licensing, follow these steps

1. Log into a controller virtual machine. Confirm that your HX storage cluster is in Smart Licensing mode by en-
tering the following:

stcli license show status

Figure 97 Storage Controller Virtual Machine - View License
root@nxhvllscvm:~#% st License show status

Smart Licensing 1s ENABLED

Registration:
Status: UNREGISTERED .
Export-Controlled Functionality: Mot Allowec

License Authorization:
Status: EVAL MODE
Evaluation Period Remaining: 64 days, 2 hr, 23 min, 45 sec
Last Communication Attempt: NOMNE

License ;nnverainn;
Automatic Conversion Enabled: true
Status: NOT STARTED

Export Authorization Key:
Last request status:
Features Authorized:

Last return status:
Return Keys 1n process:

Utilaty:
Status: DISAEBLED

Transport:
Type: TransportCallHome
root@hxhvllscym:-#

# Feedback will show Smart Licensing is ENABLED, Status: UNREGISTERED, and the amount of
time left during the 90-day evaluation period (in days, hours, minutes, and seconds).

2. Navigate to Cisco Software Central (https://software.cisco.com/) and log in to your Smart Account.
3. From Cisco Smart Software Manager, generate a registration token

4. In the License pane, click Smart Software Licensing to open Cisco Smart Software Manager.
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5. Click Inventory.

©. From the virtual account where you want to register your HX storage cluster, click General, and then click New
Token.

7. In the Create Registration Token dialog box, add a short Description for the token, enter the number of days
you want the token to be active and available to use on other products, and check Allow export-controlled
functionality on the products registered with this token.

8. Click Create Token.
9. From the New ID Token row, click the Actions drop-down list, and click Copy.
10. Log into a controller virtual machine.

11. Register your HX storage cluster, where idtoken-string is the New ID Token from Cisco Smart Software Man-
ager.

# stcli license register --idtoken idtoken-string

12. Confirm that your HX storage cluster is registered.

# stcli license show summary

HyperFlex Cluster Expansion

The process to expand a HyperFlex cluster can be used to grow an existing HyperFlex cluster with additional
converged storage nodes, or to expand an existing cluster with additional compute-only nodes to create an
extended cluster.

Expansion with Converged Nodes

The HX installer has a wizard for Cluster Expansion with Converged Nodes. This procedure is very similar to the
initial HyperFlex cluster setup. The following process assumes a new Cisco HX node has been ordered, therefore
it is pre-configured from the factory with the proper hardware and firmware installed.

Prerequisites

Refer to sections IP Addressing, Prepopulate AD DNS with Records, and Solution Cabling before continuing with
the following steps.

To add converged storage nodes to an existing HyperFlex cluster, follow these steps:

1. On the HyperFlex installer webpage click the drop-down list for Expand Cluster, then click Converged Node.
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HyperFlex Installer

bl
(1111

Select a Workflow

Py 8
? @ ¢ o®

Expand Ouster a

Converped Node

Compute Node

Advanced Option & | know what I'm doing, let me customize my workflow
2. On the Cluster Page:

a. Enter the HX Cluster Management IP address, Cluster Admin User name and password. You can select
the option to see the passwords in clear text.

b.  Optionally, you can import a JSON file that has the configuration information, except for the appropriate
passwords.
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I HyperFlex Installer

Clustar

Configuration -

HX Cluster Management [P HX Service Account @) Password

10.104.252.135 hxadmin

Select a File

3. Click Continue.
4. On the Credentials Page:
a. Cisco UCS Manager Credentials - Enter the Cisco UCS Manager DNS hostname or IP address, the admin

usernames, and the passwords.

b. Domain Information - Enter the HX Service Account user name and password. It is recommended to
select “Constrained Delegation” here to avoid configuring it manually after the installation completion. Then
select “Use HX Service Account”, if HX service account is member of AD Domain Admin group, else
provide Domain Admin credentials (which is a one-time requirement)
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L HyperFlex Installer
Cluste Credentiats
Connected to: 10.104.252.135
Stare: ONLINE
Health: HEALTHY
Size: 3

UCS Manager Cradentials

UICS Manager Host Mame UCS Manager User Name

10.85.121.240 admin

Domain Information

HX Service Account Password

hzadmin

Configure Constrained Delegatien now (recommended)

¥ Use HX Service Account T

5. On the Node Selection page:

Configuration -

Cluster
Management Cluste 101048252135

Admin User name hzadmin

Password

Configure Constrained Delegation later

< Back

a. Select the unassociated HX servers you want to add to the existing HX cluster.
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wilesnln
cisco

v

v

HyperFlex Installer

Mode Selection UCSM Configuration Hypervisor Configuration

Server Selection Configure Server Ports Refrash Configuratian -

@ HX for Hyper-V only runs on M5 servers. The list below is restricted to M5 servers.

Cluster

Unassociated (1)

10104352135
Server Name Status Mode Seria Assoc State Actions
hxadmin
Server 3 unassaciated HXAF2ADC-MESX WIPZ2020L56 none none -
Credentials
anzger Host Mame 1065121240
admin
HX Sarvice Account hxadmin

true

Indiz Standard Time

zation Unit OU=HXHW1 DC=HXHYDOM2,DC
=L0CAL

Administrator

6. Click Continue

7. On the Cisco UCSM Configuration page:

VLAN Configuration - Enter the VLAN names and VLAN IDs that are to be created in Cisco UCS, multiple
comma-separated VLAN IDs for different guest virtual machine networks are allowed here.

MAC Pool - Enter the MAC Pool prefix, only enter the 4th byte value, for example: 00:25:B5:0A.

‘hx’ IP Pool for Cisco IMC - Enter the IP address range, subnet mask and gateway to be used by the
CIMC interfaces of the servers in this HX cluster.

Cisco IMC access Management (Out-of-band or inband) - Select the recommended ‘in band’ option for
faster installation of hypervisor OS on all the hx nodes.

The Out-Of-Band network needs to be on the same subnet as the Cisco UCS Manager. You can add
multiple blocks of addresses as a comma separated line

VLAN for Inband Cisco IMC Connectivity - Enter a VLAN name and 1D

iISCSI/FC Storage (optional) - iISCSI Storage and FC Storage are used for adding external storage to the
HyperFlex cluster. Not defined for this setup.

Advanced - If multiple firmware packages exist on the Fabric Interconnect, choose the version to be
installed on the servers that will comprise this cluster. Enter a unique Org name for the HyperFlex Cluster.
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HyperFlex Installer

VLAN Configuration Configuration

WLAN Tor Hypervisor and HyperFles managsment WLAMN Tor HyperFlex storags traffic Cluster

VLAN Hame WLAN ID VLAN Hamc WLAN ID

migrml E13

Credentials

WLAN Tor WM Live Migration WLAN Tor WM Network

VLAN Name WLAN ID VLAN Hamc WLAN ID|s)

MAC Pool

OU=HEXHY1,DC=HEHVED

MAC Fool Prefix

Mode Selection

'’ IP Poaol for Cisco IMC

IF Blackcs Sulirict Mask Gabeway

255.255.255.0 10.104.252.1

Cisco IMC access management (Out of band or Inband)

& In band [recormmended) 3 Out of band T

VLAN for inband Cisco IMC connectivity

WLAN Namie WLaM 1

» 55l 5torage

»FC Storage

Advanced

UCS Server Firmware Vershan Hyperflex Cluster Name arg Mamie
4.0(4d} LAE- HCLUS HXHWA

8. Click Continue.

9. On the Hypervisor Configuration page:
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a. Bare Metal Configuration - If Windows Server 2016 is not installed on the nodes, select “Install Hypervisor
(Hyper-V)”, drag or click Browse to upload OS media file in the box and select the radio button to choose
OS you want to install.

b. Hypervisor Settings - Enter IP addresses and hostnames for the Hypervisors that were created in the pre-
installation section phase. The IP addresses will be assigned through Serial over Lan (SoL) through Cisco
UCS Manager to the Hyper-V host systems as their management IP addresses.

c. Hypervisor Credentials - this field is pre-populated and can’t be edited.

sl = .
A HyperFlex Installer
Cluster Credentials ode Selection UCEM Configuration Hypervisor Configuration ode Configuration
Bare metal configuration Configuration -
Cluster
# Install Hypervisor (Hyper-V}
[ o - £ Cluster 10.104.252.135
] ]
i Drag the ISO file here or click to browse H nin User name hxadmin
1 Last uploaded file: en_windows_server_2019_x64_dvd_4cb967d8.iso 1
i Last upload completed: 10/09/2019 02:44:35 pm i Credentials
1 1
o e e e e e s oo oo——-——o-- 4 UCS Manager Host Name 10.65.121.240
Select the Operating System you want to install UCS Ma r Name admin
Windows Server 2016 Datacenter ® Desktop Experience HX Service Account heeadmin

2 Windows Server 2019 Datacenter

rue

one India Szandard Time

Organization Unit  OUsHXHV1.DC=HXHVDOM
2.DC=LOCAL

Local Administrator Account Administrator
Hypervisor Settings

Node Selection

# Make IP Addresses and Hostnames Sequential Server 3 WEZP22020L96 / HXAFZA0C-M55X

UCSM Configuration

Mame Serial Static IF Address Hostname
Mame h-inband-mgmt
Server 3 WZP22020L56 10.104.252.129 hoch 13 AR 813
MName hx-storage-dats
M ID 3172
Name hz-livemnigrace
Hypervisor Credentials LAN ID 3173
Local Administrator Account Password fame vmnesark
Administrater s N IDgs HrRatTe =

10. Click Continue.
11. On the Node Configuration Page:

a. Hypervisor Settings - Here enter the Subnet Mask, Gateway and DNS Server I[P addresses.

b. Failover Cluster Name - Enter the Windows failover cluster name.
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c. IP Addresses - If you leave the checkbox, Make IP Addresses and Hostnames Sequential as checked,
then the installer will automatically fill the rest of the servers sequentially.

d. Assign the additional IP addresses for the Management and Data networks as well as the cluster IP
addresses

e. (Optional) At this step you can manually add more servers for expansion if these servers already have
service profiles associated and the hypervisor is ready, by clicking on Add Converged Server and then
entering the IP addresses for the storage controller management and data networks.

f. Advanced Configuration - Select Clean up disk partitions in case if the server has been used previously

e HyperFlex Installer
Cluster Credentials ode Selection JC5M Configuration Hypervisor Configuration Mode Configuration
Hypervisor Settings Configuration -
Subnet Mask Gateway DNS Server(s) Cluster
255.255.255.0 10.104.252.1 10.104.252.138 anagement Cluster 10.104.252.135
Failover Cluster Mame (T JEErnamE fecadmin
hxhw1wic Credentials
er Host Mame 10.65.121.240
anager Uzer Mame admin
IP Addresses Add Converged Server HX Service Account hsxadmin
# Make Hypervisor Name and IF Address Sequential Constrained Delegation trus
Time Zone dia Standard Time
Primary DNS Suffix @ Additional DNS Suffixes nels sendsre fim
Organization Unit  QU=HXHV1,DC=HXHVDOM
HXHVDOM2 LOCAL 2,DC=LOCAL

r Account Administrator
Management - VLAN 613 Data - VLAN 3172

HXHVDOM2.LOCAL (Hostname or IP Address) Node Selection

. ~ . Server 3 WZIP22020L96 / HXAF240C-MS5X
MName Hypervisor T Storage Controller @ Hypervisor T Storage Controller

UCSM Configuration

, h-inband-mgmt
Server 3 hochw13 huchvi3scvm 192.168.11.129 192.168.11.133
B13
hu-storage-data
.+ . 3172
Advanced Configuration

hu-livernigrane

Disk Partitions
2173

# Clean up disk partitions
wm-network

31753174 -

< Back

12. Click Start.

13. Validation of the configuration will now start. If there are warnings, you can review and click “Skip Validation” if
the warnings are acceptable (for example, you might get the warning from Cisco UCS Manger validation that
the guest VLAN is already assigned). If there are no warnings, the validation will automatically continue to the
configuration process.
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The HX installer will now proceed to complete the deployment and perform all the and list their status.

gl HyperFlex Installer

Progress

Configuration

alidations UCsM

Configuration ClL=t=g

10104232133

ame hxadmin

' UCsM Configuration in Progress Credentials

UCEM Configurafion T HX Service Account hxadmin

true

UCEM Configuration - Owveral|

Login to UCS AP

Time Zone Indiz Standard Time

Imventorying physical servers

Orga U=HXHV1, DC=HXHVDOM
Walidaze UCS firmrwares version 2 DC=LOCAL
Sering flags for firmware validation Local Administrator Account  Administrator

Configuring UICS fabric interconnect
Configuring Fl zerver ports

Configuring Qo5 classes

Node Selection
WEZP22020L96 / HXAF240C-MEEX

UCSM Configuration

Configuring org for the HX cluster .
LAM Name ha-inband-mgmt

Configuring in-band CIMC

LAN ID €12
Configuring VLAMNs

LAN Mame hw-storage-data

Configuring host firmware policy

14. You can review the summary screen after the installation completes by selecting Summary.
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dfluril HyperFlex Installer

Progress Summmary
Cluster Name hxhvismb
Version 40.1p-33133 Domain Name HXHVDOMZ.LOCAL
Cluster Management IP Address hxved cip HXHVDOMZ2. LOCAL Failover cluster Name hxhwlwfc
Cluster Data IP Address 192.168.11.135 DNS Server(s) 10.104.252.133
Replication Factor Three copies MTP Server(s) 10.104.252.138
Available Capacity 107 TB
Servers
Model Serial Number Management Hypervisor Management Storage Controller Data Network Hypervisor Data Metwork 5torage Controller
HXAFZA0C-MEEX WZP22020L596 10.104.252.129 100104252133 152.1658.11.129 152.168.11.133
HXAFZ40C-MSE5X WZP22020L5B 10.104.252.130 1007104252134 192.168.11.130 182.168.11.134
HXAFZA0C-MEEX WZP22020L5E 10.104.252.127 100104.252.131 152.1658.11.127 182.168.11.131
HXAF240C-M55X WZP220218WY 10.104.252.128 10.104.252.132 192.168.11.128 182.168.11.132
Back to Workflow Selection

15. After the installation has completed, the new converged node is added to the cluster, and its storage, CPU,
and RAM resources are immediately available. Launch HyperFlex Connect to verify the expansion of the clus-
ter using converged node in the Dashboard, Activity and System Information sections.
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ases  HyperFlex Connect

6 Dashboard Filter Fi
MONITOR
Actl Ity T Monitor progress of recent tasks on the HX storage cluster.
O Alarms = =
W Evems ~ Collapse All
B acvity
~ Expand Hx Cluster
ANALYZE Stetus: Suceess DADEFTEE-2084CAl8- v 0E4-CALE-ALAF-AET FOSCABAT
03/10/2019 5:44:07 PM ALAF-AE14FD3CA3A9 .,
Hh Performance
192.168.11.133 v
MANAGE
= System Information
~ Validating if we can Expand a Cluster.
1
Datastores Status: Success
1 - .
I . 192.168.11.133 +  Validate Controller Mod date Controller Nodes
— 09/10/2019 5:43:26 PM B _ -
T Upgrade v ZookK, nsemble
+ Control Version
~ Create Hx Cluster
Status: Success
hxhv1smb v
08/29/2019 3:18:28 AM
v ed Hype
v nit Managemen: t Senvice
v ge HxCluster: Stor;
v tem Datastore: System Datastore
v Configuration: Firewall Configuration
huch 11 scvm HXHVDO... HeCluster nods join: HxClus
] 2sovmn HXHVDD. . «  HeCuster node join: HxClus
nE s AR, v HxCluster node join: HxClus

157



Installation

es’ Hyperflex Connect hxhvismb

& Dpashboard System Overview Nodes Disks Last refres|

MONITOR

hxhv1smb .
Actions =
0 warms ONLINE
~ Hy o Microseft Windows Server 2 0T inapazszize
% Events Uptime 12 days, 15 hours, 0 minutes, 42 second 019 Datacenter 1081 TE 10402252138
: HXDP 40.10-33133 3 r S5H Enabled
% Activity
ANALYZE hxhvi 1. HXHVDOMZ LOCAL | HXAF240C-M55X 11 Disks (1 Caching, 10 Persistent)
H][ Performance online ®
H ersion 2.0078)
MAMAGE Type Hyper Comverged

System Information

1 Hypervisor Status Online | Hypervisor Address 10.104.252.127
«  Datastores

'? Upgrade - .
hxhvi2 HXHVDOMZ LOCAL | HXAF240C-M55X 11 Disks (1 Caching, 10 Persistent)

Online @

on 2.0078)

Hyper Comvel

Hypervisor Status Online | Hypervisor Address 10.104.252.128

hxhvi3 HXHVDOMZ LOCAL | HXAF240C-M55X 11 Disks (1 Caching, 10 Persistent)

Online @

40078)

Hyper Comvel

Hypervisor Status Online | Hypervisor Address 10.104.252 129

hxhvi4 HXHVDOMZ LOCAL | HXAF240C-MS5X 11 Disks (1 Caching, 10 Persistent)

Online @

40018)

pe Hyper Corverged

16. Launch Failover Cluster Manager to verify the expansion of the Windows cluster also.
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i—qﬂ' Failowver Cluster Manager

File Action View Help

= x5 H

% Failover Cluster Manager | RVEY EERPY!

v %?%f';'{“:w““mm'
3 oles

-Sﬁ Modes Mame Status Assigned Vote Cumert Vote Site
3 L“,l] Storage o b 11 ® Up 1 1
_aﬂ Metworks S o 12 U 1 1
Cluster Events j.' @ °
2 b 13 () Up 1 1
2 o 14 () Up 1 1

Status: Up
Node 1D: 4
Uptime: 1.7:30
Memory: 295 GB Available, 383 GB Total
Processors: (36) Intel(R) Xeon(R) Gold 6240 CPU @ 2.60GHz
CPU Usage: 1%
Operating System: Microsoft Windows Server 2019 Datacenter
F » ||| Summary | Metwork Connections | Roles | Disks | Pools | Physical Disks

17. Refer to section Post Installation Tasks > Assign IP Addresses to Live Migration and Virtual Machine Network
Interfaces.

Expansion with Compute-Only Nodes

The following technical guidelines must be followed when adding compute-only nodes to a Cisco HyperFlex
cluster:

e The number of compute-only nodes cannot exceed the number of HyperFlex converged nodes within a
single HyperFlex cluster..

e The Cisco UCS infrastructure firmware revision, which provides the firmware for Cisco UCS Manager and
the Fabric Interconnects, must be maintained at the minimum version required for the HyperFlex converged
nodes, or higher, at all times.

e The version of Microsoft Hyper-V installed on the compute-only nodes must be compatible with the Cisco
HyperFlex version in use, and it must match the version installed on the HyperFlex converged nodes.

e While the CPU models and memory capacities between the compute-only nodes and the HyperFlex
converged nodes do not have to match, configuring the nodes to have similar capacities is recommended.
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Care must be taken that the addition of the compute-only nodes will not significantly impact the HyperFlex
cluster by creating additional load, or by consuming too much space. Pay close attention to the space
consumption and performance requirements of any net-new virtual machines that will run on the additional
compute-only nodes and note the current cluster performance and space utilization. If no new virtual
machines will be created, then the current cluster performance will not be impacted.

Mixing different models of compute-only nodes is allowed within the same cluster. Example: using Cisco
UCS B220 M4, B200 M5 and C220 M5 servers as compute-only nodes is allowed.

Connectivity between compute-only nodes and the HyperFlex cluster must be within the same Cisco UCS
domain and must be 10 GbE or 40 GbE. Connecting compute-only nodes from a different Cisco UCS
domain is not allowed and connecting standalone rack-mount servers from outside of the Cisco UCS
domain is not allowed.

Blade servers installed in the Cisco UCS 5108 Blade Chassis can connect through 10 GbE or 40 GbE
chassis links, using the Cisco UCS 2204XP, 2208XP, or 2304 model Fabric Extenders. The Fabric
Extenders, also called 1/0O Modules (IOMs), are typically installed in pairs, and connect the 5108 chassis to
the Fabric Interconnects, which provide all the networking and management for the blades. Care must be
taken not to oversubscribe and saturate the chassis links.

Mixing CPU generations will require configuring Processor Compatibility in order to allow Live Migration to
work between the compute-only nodes and the converged nodes. Enabling Processor Compatibility
typically requires all virtual machines to be powered off. If it is known ahead of time that Processor
Compatibility will be needed, then it is easier to enable it on the Hyper-V Manager prior to installing
HyperFlex as shown below:

E Settings for ubul-fio-hxhvreo1-1-clonel0 on HEXHVRCO1 -

ubul-fio-hxhvrcol-1-clonell w| 4 [ ]
# Hardware * | [ compatibility Configuration
!" Add Hardware
& rios Processor compatibility
Boot from CD You can limit the processor features that a virtual machine can use. This improves
. the wirtual machine's compatibility with different processor versions.
. Security
Key Storage Drive disabled
W# Memory
2043 MB
i & Some settings cannot be modified because the virtual machine was in the following
= I:I Processor state when this window was opened: running.
2 Virtual processors To modify a setting that is unavailable, shut down the virtual machine and then

Compatibility reopen this window.

I ruma

Compute-only nodes can be configured to boot from SAN or local disks. No other internal storage should
be present in a compute-only node. Manual configuration of the boot policy will be necessary if booting
from any device other than M.2 drive.

Prerequisites

Refer to sections IP Addressing, Prepopulate AD DNS with Records, and Solution Cabling before continuing with
the following steps. The HX installer has a wizard for Cluster Expansion with converged nodes and compute-only
nodes, however the compute-only node process requires some additional manual steps to install the Windows
Server 2016 on the nodes. To expand an existing HyperFlex cluster with compute-only nodes, follow these steps:

1. On the HyperFlex installer webpage click the drop-down list for Expand Cluster, then click Compute Node.
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HyperFlex Installer

Select 8 Workflow

® _ .
&’,% ¢ 8%

| Expand Cluster .

prverged Mode

Compute Nade

Advanced Option @ | know what I'm doing, let me customize my workflow
2. Select “Run UCS Manager Configuration” as shown below:

cisco HyperFlex Installer

Wirkllaw

Select a Workflow

W  Run UCS Mznager Configuration

i@ Show me the standard workflows

3. Click Continue and click Confirm and Proceed on the warning pop-up message.
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4. On the Credentials Page:

— Cisco UCS Manager Credentials - Enter the Cisco UCS Manager DNS hostname or IP address, the
admin usernames, and the passwords.

L HyperFlex Installer
Credentizls Server Selection JCSM Configuration
Configuration
UCS Manager Credentials e
UCS Manager Host Mame UCS Manager User Mame Pazsword
10.85.121.240 admem e

Select a File

5. On the Server Selection page:

— Select the unassociated server/s you want to add to the existing HX cluster. In this case UCSC-C220-
M5SX is selected.

cises HyperFlex Installer

Cradentials Server Selection

Server Selection Configure Server Ports Refresh Configuration -

@  Hx for Hyper-V only runs on M5 servers. The list below is restricted to M5 servers.

Credentials
Unassocisted (1)

- £ Server Name Status Maoded Serial Assor State Actions

) Server S unassociated UCSC-CI20-MESY WZP22100]28 none nene ~onstrained Delegation f3lzz

OCal Admirnistrator Use aime Administrazor

6. Click Continue.

7. On the Cisco UCSM Configuration page:
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VLAN Configuration - Enter the VLAN names and VLAN IDs that are to be created in Cisco UCS, multiple
comma-separated VLAN IDs for different guest virtual machine networks are allowed here.

MAC Pool - Enter the MAC Pool prefix, only enter the 4th byte value, for example: 00:25:B5:0A.

‘hx’ IP Pool for Cisco IMC - Enter the IP address range, subnet mask and gateway to be used by the
CIMC interfaces of the servers in this HX cluster.

Cisco IMC access Management (Out of band or inband) - Select the recommended ‘in band’ option for
faster installation of hypervisor OS on all the hx nodes.

The Out-Of-Band network needs to be on the same subnet as the Cisco UCS Manager. You can add
multiple blocks of addresses as a comma separated line

VLAN for Inband Cisco IMC Connectivity - Enter a VLAN name and 1D

iISCSI/FC Storage (optional) - iISCSI Storage and FC Storage are used for adding external storage to the
HyperFlex cluster. Not defined for this setup.

Advanced - If multiple firmware packages exist on the Fabric Interconnect, choose the version to be
installed on the servers that will comprise this cluster. Enter a unique Org name for the HyperFlex Cluster.
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(4581 ]

HyperFlex Installer

WLAN Configuration

WILAN for Hypervisor and Hy perFlex management

WLAN Mame VLAM 1D
ha-inband-mgmt 813

WILAN for WM Live Migration

WLAM Marmne VLAM 1D

ha-Irvemigrate

WAC Poal

MAC Fool Profix

oW,

‘hx' IP Pool for Cisco IMC

P Elocks

10.104 252 81

®  In band (recommended)] T

WLAN for inband Cisco IMC connectivity

WLAN Mame

ha-inband-cirme

»I5C5l 5torage

> FC Storage

Advanced

WLS Server Firmware Version

4.004d) ¥ g

Configuration *
WILAN for HyperFlex storage traffic Credentials
WLAN Mame VLEM ID
1 Z1.24
hx-storage-data 172
dmin
WILAN for VM Metwaork im
WLAM Mamc WLAM IDis)
Server Selection
bWk, 31743175
WIPZZ100|BE F UCEC- C220-M5E:
UCSM Configuration
mg
orage
T2
gra
37T
-FIE
Tubnet Mask Ganoway
74,31
2552552850 4,252
5:E5:
1010 2
Cisco IMC access management (Out of band or Inband) e
1 14.252
Ot of band T " —_
4,008
HX
WLANID H
E13
e
g0
{ Back
HyperFlex Custer Mame Org Name
{XCLUS 1x

8. Click Start.

9. Validation of the configuration will now start. After validation, the installer will create the compute-only node
service profiles and associate them with the selected servers.
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L HyperFlex Installer

cisco
Progress
Configuration -
] i : S -_._-__". Credentials
5 Manager Hozt Name 10065.121.240
5 Manager User Name dmin
UCSM © f- ti 5 q,_f | Constrained Delegation faize
Vi LonTiguration successtu
Local Administratar User Name  Administrato
Server Selection
UCSM Ceonfiguration v
Server 5 WZPZZ100/28 / UCSC-C220-MSEX
UCEM Configuration - Overall . -
Login e UCS AR UCSM Configuration
nuentorying physical servers 41 Name hat-inband-mgmmt
Validate UCE firmwvare version - £
AMID 813
Setting flags for firmware validation S .
LAM Name Fu-storage-data
Downloading firmware bundle AH D 2177

10. If the Hyper-V hypervisor has not been previously installed on the compute-only nodes, refer to section Hy-
perFlex Installation.

11. If the hypervisor is already installed, then continue with the next steps in this section.

12. You might need to “start over” since the previous workflow was finished. Click the gear icon in the top right
corner and select Start Over.

slusils
CISCo

HyperFlex Installer

Log Out (root)

Canfiguration

— G Cradentials

10.65.121.240

admin

UCSM Configuration Successful
Administraio
Server Selection

UCSM Configuration A

WIP2Z100)8E f UCSC-CI20-M5EX

UCSM Canfiguration - Cverall UCSM Configuration

Lagin o UCS AP

hx-inband-mgmi

Irvesniarying

13. On the HyperFlex installer webpage click the drop-down list for Expand Cluster, then click Compute Node.
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HyperFlex Installer

55555 & Workflow

®® ®.

| Expand Cluster .

prverged Mode

Compute Node

Advanced Option @ | know what I'm doing, let me customize my workflow

14. On the Select a Workflow page, select “Is OS installed on the node”. With this selection, Run Hypervisor Con-
figuration, Deploy HX Software and Expand Cluster are also automatically selected.

cisee HyperFlex Installer

Workflow

selact 2 Workflow

o |5 05 installed on the Node

L Run Hypervisor Configuradon

] Deploy HX Sofoware

Create HX Cluste L Expand HX Cluster

@ Show me the standard workflows Continue
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15. Click Continue and click Confirm and Proceed on the warning pop-up message.
16. On the Cluster Page:

a. Enter the HX Cluster Management IP address, Cluster Admin User name and password. You can select
the option to see the passwords in clear text.

b.  Optionally, you can import a JSON file that has the configuration information, except for the appropriate
passwords.

HyperFlex Installer

Cluster Credentials ode Selection Hypervisor Configuration

Configuration
HX Cluster Management [P HX Service Account (T Password

10.104.252.135 hacadmin

Select a File

17. Click Continue.
18. On the Credentials Page:
a. Cisco UCS Manager Credentials - Enter the Cisco UCS Manager DNS hostname or IP address, the admin

usernames, and the passwords.

b. Domain Information - Enter the HX Service Account user name and password. It is recommended to
select “Constrained Delegation” here to avoid configuring it manually after the installation completion. Then
select “Use HX Service Account”, if HX service account is member of AD Domain Admin group, else
provide Domain Admin credentials (which is a one-time requirement).
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HyperFlex Installer

Cluste Credentials ode Selection Hypervisor Configuration ode Configuration
Configuration -

Connected to: 10.104.252.135 Cluster
State: OMUNE
Health: HEALTHY Cluste 10.104.252.135
Size: 4
UCS Manager Credentials
UCS Manager Host Mame UCE Manager User Mame Fassword

10.85.121.240 admin
Domain Information
HX Service Account Pazsword

hxadmin
2. Configure Constrained Delegation now (recommended) Configure Constrained Delegation later

# Use HX Service Account T
< Back

19. On the Node Selection page:

— Select the unassociated HX servers you want to add to the existing HX cluster.
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cisco HyperFlex Installer

Cluste Credentials MNaode Selection Hypervisor Cenfiguration ade Configuration

Server Selection Configure Server Pores Refresh CCH‘TfigU ration -

@  Hx for Hyper-V only runs on M5 servers. The list below is restricted to M5 servers.

. . Cluster
Associated (1)

anagement Cluste 10.104.252.135

o e Server Name Status Made Seria AssoC State Service Profile Actions
Credentials
LCSC-C220- i . org-roatiorg-HXH 1 /ls- .

] v ) 0|28 socizted = At v TS Manager Host Mame £5.121.240
Server 5 ok P WZP22100); associate rack-unic5 ctions CS Manager Host Mame 10.85.121.240
ICS Manager User Name admin
HX Service Account headmin
straimed Delegation trug

me Zone India Standard Time

Jrie QU=HXHW DC=HXHVDOMZ DC
=LOCAL

DCal Administrator ACCount Administrator

20. Click Continue.
271. On the Hypervisor Configuration page:
a. VLAN Configuration - Enter the VLAN names and VLAN IDs that are to be created in Cisco UCS, multiple

comma-separated VLAN IDs for different guest virtual machine networks are allowed here.

b. Hypervisor Settings - Enter IP addresses and hostnames for the Hypervisors that were created in the pre-
installation section phase. The IP addresses will be assigned via Serial over Lan (SolL) through Cisco UCS
Manager to the Hyper-V host systems as their management IP addresses.

c. Hypervisor Credentials - this field is pre-populated and can’t be edited.
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ciseo HyperFlex Installer

Cluster Credentials ode Selection Hypervisor Configuration ode Configuration

VLAN Configuration Configuration -
VLAM for Hypervisor and HyperFlex management WLAN for HyperFlex storage traffic Cluster
VLAN Name VLAN ID WLAM Name VLAN ID
Cluster 10.104.252.135
hx-inband-mgmt 8§13 he-storage-dats T2
ICS Manager Host Mame 10.65.121.240
VLAM for WM Live Migration WLAN for VM Network TS Manager User Name admiin
VLA Mame VLAM ID WLAM Name VLAM IDds)
HX Service Account hxadmin
hu-livemnigrate 3173 vin-network 31743175 ~
ned Delegation trus
Time Zona India Standard Time
. i Drgamization Unit QU=HXHV1,DC=HXHVDOM2.DC
Hypervisor Settings =LOCAL

- . Local Administrabor Account Administrator
¥  DMake IP Addreszes sand Hostnames Sequential

MNode Selection

Name Seria Static IP Address Hostname Server § WZP22100)28 / UCSC-C220-M5SK
Server 3 WZp22100)28 10.104.252.87 hshvicot

Hypervisor Credentials

Local Administrator Account Fassword

Administrator

22. Click Continue.
23. On the Node Configuration Page:

— Hypervisor Settings -Enter the Subnet Mask, Gateway and DNS Server IP addresses.
— Failover Cluster Name - Enter the Windows failover cluster name.

— IP Addresses - If you leave the checkbox, Make IP Addresses and Hostnames Sequential as checked,
then the installer will automatically fill the rest of the servers sequentially.

— Assign the IP address for the Hypervisor Management and Data networks.

— (Optional) At this step you can manually add more servers for expansion if these servers already have
service profiles associated and the hypervisor is ready, by clicking Add Compute Server and then
entering the IP addresses for the storage controller management and data networks.
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iy HyperFlex Installer

ode Seleion Hypervisor Configuration Node Configuration

Hypervisor Settings Configuration -

Subnet Mask Gateway DNE Server(s) Cluster

255.255.255.0 10.104.252.1 10.104.252.138 - ¢ Cluste 10104252135

Failover Cluster Name T

hedve Twfic UCS Manager Host Name 10065121240

anager User Mame admin
HX Service Account hxzdmin
IP Addresses Add Compute Server Constrained Delegation truge

# Make Hypervisor Mame and IP Address Seguential TIE LOTE Indiz Standard Time

it OU=HXHY1, DC=HXHVDOM
Primary DMS Suffix T Additional DNS Suffixes ZDC=L0CAL
HEHVDOM2 LOCAL Local Administrator Account  Administrator

Node Selection

Management - VLAN 613 Data - VLAM 3172
HXHVDOMZ.LOCAL (Hostname or IP Address) Server 5 WEIP22100J8% / UCSC-C220-MSEX
Hypervisor Configuration
S Mame Hypervisar 0 Storsge Controller (T Hypervisor @ Storsge Controller D
LA ams he-inband-mgmt
Zerver S LAMIC 813
hxhwico1 192.168.11.87

LAM Name hu-storage-data
3172
LAN Mame nr-livemigrate

LAN I 2173

24 Click Start.
25. Click Continue on the warning pop-up message.

26. Validation of the configuration will now start. If there are warnings, you can review and click “Skip Validation” if
the warnings are acceptable (such as, you might get the warning from Cisco UCS Manger validation that the
guest VLAN is already assigned). If there are no warnings, the validation will automatically continue to the
configuration process.

27. The HX installer will now proceed to complete the deployment and perform all the steps listed at the top of the
screen along with their status.
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HyperFlex Installer

Pragress
- Configuration
S
Chuzter
Eepanzion Clustar
104282135
Credantials
Y Cluster Expansion in Progress 55121240
N .
——
Deplay v "
Draploy - Dhyerall
al A mor A Admmiriara
hihvibies2 HKHVDOM 1, LOCAL

HyperV Host Add

e—r Mode Selection

GeINg Raaldy [0 Copy Raguired Powerenell, Task and XML Tiles 1o Windows Hast
FOHZ141)BXY / UCSE-B200-M3

Waldams Hypary Hoss

NIPZIOE11SW / UCSC-CI20-MEEK
Main Playbook [HyperV Ho= Canfiguration]
. . ~ . Hypervizor Configuration
Main Playbook [Storage Controller Wids Configuraton]
Generats Host Dacs Facis Reated [B0ON Fles
Generats Cantraley Dats Facts Related |S00 Fileg

M-GIIARe-CElE

28. You can review the summary screen after the install completes by selecting Summary on the top right of the
window.
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on

HyperFlex Installer

29.

uster Mame hxhvlsmb

Version

Cluster Management IP Address

Cluster Data IP Address

Replication Factor

HAvailable Capacity

Servers
Model Serial Number
HAAFZADC-MEEX WIPZ2020L96
HAEAFZADC-MESX WIPZ2020L%E
HAAFZADC-MEEX WIPZ20Z0L9E
UCSC-C220-M55 WIPZ2100/28
HAEAFZADC-MESX WIPZI0Z1EWY

4016-33133

fuhn ] cip. HEHVDOM2.LOCAL

19216811135

Three copies

10.7TB

Management Hypervisor

10.104.252.129 10.104.252.133
10.104.252.127 10.104.252.131
10.104.252.130 10.104.252.134

10.104.252.87

10.104.252.128 100104252 132

Management Storage Controller

Domiain Name

Failower cluster Mame

NS Server(s)

MTP Serveris)

192168111

192168111

192168111

29

[
-~

El

192.168.11.587

192168111

Back to Workflow Selection

28

Diata Network Hypervisor

HXHVDOMZ LOCAL

hocr T wvfic

10104252138

10.104.252.138

Data Network Storage Controller

152168111

152168111

152168111

33

£l

34

152.168.11.132

Launch HyperAex Connect

After the installation has completed, the new converged node is added to the cluster, and its CPU, and RAM

resources are immediately available. Launch HyperFlex Connect to verify the expansion of the cluster using
converged node in the Dashboard, Activity and System Information sections as shown below.
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HyperFlex Connect

@ Dashboard & OPERATIONAL STATUS

) online
MONITOR

A RESILIENCY HEALTH
0 Alarms '+ Healthy « v 2 Node failures can be tolerated
Q Events
B Activity . SEcmy - 27.7% STORAGE 4 Compression Ml 5%

- 25778 e T8 Free OPTIIZATION Deduplication M 37%
ANALYZE
b peisiivance ==  NODES 4. AF220C O O Il I ][] I

== "% mssx
32 C d ] ] T

MANAGE onverge L | L L L 1l (]
System Information
= Datastor
&= Datastores OPS La: hout * Read Max: 3386.4 Min:825.4 Avg: 1987.05  » Write Max: 3674.5 Min:30.4 Ay
' Upgrade

* Read Max: 1.43 Min:0.57

= Expand/Collapse left menu CONNECT hxhvismb

@ Dashboard Filter Fi -5
MONITOR
, Activity @monitor progress of recent tasks on the HX storage cluster.
O Alarms
W Evenss ~ Callapse All
B Activity

Expand HyperV Cluster - COMPUTE

Status: Success

AMALYZE fizhvTeal.HEHY... " L compute init
08/29/2019 4:453:46 PM 5287
Lﬂl Performance v DOMZ.LOCAL white listing for co
MAMNAGE v
E System Information 7
: : Datastores o
' Upgrade
Check Expand HyperV Cluster
Status: Success I
I s Expandltht=zag v i Duplicate IP check is successfu
09/25/20719 4:48:21 PM
o r Diata IP: Cluster data |P is successfully resolv

ﬂ There is no controller virtual machine deployed on the compute-only node. Instead, the SMB cli-
ent on it is redirected to an existing controller vm on a converged node.
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fmen Connect

€ Dashboard System Overview Nodes Disks s 55430 PM
MONITOR

hxhv1smb —
L warms OMLINE

T Events 31 days, 14 howrs, 33 minutes, 41 s

E Activity

AMALYZE hahw1 1. HXHVDOM2 LOCAL | HXAF240C-MSSX | 11 Disks (1 Caching, 10 Persistent)

fdh Performance Online @

MARAGE T Hyper Con

(&

System Information

=1 . Hypervisor Status Online | Hyperviser Address 10.104.252.127
g Datastores

P—
Upgrade
hxhw12ZHXHVDOM2 LOCAL | HXAF240C-M55X | 11 Disk= (1 Caching, 10 Persistent)

Online @

Hypervisor Status Online | Hypervisor Address 10.104.252.128

hochne] 3 HKHVDOMZ LOCAL | HEAF240C-MS5X | 11 Disks (1 Caching, 10 Persistent)

Online &

Hypervisor Status Online | Hypervisor Address 10.104.252.129

hethe 1 4. HEHVDOMZLOCAL | HXAF240C-MSEX | 11 Disks (1 Caching, 10 Persistent)
Online @

Hypervisor Status Online | Hypervisor Address 10.104.252.130

hxhvlcol HEHVDOM2 LOCAL | UCSC-C220-M55X

Online &

Micrasaf
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yperFlex Connect

@ Dashboard
MONITOR

O Alarms

W Events
Activity

ANALYZE

fd Performance
MANAGE

System Information
&= Datastores

r? Upgrade

MANAGE

| System Information

Datastores

-] 00

Upgrade

System Overview Nodes

Node -~

hxhv1.hxhvdom.local
hxhv2.hxhvdom.local
hxhv3.hxhvdom.local
hxhv4.hxhvdom.local
hxhvs.hxhvdom.local
hxhve.hxhvdom.local
hxhv7.hxhvdom.local
hxhv8.hxhvdom.local
hxhva.hxhvdom.local
hxhv10.hxhvdom.local
hxhv11.hxhvdom.local
hxhv12.hxhvdom.local
hxhv13.hxhvdom.local
hxhv14.hxhvdom.local
hxhv15.hxhvdom.local
hxhv16.hxhvdom.local

hxhv17.hxhvdom.local

hxhv17.hxhvdom.local
hxhv18.hxhvdom.local
hxhv19.hxhvdom.local
hxhv20.hxhvdom.local
hxhv21.hxhvdom.local
hxhv22.hxhvdom.local
hxhv23.hxhvdom.local
hxhv24.hxhvdom.local

hxhv25.hxhvdom.local

Showing 1 - 25 of 32

Disks

Hypervisor Address
10.10.30.128
10.10.30.129
10.10.30.130
10.10.30.131
10.10.30.132
10.10.30.133
10.10.30.134
10.10.30.135
10.10.30.136
10.10.30.137
10.10.30.138
10.10.30.139
10.10.30.140
10.10.30.141
10.10.30.142
10.10.30.143

10.10.30.144

10.10.30.144
10.10.30.145
10.10.30.146
10.10.30.147
10.10.30.148
10.10.30.149
10.10.30.150
10.10.30.151

10.10.30.152

Hypervisor Status
Online
Online
Online
Online
Online
Online
Online
Online
Online
Online
Online
Online
Online
Online
Online
Online

Online

Online
Online
Online
Online
Online
Online
Online
Online

Online
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Controller Address

10.10.30.200

10.10.30.201

10.10.30.202

10.10.30.203

10.10.30.204

10.10.30.205

10.10.30.206

10.10.30.207

10.10.30.208

10.10.30.209

10.10.30.210

10.10.30.211

10.10.30.212

10.10.30.213

10.10.30.214

10.10.30.215

Controller Status

Online

Online

Online

Online

Online

Online

Online

Online

Online

Online

Online

Online

Online

Online

Online

Online

Model

HXAF220C-M5SX

HXAF220C-M55X

HXAF220C-M55X

HXAF220C-M5SX

HXAF220C-M55X

HXAF220C-M55X

HXAF220C-M55X

HXAF220C-M5SX

HXAF220C-M55X

HXAF220C-M5SX

HXAF220C-M55X

HXAF220C-M55X

HXAF220C-M5SX

HXAF220C-M55X

HXAF220C-M5SX

HXAF220C-M55X

UCSB-B200-M5

UCSB-B200-M5

UCSB-B200-M5

UCSB-B200-M5

UCSB-B200-M5

UCSB-B200-M5

UCSB-B200-M5

UCSB-B200-M5

UCSB-B200-M5

UCSB-B200-M5

Version
4.0(1b)
4.0(1b)
4.0(1b)
4.0(1b)
4.0(1b)
4.0(1b)
4.0(1b)
4.0(1b)
4.0(1b)
4.0(1b)
4.0(1b)
4.0(1b)
4.0(1b)
4.0(1b)
4.0(1b)

4.0(1b)

Disks
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MONITOR
O Alarms § i

Node ~  Hypervisor Address Hypervisor Status Controller Address
W Events

hxhv26.hxhvdom.local 10.10.30.153 Online
Activity

hxhv27.hxhvdom.local 10.10.30.154 Online
ANALYZE hxhv28.hxhvdom.local 10.10.30.155 Online
Edh Performance

hxhv29.hxhvdom.local 10.10.30.156 Online
MANAGE hxhv30.hxhvdom.local 10.10.30.157 Online
Systern Information hxhv31.hxhvdom.local 10.10.30.158 Online
&= Datast
= Relanioles hxhv32.hxhvdom.local ~ 10.10.30.159 Online

r? Upgrade

Showing 26 - 32 of 32

Controller Status Model

UCSB-B200-M5

UCSB-B200-M5

UCSB-B200-M5

UCSB-B200-M5

UCSB-B200-M5

UCSB-B200-M5

UCSB-B200-M5

Version Disks

A
~
<

30. Log into the Windows failover cluster manager to verify the compute nodes are now part of the Windows Fail-

over cluster.

% Failover Cluster Manager

File  Action View Help

&= |7 o BHE

-ﬁ Failower Cluster Manager
v ﬂé HAHVIWFC HXHVDO
% Roles
:53 MNodes
5 | Storage
:iﬂ Metworks
Cluster Events

- O oy
Nodes (5) Actions
| Queries v [kd |Vl | Nodes -
Name Status Assigned Vote Cument Vote g 5“' Add MNode..,
L hochv 11 ® Up 1 1 View »
L hod 12 ® Up 1 1 [dl| Refresh
L hochv13 ® Up 1 1 H Hep
L hodiv14 Up 1 1
? @ hxhwlcol e
= hehwlcol (®) Up 1 1
j, Pause 4
< >
i, Rezume »
v ;E') hodww lcol B RemoteDe...
Status- Up B Informatio...
Node ID- 5 Show Critic...
Uptime: 1:15:22 More Actions  #
Memory- 122 GB Available, 128 GB Total E el
Processors: (32} Intel(R) Xeon(R) Gold 6130 CPU @ 2.10GHz <P
CPU Usage: 1%
Operating System: Microsoft Windows Server 2019 Datacenter
Version: 10.0.17763
Service Pack: Ma Service Pack Installed
System Type: x64-based PC
Manufacturer: Cisco Systems Inc
Model - UCSCLCEA0-MB5K

31. Refer to section Post Installation Tasks> Assign IP Addresses to Live Migration and Virtual Machine Network

Interfaces.
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32. After assigning IP addresses, verify the jumbo frame settings on the live migration network of newly expanded
compute node using the below PowerShell cmdlet

a. From local host, use the below command

Get-NetAdapterAdvancedProperty -name hv-livemigrate* | Where-Object
{$_.DisplayName -Match "Jumbo*"}

b. From a remote management host, use the below command

Invoke-Command -ComputerName hxhvlcol -ScriptBlock {Get-
NetAdapterAdvancedProperty -name hv-livemigrate* | Where-Object {$ .DisplayName -
Match "Jumbo*"}}

ps C:\users\administrator> Invoke-Command -ComputerName hxhvicol -scriptBlock {Get-NetAdapteradvancedProperty -name hv-Tivemigrate* | where-object {$_.pisplayname -match "IJumbo*"}}

Name IR EVEL Displayvalue RegistryKeyword Registryvalue PSComputerName
hv-Tivemigrate-a Jumbo Packet *JumboPacket {1514} hxhvicol
hv-Tivemigrate-b Jumbo Packet Bytes 1514 *JumboPacket {1514} hxhvlcol

33. For better performance of live migration of VMs, configure the mtu size to 9014 as shown below.

a. From local host, use the below command:

Set-NetAdapterAdvancedProperty -Name "hv-livemigrate*" -RegistryKeyword
"*JumboPacket" -RegistryValue 9014

b. From aremote management host, use the below command:

Invoke-Command -ComputerName hxhvlcol -ScriptBlock {Set-
NetAdapterAdvancedProperty -Name "hv-livemigrate*" -RegistryKeyword
"*JumboPacket" -RegistryValue 9014}

ps C:\Users\Administrator> Invoke-Command -ComputerName hxhvicol -ScriptBlock {Set-NetAdapteradvancedProperty -Name "hv-Tivemigrate*" -RegistryKeyword "*JumboPacket™ -Registryvalue 9014}

34. On the newly added Compute node, open Server Manager > Local Server and click on Enabled next to the
NIC Teaming.

35. On the NIC Teaming window, right-click “team-hx-livemigration” and click properties under the “Adapter and
Interfaces” section as shown below.
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@ NIC Teaming

= SERVERS
All Servers | 1 total

Fs
Name Status

HXHV1CO1 () Online

Server Type  Operating Syster Version

Physical

Teams

Microsoft Windows Server 2019 Datacenter 4

TEAMS

ADAPTERS AND INTERFACES

All Teams | 4 total [Tasks |
Team Status  Teaming Mode Load Balancing Adap| MNetwork Adapters
team-hx-inband-mgmt @ 0K Switch Independent Hyper-V Port 2 Name - Primary VLAN  State Team
team-ho-livemigration @ 0K Switch Independent Hyper-V Port 2 4 team-hx-inband-mgmt (1)
team-hx-storage-data (8 OK  Switch Independent Hyper-V Port 2 team-hx-inband-mgmt Yes 613 (*) Connected team-hx-inband-mgmt
team-hy-vm-network @ QK Switch Independent Hyper-V Port 2

4 team-hx-livemigration (1)

team-hux-livemigration onnected team-hx-livemigration

4 team-hx-storage-data

team-hx-storage-data Yes Default @ Connected team-hx-storage-data
4 team-hx-vm-network (1)
team-hx-vm-network Yes Default @ Connected team-hx-vm-network

36. Select “Specific VLAN” and enter a VLAN ID used for live migration network in the NIC Teaming Adapters
Properties window. Also make sure the name under General information is exactly “team-hx-livemigration” as
shown in the screenshot below.

MIC Teaming -

Network Adapter Properties

Show All

General General information

Team interface

|team—hx-|ivemigrat|'ur“

Description:

Permanent address:

Team interface

Team:

Type:

Microsoft Network Adapter Multiplexor Driver
#4

00-25-B5-0A-B8-05

team-hx-livemigration

Primary interface

VLAM membership

) Default
The default interface handles all traffic that is not claimed by other
VLAM-specific interfaces.

® Specific VLAN: 3173

oK || Cancel || Apply
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37. Verify the configuration in the main NIC Teaming window as shown below.

& NIC Teaming — [m|

= SERVERS
All Servers | 1 total TASKS w

Namg Status Server Type Operating System Version Teams

HXHV1CO1 @ Online Physical Microsoft Windows Server 2019 Datacenter 4

TEAMS ADAPTERS AND INTERFACES
All Teams | 4 total TASKS = TASKS

Team * Status Teaming Mode Load Balancing Adap NetworkAdapters

team-hx-inband-mgmt @ OK  Switch Independent Hyper-V Port Name - Primary WLAN = State Team

team-hx-livemigration @ OK  Switch Independent Hyper-V Port 4 team-hx-inband-mgmt (1)

team-hx-storage-data (1) OK  Switch Independent Hyper-V Port team-hx-inband-mgmt Yes 613 @ Connected team-hx-inband-mgmt

[T T T ¥

team-hx-vm-network @ OK  Switch Independent Hyper-V Port

4 team-hx-livemigration (1)

team-hx-livemigration 3173 @ Connected team-hx-livemigration
4 team-hx-storage-data (1)
team-hx-storage-data Yes Default @ Connected team-hx-storage-data

4 team-hx-vm-network (1)

team-hx-vm-network Yes Default @ Connected team-hx-vm-network

38. Test/validate by pinging the LM network interface of another hx node from the newly added compute node if
jumbo frame is working as shown below:

ping -1 8972 -f 192.168.73.128
PS C:\Users\Administrator.HXHVDOM2Z> ping 3072 192.168.73.128

Pinging 192.168.73.128 with 8972 bytes of data:
Reply from 192.1 73.128: =

Reply from
Reply from
Reply from

39. Open Hyper-V Manger on the newly added compute node, select the server and in the Actions pane, click
Hyper-V Settings > Live Migrations.
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D Hyper-V Settings for HXHY1CO1 — >
& Server ﬂ‘l Live Migrations
o Virtual Hard Disks
C:Wsers'\Public\Documents \Hyper-... Enable incoming and outgaing live migrations
= Virtual Machines
C:\ProgramDataMicrosoftiWindo. .. Simultaneous live migrations
3 numa spanning Spedify how many simultaneous live migrations are allowed.

Allow NUMA Spanning Simultaneous live migrations:
ﬂ‘l Live Migrations
2 Simultaneous Migrations
,ﬁ Storage Migrations Incoming live migrations
2 Simultaneous Migrations
IE Enhanced Session Mode Policy
Mo Enhanced Session Mode (®) Use these IP addresses for live migration:
Eﬁ Replication Configuration
Mot enabled as a Replica server
® User
= Keyboard
Use on the virtual machine Mave Up
53 Mouse Release Key
CTRL+ALT+LEFT ARROW Move Down
IE Enhanced Session Mode
Use if available Remove
:I_,/ Reset Check Boxes
Reset check boxes

() Use any available network for live migration

Incoming live migrations are blocked because no IP addresses are spedified. To fix
thiz, add addresses or allow any available network.

40. Under Incoming live migrations, select “Use these IP addresses for live migration:” and click Add to add the IP
address assigned to the live migration network interface on this host as shown below and click OK.

ER Ip Address b4

Specify the IP address range to use.

IP Address [192.168.73.87/32] |

Examples:

192.168.0.12
152.168.1.0/24
2001:826c:6456:1c99::/64

Cacs

41. The following screenshot shows the IP address added under “use these IP addresses for live migration:” in the
previous steps.
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-] Hyper-V Settings for HXHV1C O — >
X Server EE Live Migrations
o Virtual Hard Disks
C:Wsers\Public\Documents'Hyper-. .. Enable incoming and outgoing live migrations
= Virtual Machines
C:\ProgramDataMicrosoftWindo.. . Simultaneous live migrations
O numa spanning Spedfy how many simultaneous live migrations are allowed.
e — ._f. _ Simultaneous live migrations:
E . Live Migrations

2 Simultaneous Migrations

JEI Storage Migrations Incoming live migrations

< JlMUtaneous Migratgons

[_J—_"" Enhanced Session Mode Palicy

() Use any available network for live migration

lo Enhanced Session Mode (®) Use these IP addresses for live migration:
E[I Replication Configuration .
% User -
o Keyboard Edit

42. Verify the configuration by live migrating a VM from a converged node to a compute node.

PS5 C:\Users\administrator.HXHVDOMZ2> Get-VM
CPUUsage(%) MemoryAssigned(M) Uptime Status Version

Running 00:00:35.9470000 Operating normally
Running 73728 6.09:23:45.3590000 Operating nmormally
Running 2048 00:33:16.8980000 oOperating normally
Running 8192 6.09:17:27.6200000 Operating normally
Running 8192 6.09:17:14.1760000 Operating normally

PS C:\Users\administrator.HXHVDOM2> Measure-Command { Move-VM -Name DemoVM -DestinationHost HXHV1CO1l }

Days
Hours
Minutes
Seconds E
s 795
37955036
4.39294398148148E-05
TotalHours 0.00105430655555556
TotalMinutes 0.0632583933333333
3.7955036
3795.5036

43. Make sure the below VM setting is selected before live migration if there exists different processor version
between source and target hosts.
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E Settings for DemoVM on hxhvl13

# Hardware

l" Add Hardware

3 Firmware
Boot fram File

. Security

Secure Boot enabled

Wl Memory
4096 MB

= [} Processor

2 Virtual processars
[0 compatibility
1 numa

= &l scsI Controller

n Compatibility Configuration
Processor compatibility
You can limit the processor features that a virtual machine can use. This improves
the virtual machine's compatibility with different processor versions,

Migrate to a physical computer with a different processor version
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Management
I ————————————

HyperFlex Connect

Cisco HyperFlex Connect provides robust, secure, and simple management in an intuitive user interface. It lets you
manage and monitor your clusters anywhere, anytime, and delivers metrics to support your entire Hyperflex
management lifecycle. HyperFlex Connect is an HTML5 web-based GUI tool which runs on all the HX nodes and
is accessible through the cluster management IP address.

To manage the HyperFlex cluster using HyperFlex Connect, follow these steps:

1. Using a web browser, open the HyperFlex cluster’'s management IP address through HTTPS, for exam-
ple, https://10.29.149.230

2. Enter a local credential, such as local/root, and the password.
3. Click Login.

4. The Dashboard view displays after a successful login.

Figure 98 Cisco HyperFlex Connect - Login Page

et
Cisco

Cisco HyperFlex Connect

HyperFlex

4.0(1b)

184


https://10.29.149.230/

Management

Figure 99 Cisco HyperFlex Connect - Dashboard

‘%% HyperFlex Connect hxhvlcip
€3 Dashboard ™  OPERATIONAL STATUS
) online
MONITOR
o I RESILIENCY HEALTH
Alarms iy . ¥ 2 Node failures can be tolerated
V*  Healthya :
Y7 Events
- 7 CAPACITY R Compression g 230
Activity an - LT STORAGE ({56 o))
</ 25778 3278 Used 22.5 T8 Free OPTIMIZATION Ay _ 7/ Deduplication l s0%
ANALYZE
bl performance OooooOooao [ [w] [ [] (W
HXAF220C-
==  NODES 16 16 UCSB-B200-M5
= DEEODEEE S mmmnNn
Converged
System iformation DEEO m [ [ [
E Datastores
'? Upgrade
10PS Last 1 hour + Read Max: 1977.2 Min89.6 Avg: 748.57 = Write Max: 217.1 Min:11.1 Avg: 33.67
A e
. / .
Throughput (MBps) Last 1 hour * Read Max: 6.22 Min:0 Avg: 049 = Write Max: 6.44 Min-0.05 Avg: 0.67
\e
\
. e ———/,
Latency (msec) Last 1 hour * Read Max: 0.49 Min:0.33 Avg-04 = Write Max: 6.41 Min:1.1 Avg- 1.83
'

From the Dashboard view, the following elements are presented:
e Cluster operational status, overall cluster health, and the cluster’s current node failure tolerance.

o Cluster storage capacity used and free space, compression and deduplication savings, and overall cluster
storage optimization statistics.

e Cluster size and individual node health.

e Cluster IOPs, storage throughput, and latency for the past 1 hour.

Monitor

HyperFlex Connect provides for additional monitoring capabilities, including:

e FEvent Log: The cluster event log can be viewed, specific events can be filtered for, and the log can be
exported.

e Activity Log: Recent job activity, such as ReadyClones can be viewed and the status can be monitored.
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Figure 100 Cisco HyperFlex Connect - Events

diste’ HyperFlex Connect hxhv1cip

@ Dashboard Filter  Filter listed events

MONITOR

LV Alarms Events =~ 111272019 9:3028 AM - 1270212019 120717 M Al @ (O A
‘»;1’ Events

e o o info: Node 192.168.11.171 is ready for 10.
Activity I 12/02/2019 12:07:17 PM PST

ANALYZE e o info: Cluster hxhvicip is online and serving 1/0s. NFS datastores are reachable.

12/02/2019 12:07:13 PM PST
H]] Performance

—_— P Almaime FUIMA 1 18 AARAT mm o bfben Flasclosod 2fimd eemm wmmmd Sm e mon ks e FOWETE LAY

Analyze

The historical and current performance of the HyperFlex cluster can be analyzed through the built-in performance
charts. The default view shows read and write IOPs, bandwidth, and latency over the past hour (1) for the entire
cluster. Views can be customized to see individual nodes or datastores, and change the timeframe shown in the
charts.

Figure 101 Cisco HyperFlex Connect - Performance

hxhwvsmb

# Dashboard - Change - e e
'U'i Change.-ﬂ""r-v[ n Aug 15 2018~ Aug 15, 20 ,] Last refreshed ar OB/15/2018 £ 16214 Py

MONITOR Intervals

% Fuents
L Activity

AMALYIE '

il Performance

MANAGE — e ! — N e v — lv "“--._.u"l. — — M

= 5Sy=tém Infarmation

- Throughput (MEBps
= Damastores h

E mee E: e 5/ = ReagMa N Avg 006 = Write Maxx 21 Mind) 82 Avg 05
i
— _ - - - —d —————— i,
)))\ /-"\.
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Manage

HyperFlex Connect presents several views and elements for managing the HyperFlex cluster:
e System Information: Presents a detailed view of the cluster configuration, software revisions, hosts, disks,
and cluster uptime. Support bundles can be generated to be shared with Cisco TAC when technical support

is needed. Views of the individual nodes and the individual disks are available. In these views, nodes can be
placed into HX Maintenance Mode, and disks can be securely erased, as described later in this document.

e Datastores: Presents the datastores present in the cluster, and allows for datastores to be created,
mounted, unmounted, edited or deleted, as described earlier in this document as part of the cluster setup.

e Upgrade: Upgrades to the HXDP software and Cisco UCS firmware can be initiated from this view.

Figure 102 Cisco HyperFlex Connect - System Information

= 'dus’ HyperFlex Connect hxhv1cip

@ Dashboard System Overview Nodes Disks Last refreshed st 12/18/2019 113
MONITOR .
hxhv1ci
P Actions -
L Alarms ONLINE
Microsoft Windows Server 2019 178 10103121
W Events Uptime 56 days, 20 hours, 54 minuses, 58 seconds Datacenter 4978 hxhvdam.local
o 407833133 3 Enabled
Activity
ANALYZE hxhv1.hxhvdom.local = HXAF220C-M5SX | 7 Disks (1 Caching. 6 Persistent)
Hh Performance Online ®
HXDP Version 4.0(1b)
MANAGE Type  Hyper Converged

s s e B s [ s N

System Information

[ Hypervisor Status Online | Hypervisor Address 10.10.30.128
= Datastores

[y

T

Upgrade hxhvz.hxhvdom.local = HXAF220C-M5SX | 7 Disks (1 Caching, 6 Persistent)

Online &

HXDP

4.0(1b)

Hyper Convargad - oy

Hypervisor Status Online | Hypervisor Address 10.10.30.129

hxhv3.hxhvdom.local = HXAF220C-M5SX | 7 Disks (1 Caching, 6 Persistent)

Online @

HXDP Version  4.0({1b)

Hyper Converged - oy

Hypervisor Status Online | Hypervisor Address 10.10.30.130

Configure Remote Management Stations for Managing VMs in HX Cluster

By default, only the Hyper-V nodes in the HX Cluster have access to the SMB share exposed by the HX
datastore. Hence, these nodes require no additional configuration for deploying and managing virtual machines in
HX cluster.

For deploying and managing virtual machines in HX cluster from a remote management station (running Windows
Remote Server Administration Tools - RSAT, System Center VMM, Citrix PVS, Citrix CVAD, etc.) requires opening
of port 445 to provide access to the SMB share exposed by HX Datastore.

To allow access to SMB share on remote management stations, follow these steps:
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1. SSH into one of the HX Storage Controller VMs and find out the ensemble members in the cluster by execut-
ing this command:

cat /etc/springpath/storfs.cfg | grep crmZKEnsemble

2. To allow access to the SMB share on remote management station, execute the below command without any
parameters as shown in the below screenshot

python /opt/springpath/storfs-hyperv/FixScvmmAccess.py

root@hxhvllscvm:~# python fopt/springpath/storfs-hyperv/FixScvmmAccess.py
Enter Ip address of SCVMM: 10.1¢ i

PING 10.104. A7 (10.184.252.77) 56(84) bytes of data.

b4 bytes from 10.104.252.77: icmp seq=1 ttl=128 time=0.230 ms

--- 10.164.252.77 ping statistics ---

1 packets transmitted, 1 received, 0% packet loss, time Oms

rtt min/avg/max/mdev = 0.230,/0.230/0.230/0.000 ms

root@xhvllscvm:~# JJ

3. From the remote management station execute the below PowerShell script to verify access to the SMB
share:

Test-Path \\FQDN HX SMB Access Point>

PS C:‘\Usersh\administrator.HXHVDOM2> test-path \\hxhvlsmb.hxhvdom2.locallhxds1
False

Ps C:\Usershadministrator.HXHVDOMZ >

4. If the output of the above command is “false”, edit/modify the hosts file on the remote management station by
adding an entry to map the FQDN of HX SMB Access point with its IP address for name resolution as shown in
below:

188


file://FQDN

Management

PS C:\Users\administrator.HXHVDOM2> Get-Content C:\Windows\System32\drivers\etc\hosts
Copyright (c) 1993-2809 Microsoft Corp.

This is a sample HOSTS file used by Microsoft TCP/IP for Windows.

This file contains the mappings of IP addresses to host names. Each
entry should be kept on an individual line. The IP address should

be placed in the first column followed by the corresponding host name.
The IP address and the host name should be separated by at least one
space.

Additionally, comments (such as these) may be inserted on individual

lines or following the machine name denoted by a '#' symbol.
For example:

4,97 rhino.acme.com source server

1@
3 .10 X.acme.com x client host

2. .
8. ¢
localhost name resolution is handled within DNS itself.
127.0.0.1 localhost
S localhost

16.164.252.135 hxhvlismb.hxhvdom2.local
PS C:\Users\administrator.HXHVDOM2>

5. Verify the above configuration using the “test-path” PowerShell command and/or by accessing the SMB share
using file explorer as shown in the following screenshots.

C:\Usershadministrator.HXHVDOM2> test-path \\hxhvilsmb.hxhvdom2.local\hxds1
ue
C:\Usershadministrator.HXHVDOMZ >

[+] = | Hyper-V

I Home Share View

« Yhochwlsmb. hxhvdom 2. localiheds1Y,
Mame Date modified Type

3 Cuick access

Backup 8/5/2019 5:45 AM File folder

Deskto

- P |S0s /16,2079 1:42 Ab File folder
¥ Downloads VHDs 9/6/2019 1:06 AM  File folder
= Documents Virtual Machines 9/6 File folder

Microsoft Hyper-V Manager

Hyper-V hosts in a Cisco HyperFlex Systems can be managed both remotely and locally using the Hyper-V
Manager. It's installed when you install the Hyper-V Management Tools, which you can do either through a full
Hyper-V installation or a tools-only installation on a remote Windows 10 or 2016 Server.

To manage HyperFlex Hyper-V nodes from a remote management host, follow these steps:
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Install the RSAT tools for Hyper-V using the following PowerShell command:
Install-WindowsFeature rsat-hyper-v-tools

Configure the remote management host with constrained delegation as described in the above “Post Installa-
tion Task > Constrained Delegation” section.

If the remote management host with RSAT tools is outside the HX cluster AD domain, pointing to the same
DNS server and host file mapping between HyperFlex SMB namespace and Cluster management IP (CIP)
may be required for successful name resolution.

For example, add the following entry to the hosts file on the (remote) machine running Hyper-V manag-
er/Failover Cluster Manager/SCVMM Console. Host file in windows is located here -
C:\Windows\System32\drivers\etc\hosts

cluster mgmt ip \\smb namespace name\datastore name

10.29.149.235 \\hxcluster.company.com\dsl

Basic management functions like changing the default store location for virtual machine files and creating virtual
machines are described in the following sections. For more information about managing Hyper-V using Hyper-V
manager refer to the Microsoft website.

Change the Default Location to Store the Virtual Machine Files using Hyper-V Manager

To change the default location, follow these steps:

1.

Open the Server Manager dashboard and click Tools. Click Hyper-V Manager. The Hyper-V Manager console
appears.

Figure 103 Hyper-V Manager - Connect to Server

24 Hyper-V Manager -
File  Action View Help
= |5
Hyper-¥ Manager i
% L - Hyper-\ Manager provides the tools and information you can LS
use to manage a vitualization server. Hyper-V Manager
_ E Connect to Server...
Introduction =] View
A virttualization server is a physical computer that provides the Help
resources required to run virtual machines. You can use Hyper-\
Mananarts arata seefinies ond manoas tha vidial mashinas sn
2. Inthe left pane, select Hyper-V Manager and click Connect to Server....
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Figure 104 Hyper-V Manager - Select Computer

Select Computer

() Local computer

Connect to vitualization server

(® Another computer: |I-ochv1|

Browse...

[] Connect as another user: <none

3. Inthe Select Computer dialog box, select Another computer and type in the name of the Hyper-V node (for
example, HXHV 1) that belongs to the Hyper-V cluster. Click OK.

4. Repeat steps 1-3 for each Hyper-V node in the HyperFlex cluster.

Figure 105 Hyper-V Manager - View

52 Hyper-V Manager - O *
File Action View Help
LI AR ol
ﬁ Hyper-V Manager Actions
Virtual Machines
B HxHW
HXHV4 -
B HxHv2 Marme State CPU Usage Assigned M
B HxHY3 . . New 4
E StCHWM Running 0% 49152 MB
B HxHv4 [ Import Virtual Machine...
D Hyper-V Settings...
E2 Virtual Switch Manager...

ﬂ For a fresh installation, the storage controller virtual machine (StCtlVM) in the only virtual machine

that appears in Virtual Machines pane in the Hyper-V Manager console. Virtual machines appear
in the list under this pane as they are added in each node.

5. Select a Hyper-V server and click the Hyper-V settings and change the default folder location to store the vir-
tual hard disk and virtual machine files as shown below.

Figure 106 Hyper-V Manager - Virtual Machine VHD Location

[] Hyper-V Settings for HXHV2

-

2 Server
E Virtual Hard Disks

= Virtual Machines

& Physical GPUs

Whachwsmb . hxhvdom local\HXDS 14, ..
Whachwsmb . hxhvdom. local\HXDS 14, ..

Manage RemoteFXx GPLs

o Virtual Hard Disks

Specify the default folder to store wirtual hard disk files.
|‘n,‘n,hxhusmb.hxhvdnm.Incal‘n,HKDS 1\Hyper-viWHDs

Browse...
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Figure 107 Hyper-V Manager - Virtual Machine Configuration Files Location

[’ Hyper-V Settings for HXHV2 — :
% Server = | Virtual Machines
o Virtual Hard Disks
VWhachvsmb, hxhvdom.local\HXDS 1, Specify the default folder to store virtual machine configuration files.

B Virtual Machines |‘|,‘|,|'1}dwsmb.hxhvdum.laml‘l,HXDSl‘l,Hyper—'u"l,

Vhaxhvsmb, hxhvdom. local\HXDS 1Y, ..
& Physical GPUs Browse...
Manage RemoteFX GPLUs

Create Virtual Machines using Hyper-V Manager

To create Virtual machines using the Hyper-V manager, follow these steps:

1. Open Hyper-V Manager from the Server Manager > Tools.

2. Select a Hyper-V server, and right-click and select New > Create a virtual machine. The Hyper-V Manager
New Virtual Machine wizard displays.

@ure 108 Hyper-V Manager - Create New Virtual Machine

§; Hyper-Y Manager
File Action View Help
= zn@ @

% Hyper-\V Manager |
E HXHY* | Virtual Machines

B HXHV Mew » Virtual Machine...
% HixHY Import Virtual Machine... Hard Disk...

B HxHy

Hyper-V Settings... Floppy Dizk...

— . noss

3. Inthe Before you Begin page, click Next.

4. In the Specify Name and Location page, enter a name for the virtual machine configuration file. The location
for the virtual machine click Next.

5. In the Specify Generation page, choose either Generation 1 or Generation 2.

6. In the Assign Memory page, set the start memory value 2048 MB. Click Next.
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Figure 109 Hyper-V Manager - Assign New Virtual Machine Memory
EH MNew Virtual Machine Wizard

e Assign Memory

Before You Begin Specify the amount of memory to allocate to this virtual machine. You can specify an amount from 32
MB through 12582912 MB. To improve performance, spedfy more than the minimum amount

Spedify Name and Location recommended for the operating system.

Specify Generation
Configure Networking
Connect Virtual Hard Disk

Startup memory:
[ Use Dynamic Memary for this virtual machine.

o When you dedde how much memory to assign to a virtual machine, consider how you intend to
use the virtual machine and the operating system that it will run.

Installation Options

SUrmmary

7. In the Configure Networking page, select a network connection for the virtual machine to use from a list of ex-
isting virtual switches.

Figure 110 Hyper-V Manager - Configure Networking
EH Mew Virtual Machine Wizard ;

-

el Configure Networking

Before You Begin Each new virtual machine indudes a network adapter. You can configure the network adapter to use a

virtual switch, or it can remain disconnected.
Specify Name and Location !

Specify Generation Connection: |Mot Connected w

Mot Connected
vawitch-hx-inband-mgmt
vawitch-hx-storage-data

Assign Memory

Configure Metworking

vewitch-hx-vm-network

Connect Virtual Hard Disk
Installation Options

Surnmary

8. In the Connect Virtual Hard Disk page, select Create a Virtual Hard Disk page, and enter the name, location
and size for the virtual hard disk. Click Next.
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Figure 111 Hyper-V Manager - Connect VHD to New Virtual Machine
EH Mew Virtual Machine Wizard

Ea Connect Virtual Hard Disk

Before You Begin A virtual machine requires storage so that you can install an operating system. You can spedfy the

Specify Name and Location storage now or configure it later by modifying the virtual machine’s properties.

(®) Create a virtual hard disk
UUse this option to create a VHDX dynamically expanding virtual hard disk.

Specfy Generation

Assign Memory

Configure Networking Mame: | ew Virtual Machine. vhdx |
Connect Virtual Hard Disk Location: |'|,'|hxh'-.-'smb.hxhvdcum 1.local\H¥DS 1\Hyper-viWHDs), | Browse. ..

Installation Options
Size: GB (Maximum: 64 TB)

Summary

() Use an existing virtual hard disk
Use this option to attach an existing virtual hard disk, either YHD or VHDX format.

Yhachwsmb. hxhwdom 1. local\HXDS 1\Hyper -V WHDsY,

() Attach a virtual hard disk later
Use this option to skip this step now and attach an existing virtual hard disk later.

9. In the Installation Options, you can leave the default option Install an operating system later selected. Click
Next.

10. In the Summary page, verify that the list of options displayed are correct. Click Finish.

11. In Hyper-V Manager, right-click the virtual machine to perform various operations like Connect, Edit Settings,
Start/Stop, and so on.

# By default, virtual machines created using Hyper-V Manager are not highly available and they become
unavailable if the host server goes down for some reason. However, you can convert these standalone
(non-highly available) virtual machines into clustered virtual machine roles using failover cluster manag-
er for high availability.

Windows Failover Cluster Manager

Cisco HyperFlex installer creates the Hyper-V Failover Cluster, and this can be managed both remotely and locally
using the Failover Cluster Manager. It is installed when you install the Failover Clustering Tools, which you can do
either through a full Failover Cluster installation or a tools-only installation on a remote Windows 10 or 2016
Server.

# By default, virtual machines created using Failover Cluster Manager are highly available and are treated
as clustered virtual machine roles. You can also convert a standalone virtual machine into a clustered
role using failover cluster manager. By creating clustered virtual machines, you can consolidate multiple
servers on one physical server without causing that server to become a single point of failure. Instead, if
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that server, or cluster node, fails or requires scheduled maintenance, then another node begins to run
the virtual machines instead through a process known as failover.

To manage the Hyper-V Failover Cluster in HyperFlex System from a remote management host, follow these
steps:

1. Install the RSAT tools for Failover Cluster using the below PowerShell command:
Install-WindowsFeature RSAT-Clustering-MGMT

2. Configure the remote management host with constrained delegation as described in section Constrained Del-
egation (Optional).

3. If the remote management host with RSAT tools is outside the HX cluster AD domain, pointing to the same
DNS server and host file mapping between HyperFlex SMB namespace and Cluster management IP (CIP)
may be required for successful name resolution.

4. For example, add the following entry to the hosts file on the (remote) machine running Hyper-V manag-
er/Failover Cluster Manager/SCVMM Console. Host file in windows is located here -
C:A\Windows\System32\drivers\etc\hosts

cluster mgmt ip \\smb namespace name\datastore name

10.29.149.235 \\hxcluster.company.com\dsl

To create the clustered virtual machine role using the Failover Cluster Manager, follow these steps:

# For more information about managing Hyper-V Cluster using Failover Cluster Manager refer to the Mi-
crosoft website.

1. In the Failover Cluster Manager console, under the Actions pane, click Connect to Cluster...

Figure 112 Failover Cluster Manager - Connect to Cluster

31’_3_55 Failower Cluster Manager —

File Action View Help

«= = H
= Failover Cluster Mananer | W s
Validate Configuration... ;
5. validate hardware for potential Failover Cluster Manager
Create Cluster... e :@ Validate Configuration

Connect to Cluster... .
] Create Cluster...

L= ’ f%ﬂ Connect to Cluster...
Refresh idependent computers that work View
ability of server roles. The
Properties e nodes fats. wmother node G} Refresh
Help his process is known as fallover. D Properties

2. Inthe Select Cluster dialog box, click Browse to navigate to the Hyper-V HX cluster. Click OK.
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Figure 113 Failover Cluster Manager - View
E2 Failover Cluster Manager — O *

File Action View Help

=55 HE

NI AIE S ELEY Cluster HXHVWEC.hxhvdom 1.local ~ | Actions

v 8 HXHVWFC hxhvdo HXHVWFC. hihvdo... &

[ Roles ?i‘ Summary of Cluster HXHVWFC . :
5 Nodes T8 LDAVWIC has 0 clustered roles and 4 nodes. % Configure Rol..
? "_—'h Storage MName: HXHVWFC hxhvdom local Networkes: hocinband-mamt, hecstorage-dat 'ﬂ Validate Cluste...
:Ets‘t""'f . | Cument Host Server: i3 Subnets: 3 IPvd and 0 IPvE F View Validatio...
] Husterbvents Recent Cluster Events: MNone in the last hdiborage Spaces Direct (S2D): Disabled i_f}. Add MNode...
Witness: File Share Witness (\odvsmb Fhvdom 1 local \HXDS 18 ClusWitness) i
4 Close Connect...
I@ Configure I &) Reset RecentE..,
More Actions [
. Vi »
I@ Navigate l e
6 Refresh
p rti
() Cluster Core Resources B Properties
n Help
Name Status b
Server Name
8 Name: HXHVVWFC (%) Online
File Share Witness
[@s, File Share Witness (\\dwsmb Fehvdom 1 Jocal\HAD S 1\ClusWi @ Online
< > ~

3. Inthe left pane, click Roles > Virtual Machines... > New Virtual Machines....

Figure 114 Failover Cluster Manager - Create a Role (Virtual Machine)
i—"f'; Failover Cluster Manager
File Action View Help

&= x5 |

5‘% Failover Cluster Manaq §- 5 ((1)]
w %ﬁ HXHVWFC . hxhvda

Search -
% Role- _ e
-.%ﬂ Nod Configure Role... Status Type
>l Stor: Virtual Machines... > New Virtual Machine...

(53 Netv

Clus Create Empty Role s e Tl

4. In the New Virtual Machine dialog box, search and select the Hyper-V node where you wish to create new
virtual machines. Click OK. The New Virtual Machine wizard appears.
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Figure 115 Failover Cluster Manager - New Virtual Machine Target Host

Mew Virtual Machine n

10.

11.

Select the target cluster node for Virtual Machine creation. L

Look for:

M Search |
Cluster nodes:

Marne Status

3 hxhw (® up

g 2 ® up

g hxiv3 ® Up

3 hahva ® up

In the Before You Begin page, click Next.

In the Specify Name and Location page, choose a name for the virtual machine, and specify the location or
drive where the virtual machine will be stored. Click Next.

In the Specify Generation page, select the generation of virtual machine you want to use (Generation 1 or
Generation 2) and click Next.

In the Assign Memory page, enter the amount of memory that you want for the virtual machine. Click Next.
In the Connect Virtual Hard Disk page, enter the name, location and hard drive size. Click Next.
In the Installation Options page, select the install location for the OS. Click Next.

In the Summary page, review the options selected and click Finish.
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Figure 116 Failover Cluster Manager - New Virtual Machine Summary

E Mew Virtual Machine Wizard

Before You Begin

Spedfy Name and Location
Specify Generation

Assign Memory

Configure Metworking
Connect Virtual Hard Disk

Installation Options

Summary

i Completing the New Virtual Machine Wizard
‘You have successfully completed the Mew Virtual Machine Wizard. You are about to create the
following virtual machine.
Description:
Mame: Demo
Generation: Generation 2
Memary: 1024 ME
Metwork: vewitch-hx-vm-network
Hard Disk: Yhxhvsmb.hxhvdom L local'HXDS 1\Hyper-V\WHDs\Demao. vhdx (VHDX, dynamicall
Operating System: Wil be installed at a later time
£ >

To create the virtual machine and dose the wizard, dick Finish.

< Previous ext
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Post HyperFlex Cluster Installation for Hyper-V 2019

The HyperFlex installer configures all components of the environment from the Cisco UCS policies to the Hyper-V
networking. In order to manage the environment from SCVMM for the purpose of VDI, you must perform some
post-installation steps to allow Citrix Virtual Desktops to use the environment.

This section explains the steps to prepare the environment for VDI use.

Microsoft System Center Virtual Machine Manager 2019

The Hyper-V Cluster created by the HyperFlex Installer can also be managed using the Microsoft System Center
Virtual Manager. At the time of the publishing this document, there is no HX plug-in or SMI-S integration with the
HX Storage. However, the Hyper-V Cluster can still be managed using the SCVMM without these features.

Create Run-As Account for Managing the Hyper-V Cluster

A Run As account is a container for a set of stored credentials. In VMM a Run As account can be provided for any
process that requires credentials. Administrators and Delegated Administrators can create Run As accounts. For
this deployment, a Run As account should be created for adding Hyper-V hosts and clusters.

To create a Run As account, follow these steps:

1. Click Settings and in Create click Create Run As Account.
2. In Create Run As Account specify name and optional description to identify the credentials in VMM.

3. In User name and Password specify the credentials. The credentials can be a valid Active Directory user or
group account, or local credentials.

4. Clear Validate domain credentials if it is not required and click OK to create the Run As account.
Manage Servers and Clusters

To add the HyperFlex Hyper-V Cluster to the SCVMM, follow these steps:

1. Open the SCYMM administrator Console and click Fabric > Servers > All Hosts.
2. Right-click All Hosts and Create a folder for the HyperFlex Hyper-V Cluster.

3. Right-click the newly created folder and click Add Hyper-V Hosts and Clusters.
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Figure 117 SCVMM - Create a Host Group
Administrator - SCVMM2016.HXHVDOM.LOCAL - Virtual Machine Mana

Home Folder

| e

e @ O

Create Add Overview| Fabric |Compliance Scan Rel
v Resources ~ Resources
Create Add Show (4
Fabric < Hosts (0)

4 37 Servers |

4 ] All Hosts Name ‘Host Sta.. ~ [Role
| HyperFlex

4 i_ Infrastructure

% Add Hyper-V Hosts and Clusters
Add VMware ESX Hosts and Clusters

» & Networking

N

Create Host Group

4. In the Credentials section, select Use an existing Run As account and select the account created in the previ-
ous section.

5. In the Discovery scope, enter the FQDN of HyperFlex Hyper-V Cluster as shown below.

Figure 118 SCVMM - Discovery Scope

-na Add Resource Wizard *

‘£ Discovery Scope

Resource Location Specify the search scope for virtual machine host candidates

Credentials Search for computers by whole or partial names, FODNs, and IP addresses. Alternativ
‘ g an Active Directory query to discover the desired computers.

Discovery Scope
®) Specify Windows Server computers by names

Terget Resources () Specify an Active Directory query to search for Windows Server computers

Host Settings
Enter the computer names of the hosts or host candidates that you want VMM to m:
Surmmary computer name must be on a separate line.

Computer names:
hxhwwic.hxhwdom.local

Skip AD verification

Examples:  server]
serverl.contoso.com
10.0.1.1
2a01:110:1e:3:f8ffcfedd:23

| Previcus || MNext || Cancel |

6. Inthe Target Resources page, select all the discovered hosts and click Next.
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Figure 119 SCVMM - Target Resources

qﬁ Add Resource Wizard

Resource Location

Credentials

Discovery Scope

Target Resources

Host Settings

Summary

‘£ Target Resources

Select the computers that you want to add as hosts

Discovered computers:

Computer Name Operating System

B HXHVWEC HXHVDOM.LOCAL Windows Server 2016 Datacenter

“ hxhv2 HXHVDOM.LOCAL Windows Server 2016 Datacenter
“ huchwd HXHVDOM.LOCAL Windows Server 2016 Datacenter
“ hxhv1 HXHVDOM.LOCAL ‘Windows Server 2016 Datacenter
“ huchw3 HXHVDOM.LOCAL ‘Windows Server 2016 Datacenter
Selectall |[ Refresh || Stop
‘ Previous | | Next | | Cancel | _

7. In the Host Settings page, select the appropriate Host group and click Next.

Figure 120 SCVMM - Host Settings

qﬁ Add Resource Wizard

£ Host Settings

Resource Location
Credentials
Discovery Scope

Target Resources

Specify a host group and virtual machine placement path settin

Assign the selected computers to the following host group:

Host group: | 2 HyperFlex

Host Settings

If any of the selected hosts are currently managed by another Virtual Machine Mana
environment, select this option to reassociate the hosts with this VMM management

Summary

[] Reassociate this host with this VMM environment

Previous || Next || Cancel

201




Post HyperFlex Cluster Installation for Hyper-V 2019

8. Inthe summary page, confirm the settings and click Finish.

Figure 121 SCVMM - Server View
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@ HxXHVWRC T huchw2 HXHVDOM.LOCAL oK Host  Completed w/ Info 0% 0KB Microsoft Windows Server 2016 Data...
* & Infrastructure T hachvd HXHVDOM.LOCAL oK Host  Completed 0% 0KB Microsoft Windows Server 2016 Data...
¥ wd. Networking F a3 HXHVDOM.LOCAL QK Host Completed w/ Info 0% O KB Microsoft Windows Server 2016 Data...
» Storage
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Status Wirtual machine Recent job
Host status: 0K Virtual machines: 2 Managed computer job: No recent job
Date modified: 5/29/2018 10:44:08 AM Job status:
Cluster service! 9 Running Host job: Refresh virtual machine
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Operating system: gni:rﬁnts)c;f‘ta\::r‘r\‘it:ws Server  Storage disks: 1 Compliance
Storage used: 13434 GB
Wirtualization software: Microsoft Hyper-V Campliance status:
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;$ VMs and Services

4. Fabric

Networking

Network switches and interfaces are created by the HyperFlex installer. A network team is created for the
Management, Storage, Virtual Machine Network and Live Migration networks specified during the installer.

ﬂ When the teams are created, the Network Sites must be created and added to the logical networks cre-
ated by the installer.

To create the Network Sites, follow these steps:

1. Under Fabric > Networking > Logical Networks, find the Logical Network created by the installer.

ﬂ In this example, the Logical Network created by the installer is ‘vswitch-hx-vm-network’.
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2. Right-click and select ‘Properties’ of the logical network.
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3. Under Network Site, add a site so a VLAN can be specified on the Logical Network.

ﬂ In this example, VLAN 34 was used for the virtual machine network and VLAN 33 was used for
Live Migration.
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vhr vswitch-hx-vm-network Properties X

Network sites

Network sites can be added to a logical network to associate VLANs and subnets to host groups.

Enter IP subnets using CIDR notation, for example: 192.168.1.0/24, FD4A:29CD:184F:3A2C::/64.

) Addy

™ Remove

] vswitch-hx-vm-netwo..  Host groups that can use this network site:

2 @ AlHosts
V'@ HXEAP
Associated VLANs and IP subnets:
VLAN | IP subnet Insert row
4 Delete row

Network site name: vswitch-hx-vm-network 0

| View Script

Co e |

4. When the network site is created, make sure each host in the cluster has the proper VLAN checked in its
properties. This can be found under the properties of each host, under Hardware -> and scroll to the ‘team-

hx-vm-network’.
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g Switch port et Logical metwork connectivity
Unkrown
- 5w M N ‘. Assaciate |og|cnl‘r1|:twodcsl IF subnets and YLANS:
team-hx-storage-. Subnet |m“
Hast Access vy Logical netwar... Ll -‘n:hvdnm
vswitch-huc-stor... Lo
Virtual Machine Path
e Switeh part det,, IJE — Eul
Unknown =N
Reserves S [] 103400720 34
= team-hr-wm-netw... B waeitch-hy-ingand-mgmt
SRoc 1 - [ wswsitch-hae-livemigration
iy Legical netwer... O 4
firtusad Swi viiitzh-F-am...
& Saritch poet d [ ] seiteh-he-starage-data
et et : per At ] wsertch-hie-vm- nietwark
Migration Sattings Unkrown - y
B W Micresaft Network..,
Placement Paths team-ha-lvemigra...
i Logical netwar., |2
Senvcing Windaws wawibeh- F-lve_
: E E Switch pors det.
HiEt Rt e Unknown I" 1 a subnet or YLAN does not show up in the list, you need to
R configure it in the cormespondirg network site,
Enhanced Sesman — | E DVD/ CD-ROM drives =
iew Scnpt oK Cancel
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Storage

The data stores created in the HyperFlex Connect interface, creates an SMB share to use to place Virtual
Machines. The naming convention is “\\nxClustername\DatastoreName”.

To add the HX Datastores to the HX cluster, follow these steps:

1. Right-click the Cluster ‘HXHVTWEFC’, select Properties and click ‘File Share Storage’.

W InNevier nunning nunning
e VM Networks & IN-0979 Running Running
Storage & IN-0627 Running Running
Pl & IN-0115 Running Running
) Al Hosts =
i oy IN-0411 Running Running
1 HX EAP 3
+ @ HXHVIWEC | & HXHVIWFC hehvdom.local Properties X
? ‘.'"
# v ‘;’ General File Share Storage
? hxw3 e
7 hava & | Status The following file shares will be available as storage locations for VMs deployed to nodes in this cluster:
& File Share Path Access Status | Classification | Free Space Total i
hxhv5
y | Available Storage prte =
? hiné & \Whxhy Icip hehvdom.Jocal\Write. 7 Remote Storage 2033389GB 2048000 GB
3 hin? & \WhdhwIciphxhvdom.Jocalinfra 7 Remote Storage 200594GB 204800 GB
F &
U | Shared Volumes
3
o
y | Virtual Switches
L
-
“¥ | Custom Properties
‘.(V
&
‘?f
3
o
&
&
J"
»
1)
]
L
""
N
L)
»
&
&
J. "INNRTR Hiinnine Riinninn

2. Click Add to specify the UNC path for the datastore.
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ﬁ HXHVIWFC hxhvdom.local Properties

General

Status

Available Storage
Shared Volumes
Virtual Switches

Custom Properties

File Share Storage

The following file shares will be available as storage locations for VMs deployed to nodes in this cluster:

File Share Path | Access Status | Classification lFteepre ITmlCapuily

\\hxhv 1cip.hxhvdom.local\Write... /] Remote Storage 2033389GB 2048000 GB

\\hxhv1cip hxhvdom.locallinfra [V] Remote Storage 2005.04GB 204800 GB
& Add File Share

UNC path for
Specify a valid SMB share path to use for VM HX Datastore

deployment

File share path: | \\HXClustername\d Na v

To register a file share to this cluster, select a managed file share from the
list or enter the UNC path for an unmanaged file share,

For managed shares, VMM grants file share access to the Active Directory
computer account for the virtualization cluster and the VMM cluster
management account. For unmanaged file shares, ensure that the Active
Directory computer account for the virtualization cluster and the VMM
cluster management account have access to the file share,

To bring a file share into management: in the VMM console, open the Fabric
workspace, click the Providers node, and then click "Add Storage Device.”

: View Script

3. Click OK.

] [Remore ]

x| [ G |

[ ok |[ comcel |
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Build the Virtual Machines and Environment for Workload Testing

Software Infrastructure Configuration

This section details how to configure the software infrastructure components that comprise this solution.

Install and configure the infrastructure virtual machines by following the process provided in Table 39

Table 39 Test Infrastructure Virtual Machine Configuration

Configuration

Citrix Virtual Desktops Controllers
Virtual Machines

Citrix Profile Servers Virtual
Machines

Operating System

Microsoft Windows Server 2016

Microsoft Windows Server 2016

Virtual CPU amount 6 8

Memory amount 8 GB 8 GB

Network VMNIC Network

Disk-1 (OS) size and location 40 GB Disk-1 (OS) size and location

Disk-2 size and location

Configuration

Microsoft Active Directory DC’s
Virtual Machines

Operating system

Microsoft Windows Server 2016

Operating system

Virtual CPU amount 4
Memory amount 4 GB
Network VMNIC
Disk size and location 40 GB

Configuration

Microsoft SQL Server Virtual
Machine

Citrix StoreFront Virtual Machine

Operating system

Microsoft Windows Server 2016

Operating system

Virtual CPU amount 4 4

Memory amount 16 GB 8 GB

Network VMNIC Network

Disk-1 (OS) size and location 40 GB Disk-1 (OS) size and location

Disk-2 size and location

200 GB Infra-DS volume

Disk-2 size and location

Configuration

Citrix License Server Virtual
Machine

NetScaler VPX Appliance Virtual
Machine

Operating system

Microsoft Windows Server 2016

NS11.152.13.nc

207




Build the Virtual Machines and Environment for Workload Testing

Virtual CPU amount 4 2
Memory amount 4GB 2 GB
Network VMNIC Network
Disk size and location 40 GB 20 GB

Prepare the Master Images

This section details how to create the golden (or master) images for the environment. virtual machines for the
master images must first be installed with the software components needed to build the golden images. For this

CVD, the images contain the basics needed to run the Login VS| workload.

To prepare the master virtual machines for the Hosted Virtual Desktops (HVDs) and Hosted Shared Desktops

(HSDs), there are three major steps to complete when the base virtual machine has been created:

e Installing OS

e Installing application software

e Installing the Virtual Delivery Agents (VDAS)

The master image HVD and HSD virtual machines were configured as listed in Table 40

Table 40 HVD and HSD Configurations

Configuration

HVDI
Virtual Machines

HSD
Virtual Machines

Operating system

Microsoft Windows 10 64-bit

Microsoft Windows Server 2019

Virtual CPU amount

2

8

Memory amount

4.0 GB (reserved)

24 GB (reserved)

Disk size

Network VMNIC VMNIC
vm-network vm-network

Citrix PVS vDisk size and 24 GB 40 GB

location

Citrix PVS write cache 6 GB 24 GB

Additional software used for
testing

Microsoft Office 2016

Login VSI 4.1.32 (Knowledge
Worker Workload)

Microsoft Office 2016

Login VSI 4.1.32 (Knowledge
Worker Workload)
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Install and Configure Citrix Desktop Delivery Controller, Citrix Licensing, and
StoreFront

This section details the installation of the core components of the Citrix Virtual Apps and Desktops 1909 system.
This CVD provides the process to install two Desktop Delivery Controllers to support hosted shared desktops
(HSD), non-persistent virtual desktops (VDI), and persistent virtual desktops (VDI).

The process of installing the Desktop Delivery Controller also installs other key Citrix Desktop software
components, including Studio, which is used to create and manage infrastructure components, and Director,
which is used to monitor performance and troubleshoot problems.

Install Citrix License Server

To install the Citrix License Server, follow these steps:

1. To begin the installation, connect to the first Citrix License server and launch the installer from the Citrix Virtual
Apps and Desktops 1909 ISO.

2. Click Start.

Deliver applications and desktops to any user, anywhere, on any device.

« Hybrid cloud, cloud and enterprise provisioning
+ Centralized and flexible management

Manage your delivery according to your needs:

Virtual AppS Deliver applications

Virtual AppS and DesktOpS Deliver applications and desktops

3. Click “Extend Deployment - Citrix License Server.”
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Citrix Virtual Apps and Desktops 7

Get Started Prepare Machines and Images

Extend Deployment

Services and Support

Access supporting content online.
Access knowledge base articles, security bulletins, and troubleshooting guides.

4. Read the Citrix License Agreement.

5. If acceptable, indicate your acceptance of the license by selecting the “I have read, understand, and accept
the terms of the license agreement” radio button.

6. Click Next.

Citrix Virtual Apps and Desktops 7

Software License Agreement

Licensing Agreement Printable version
Core Components Last Revised: March 1, 2018 2
Firewall CITRIX LICENSE AGREEMENT 8
Summary This is a legal agreement ("AGREEMENT") between the end-user customer ("you"),
Install and the providing Citrix entity (the applicable providing entity is hereinafter referred to
as "CITRIX"). This AGREEMENT includes the Data P: ing A the Citrix
Smart Tools Services Security Exhibit and any other documents incorporated herein by reference.
5 Your location of receipt of the Citrix product (hereinafter "PRODUCT") and
Finish maintenance (hereinafter "MAINTENANCE") determines the providing entity as

i,

identified at https:/www.citrix.com/buy: g/citrix-providing-entities html. BY
INSTALLING AND/OR USING THE PRODUCT, YOU AGREE TO BE BOUND BY
THE TERMS OF THIS AGREEMENT. IF YOU DO NOT AGREE TO THE TERMS
OF THIS AGREEMENT, DO NOT INSTALL AND/OR USE THE PRODUCT.
Nothing contained in any purchase order or any other document submitted by you shall

in any way modify or add to the terms and conditions contained in this AGREEMENT.

1. PRODUCT LICENSES.

3. End User Licenses. Citrix hereby grants Customer a non-exclusive worldwide
license to use the software in a software PRODUCT and the software
installed in an appliance PRODUCT under the license models identified at
https:/www.citrix "ouy/li ing/product. html. Any experimental features ~

@ | have read, understand, and accept the terms of the license agreement

| do not accept the terms of the license agreement

[ r——rr—— [ |
| Back | Cancel |
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7. Click Next.

Citrix Virtual Apps and Desktops 7
Core Components

¥ Licensing Agreement

Core Components Location: C:\Program Files\Citrix

Firewall

License Server (Required)
Summary Manages product licenses.
Install
Finish

8. Select the default ports and automatically configured firewall rules.

9. Click Next.

Citrix Virtual Apps and Desktops 7
Firewall

¥ Licensing Agreement The default ports are listed below.

¥ Core Components
| License Server

Firewall
Summary 7279 TCP
Install 27000 TCP
Fifich 8083 TCP
i 8082 TCP
Configure firewall rules:
(®) Automatically
Select this option to automatically create the rules in the Windows Firewall. The rules will
be created even if the Windows Firewall is turned off.
Q Manually
Select this option if you are not using Windows Firewall or if you want to create the rules
yourself,
10. Click Install.
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Citrix Virtual Apps and Desktops 7

Summary

+ Licensing Agreement Review the prerequisites and confirm the components you want to install.

¥ Core Components

Installation directory
+ Firewall . o
C\Program Files\Citrix
Summary
Core Components
in=tal License Server
Finish

Delivery Controllers

Not specified

Firewall

specify the location of the Delivery Controller, the Virtual Delivery Agent cannot
with it and users cannot access their applications and desktops.

Finish

11. Click Finish to complete the installation.

Citrix Virtual Apps and Desktops 7
Summary
¥ Licensing Agreement Review the prerequisites and confirm the components you want to install.

¥ Core Components . .
Installation directory

+ Firewall 3 .
C:\Program Files\Citrix
Summary
Core Components
in=tal License Server
Finish

Firewall

TCP Ports: 7279, 27000, 8083, 8082

Install Citrix Licenses

To install the Citrix Licenses, follow these steps:

1. Copy the license files to the default location (C:\Program Files (x86)\Citrix\Licensing\ MyFiles) on the license
server.
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I 20 0= MyFiles [ ==
“ Home Share View 7]
€ v 1 < Program Files («86) » Citrix » Licensing » MyFiles v ( earch j ]

Favorites JName Date modified Type Size
| CITRIX.opt 2016 4:00 PM
b 1™ This PC | citrix_startuplic 2016 4 M
| LicenseXD1000_071315_18mo_e.lic 4
b €l Network
3 items

2. Restart the server or Citrix licensing services so that the licenses are activated.

3. Run the application Citrix License Administration Console.

Citrix License Administration Console
Citrix License Administration
Citrix Licensing Manager
Citrix Studio NEW
Citrix StoreFront NEW

Citrix Scout NEW

License Administration

Alerts Concurrent Licenses

Q . SA Date  In Use (Available)

0 Critical
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Install Citrix Desktop Broker/Studio

To install Citrix Desktop, follow these steps:

1. Connect to the first Citrix VDI server and launch the installer from the Citrix Desktop 1909 ISO.

2. Click Start.

Deliver applications and desktops to any user, anywhere, on any device.

« Hybrid cloud, cloud and enterprise provisioning
+ Centralized and flexible management

Manage your delivery according to your needs:

Vi rtua I AppS Deliver applications

Virtual Apps and DeSktOpS Deliver applications and desktops

The installation wizard presents a menu with three subsections.

3. Click “Get Started - Delivery Controller.”
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Citrix Virtual Apps and Desktops 7

Get Started “ Prepare Machines and Images

Extend Deployment

Services and Support

4. Read the Citrix License Agreement and if acceptable, indicate your acceptance of the license by selecting the
‘I have read, understand, and accept the terms of the license agreement” radio button.

5. Click Next.

Citrix Virtual Apps and Desktops 7

Software License Agreement

Licensing Agreement Printable version
Cofe Compehents Last Revised: March 1, 2018 7
Featres CITRIX LICENSE AGREEMENT
Firewall Ths is 2 legal agreement ("AGREEMENT") between the end-user customer ("you"),
Summary and the providing Qiuix entity (the gpplicable providing enmyj is hereinafter referrefi to

as "CITRIX"). This AGREEMENT includes the Data P: g Ag: , the Citrix
Install Services Security Exhibit and any other documents incorporated herein by reference.
Smart Tool Your location of receipt of the Citrix product (hereinafter "PRODUCT") and

mart Tools

maintenance (hereinafter "MAINTENANCE") determines the providing entity as
Finish identified at https://www.citrix.com/buy/li g citrix-providi tities.html. BY
INSTALLING AND/OR USING THE PRODUCT, YOU AGREE TO BE BOUND BY
THE TERMS OF THIS AGREEMENT. IF YOU DO NOT AGREE TO THE TERMS
OF THIS AGREEMENT, DO NOT INSTALL AND/OR USE THE PRODUCT.
Nothing contained in any purchase order or any other document submitted by you shall

in any way modify or add to the terms and conditions contained in this AGREEMENT.

1. PRODUCT LICENSES.

2. End User Licenses. Citrix hereby grants Customer a non-exclusive worldwide
license to use the software in a software PRODUCT and the software
installed in an appliance PRODUCT under the license models identified at
https:/www.citrix.com/buy/licensing/product. html. Any experimental features

(®) | have read, understand, and accept the terms of the license agreement

| do not accept the terms of the license agreement

Back

Cancel ‘

6. Select the components to be installed on the first Delivery Controller Server:
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a. Delivery Controller

b. Studio
c. Director
7. Click Next.

Citrix Virtual Apps and Desktops 7

Core Components

+ Licensing Agreement

Core Components Location: C:\Program Files\Citrix

Features v Component (Select all)
Firewall :
o Delivery Controller
Summary vl Distributes applications and desktops, manages user access, and optimizes
Install connections.
Smart Tools Studio
Finish vl Create, configure, and manage infrastructure components, applications, and
desktops.
v Director

Monitor performance and troubleshoot problems.

7 License Server
4 :
&2 Manages product licenses.

Storefront

v Provides authentication and resource delivery services for Citrix Workspace app,
enabling you to create centralized enterprise stores to deliver applications,
desktops, and other resources to users on any device, anywhere,

A Dedicated StoreFront and License servers should be implemented for large-scale deployments.

8. Since a SQL Server will be used to Store the Database, leave “Install Microsoft SQL Server 2012 SP1 Ex-
press” unchecked.

9. Click Next.
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Citrix Virtual Apps and Desktops 7
Features

¥ Licensing Agreement (7] Feature (Select all)

v Core Components

| Install Microsoft SQL Server 2014 SP2 Express

Features (] This is an optional component. If you have an existing SQL Server for storing
. desktop and application configurations and settings, do not select this option.
Firewall
Summary ) Install Windows Remote Assistance
Install i Select this only if you need the shadowing feature of Director Server.
Smart Tools
Finish

10. Select the default ports and automatically configured firewall rules.

11. Click Next.

Citrix Virtual Apps and Desktops 7
Firewall
+ Licensing Agreement The default ports are listed below.

¥ Core Components
Delivery Controller Director

License Server

Printable version
StoreFront

80 TCP
443 TCP

|

+ Features l
Firewall 80 TCP 80 TCP 7279 TCP
Summary 89 TCP 443 TCP 27000 TCP
s 443 TCP 8083 TCP
= 8082 TCP
Smart Tools
Finish
Configure firewall rules:
(®) Automatically
Select this option to automatically create the rules in the Windows Firewall. The rules will
be created even if the Windows Firewall is turned off.
() Manually
Select this option if you are not using Windows Firewall or if you want to create the rules
yourself.
12. Click Install.

217



Build the Virtual Machines and Environment for Workload Testing

Citrix Virtual Apps and Desktops 7

Summary

¥ Licensing Agreement Review the prerequisites and confirm the components you want to install.
+ Core Components . . -

Installation directory —
¥ Features

C:\Program Files\Citrix

¥ Firewall "y

Prerequisites

Summary

Microsoft .NET Framework 4.7.1
Install Microsoft Visual x64 C++ 2015 Runtime =
Local Host Cache Storage (LocalDB)
Microsoft Visual x86 C++ 2015 Runtime
Finish Microsoft SQL CLR Types (x86)
Microsoft SMO Objects (x86)
Microsoft SOL CLR Types (x64)
Microsoft SMO Objects (x64)
|

Smart Tools

Microsoft Internet Information Services
Windows Remote Assistance Feature

Core Components

Delivery Controller
Studin 2.4

A Until you specify the location of the Delivery Controller, the Virtual Delivery Agent cannot
register with it and users cannot access their applications and desktops.

Gorce

13. (Optional) Click the Call Home participation.

14. Click Next.

Citrix Virtual Apps and Desktops 7

Smart Tools

¥ Licensing Agreement Automate deployment tasks, health checks, and power management on-premises and in the

¥ Core Components

Smart Build
Quickly build sites on-premises and in the cloud using ready-made or custom
blueprints.

 Features Smart Check
CFi f Run health checks and turn on Call Home to diagnose issues and find recommended |
irewal fixes. Learn more about Call Home $

¥, Simmary Smart Scale !
¢ Install Keep your cloud Site costs under control with smart power management for VMs. !
Smart Tools Smart Migrate
Finish Simplify migration to the latest Virtual Apps and Desktops versions. :

i '

(®) | want to connect to Smart Tools. (Recommended)

| do not want to connect to Smart Tools

o You will need Citrix Cloud or citrix.com credentials. View your privacy policy here.

Connect

Back

15. Click Finish to complete the installation.

16. (Optional) Check Launch Studio to launch Citrix Studio Console.
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Citrix Virtual Apps and Desktops 7

Finish Installation

# Licensing Agreement The installation completed successfully v Success
¥ Core Components -
Prerequisites ]
v Features v Microsoft .NET Framework 4.7.1 Installed
« Firewall v Windows Remote Assistance Feature Installed
v Microsoft Visual x64 C++ 2015 Runtime Installed
¥ Summary v Local Host Cache Storage (LocalDB) Installed
v Install v Microsoft Visual x86 C++ 2015 Runtime Installed
v Smart Tools v Microsoft SQL CLR Types (x86) Installed
v Microsoft SMO Objects (x86) Installed
Finish v Microsoft SQL CLR Types (x64) Installed
v Microsoft SMO Objects (x64) Installed
v Microsoft Internet Information Services Installed

Core Components

v Delivery Controller Installed

v Studio Installed

v Director Installed

v License Server Installed

v StoreFront Installed L
Post Install

»# Camnanent Initializatinn Initialized =

¥ Launch Studio

Configure the Citrix VDI Site

Citrix Studio is a management console that allows you to create and manage infrastructure and resources to
deliver desktops and applications. Replacing Desktop Studio from earlier releases, it provides wizards to set up
your environment, create workloads to host applications and desktops, and assign applications and desktops to
users.

Citrix Studio launches automatically after the Citrix VDI Delivery Controller installation, or if necessary, it can be
launched manually. Citrix Studio is used to create a Site, which is the core Citrix VDI environment consisting of the
Delivery Controller and the Database.

To configure Citrix VDI, follow these steps:

1. From Citrix Studio, click Deliver applications and desktops to your users.
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&3 Citrix Studio
File Action View Help

= |7 H&E

& Citrix Studio

Welcome

2. Select the “A fully configured, production-ready Site” radio button.

Welcome to Citrix Studio

To begin, select one of the three options below.

Site setup

Deliver applications and desktops to your users

Remote PC Access

Enable your users to remotely access their physical machines

Scale your deployment

Connect this Delivery Controller to an existing Site

3. Enter a site name.

4. Click Next.
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Site Setup

Studio

Introduction
Databases
Licensing
Connection
Network
Additional Features

Summary

Introduction

You have two options when creating a new Site. The simplest option is to automatically
create a fully configured, production-ready Site. The second, more advanced option is
to create an empty Site, which you must configure yourself.

What kind of Site do you want to create?

®A fully configured, production-ready Site (recommended for new users)

_) An empty, unconfigured Site

Site name:

[ crxol |

Back Next

5. Provide the Database Server Locations for each data type and click Next.

Site Setup

Studio

+ Introduction
Databases
Licensing
Connection
Network
Additional Features

Summary

Databases

Databases store information about Site setup, configuration logging and monitoring.
Choose how you want to set up the databases. Learn more

(®) Create and set up databases from Studio () Generate scripts to manually set up
(You can provide details of existing empty databases on the database server
databases)

Provide database details

Datatype  Database name Location (formats)
Site: [cTxD713.site | [[cmxo-ra |
Monitoring: | CTXD713_monitoring | [[cmxo-ra |
Logaing: [cTXD713 logging | [[cmxo-Ha |

0 For an AlwaysOn Availability Group, specify the group’s listener in the location.

Specify additional Delivery Controllers for this Site Learn more

1 selected

6. For an AlwaysOn Availability Group, use the group’s listener DNS name.
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i Aoailability Group Listener Properties - CTHD-HA o O )
Select apage O soit ~ @ Help
o General
Listener DNS Name; | CTHD-HA
Fort: [1433
Metwork Made: Static IP

Subrnet IP &ddrecs
2 10.10.31.27

Connection

Server
1SQL1

Connectior
WYDILAB-=Dadministrator

¢ Yiew connection properties

Progress

Ready

0K Canicel

7. Provide the FQDN of the license server.

8. Click Connect to validate and retrieve any licenses from the server.

ﬂ If no licenses are available, you can use the 30-day free trial or activate a license file.

9. Select the appropriate product edition using the license radio button.

10. Click Next.
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Site Setup

Studio Licensing

License server address: I R | _i lﬂ[ Connect

Connected to trusted server
View certificate

¥ Introduction

+ Databases I want to:
Licensing _) Use the free 30-day trial
C < You can add a license later.
onnection

@ Use an existing license
Network 5 - .
The product list below is generated by the license server.
Additional Features
Product | Model

Summary "QMCitn'x X;;Des;op PIaTinum User/Device

-/ Citrix XenApp Platinum Concurrent

Allocate and download... ] (Brcwse for license file... ]

m - |

11. Select the Connection type of ‘Microsoft System Center Virtual Machine Manager’.
12. Enter the Connection Address to the SCVMM Server.

13. Enter the username (in username@domain format) for the vCenter account.

14. Provide the password for the Domain Admin account.

15. Provide a connection name.

16. Select the Studio tools radio button.
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Add Connection and Resources
Studio Connection
() Use an existing Connection
SCVMM19
Connection i
‘ (®) Create a new Connection
Storage Management .
) Connection type: . Microsoft® System Center Virtual Machine Manage ¥ ‘

Storage Selection
Network Connection address: l I
Summary 3

User name: l Example: domain\username [

Password: l [

Connection name: l Example: MyConnection [

Create virtual machines using:

e Studio tools (Machine Creation Services)
Select this option when using AppDisks, even if you are using Citrix Provisioning.
Cther tools
Back Next ,J [ Cancel J
17. Click Next.

18. Select HyperFlex Cluster that will be used by this connection.

19. Check Studio Tools radio button required to support desktop provisioning task by this connection.

20. Click Next.
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Add Connection and Resources

Studio

¥ Connection
Storage Management
Storage Selection
Network

Summary

Storage Management

Configure virtual machine storage for this connection.
Select a cluster: Iﬁﬁﬁﬁﬁ I I Browse... |
Select an optimizati hod for available site storage.

@ Use storage shared by hypervisors

|| Optimize temporary data on available
local storage

() Use storage local to the hypervisor

Man.

ge personal data centrally on

shared storage

21. Make Storage selection to be used by this connection.

22. Click Next.

Add Connection and Resources

Studio

¥ Connection

¥ Storage Management
Storage Selection
Network

Summary

Storage Selection

When using shared storage, you must select the type of data to store on each shared storage
device; machine operating system data, personal user data, and if not storing temporary data
locally, temporary data. At least one device must be selected for each data type.

Select data storage locations:

Name 4+ 0OS Personal vDisk Temporary

23. Make Network selection to be used by this connection.

24. Click Next.
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Add Connection and Resources

Studio

¥ Connection

¥ Storage Management

¥ Storage Selection
Network

Summary

Network

Name for these resources:

| Fyper-v-rx

The resources name helps identify this storage and network combination in Studio.

Select one or more networks for the virtual machines to use:

[ Name

LiveMigrate
vswitch-hx-inband-mgmt
vswitch-hx-storage-data

vswitch-hx-vm-network

25. Select Additional features.

26. Click Next.

Site Setup

Studio

¥ Introduction
# Databases
+ Licensing
« Connection
+ Storage Management
+ Storage Selection
+ Network
Additional Features

Summary

Additional Features

Use the following features to customize your Site. You can also enable/disable and configure
features later.

]

(W}

ad

Feature
AppDNA

Enable this feature to allow analysis of applications and operating systems, review
compatibility issues, and take remedial actions to resolve them.

App-V Publishing

Enable this feature if you will use applications from packages on App-V servers. If you
will use only applications from App-V packages on network share locations, you do not

need to enable this feature,

27. Review Site configuration Summary and click Finish.
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Configure the Citrix VDI Site Administrators

To configure the Citrix VDI site administrators, follow these steps:

1. Connect to the Citrix VDI server and open Citrix Studio Management console.

2. From the Configuration menu, right-click Administrator and select Create Administrator from the drop-down
list.

4 [» Configuration

g Admijmictestars ]
Cont Create Report
Hosti | Create Administrator |
& Licen :
View L4
) Store I
@ App- Refresh
‘; Apph Help
& Zone.

3. Select/Create appropriate scope and click Next.

Create Administrator

Studio Administrator and Scope

Select an administrator:

| I VDILAB-XD\Domain Admins I [ Browse... J
Administrator and Scope
| Select a Scope:

Role :
Scopes are objects that represent something meaningful in an organization and that an

Summary administrator is allowed to manage (for example, a set of Delivery Groups used by the Finance
team). Click a scope to see the objects in it.

I Scope name

o Al
All objects

4. Choose an appropriate Role.
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Create Administrator

Studio Role

Select a role. Click a role name to view its permissions.

+
+ Administrator and Scope ‘ r { Name J Type

Delivery Group Administrator

4 e s ilt |

Role Can deliver applications, desktops, and machines; can also manage the... Builtn
Summary O  Full Administrator Built In

Can perform all tasks and operations.

Help Desk Administrator Built In

Can view Delivery Groups, and manage the sessions and machines ass...

Host Administrator Built In

Can manage host connections and their associated resource settings.

Machine Catalog Administrator Built In

Can create and manage Machine Catalogs and provision machines.

Read Only Administrator Built In

Can see all objects in specified scopes as well as global information, b...

Create role...

5. Review the Summary, check Enable administrator, and click Finish.

Create Administrator

Studio Summary
Administrator: VDILAB-XD\Domain Admins
+ Administrator and Scope Scope: All
+ Role ’ Role: Full Administrator
Summary

|| Enable administrator|

Clear check box to disable the administrator. No settings will be lost.

Save full permissions report

Configure Additional Desktop Controller

After the first controller is completely configured and the Site is operational, you can add additional controllers.
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# In this CVD, we created two Delivery Controllers.

To configure additional Citrix Desktop controllers, follow these steps:

1. To begin the installation of the second Delivery Controller, connect to the second Citrix VDI server and launch
the installer from the Citrix Virtual Apps and Desktops I1SO.

2. Click Start.

Deliver applications and desktops to any user, anywhere, on any device.

« Hybrid cloud, cloud and enterprise provisioning
+ Centralized and flexible management

Manage your delivery according to your needs:

Virtual AppS Deliver applications

Virtual AppS and DesktOpS Deliver applications and desktops

3. Click Delivery Controller.
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Citrix Virtual Apps and Desktops 7

Get Started “ Prepare Machines and Images

Extend Deployment

Services and Support

4. Repeat these steps used to install the first Delivery Controller, including the step of importing an SSL certifi-
cate for HTTPS between the controller and Hyper-V.

5. Review the Summary configuration.

6. Click Install.

Citrix Virtual Apps and Desktops 7

Installing prerequisites and components

v g Agreement Installing... About 1 minute remaining...
omponents v Microsoft Visual x64 C++ 2015 Runtime Installed =
« Feature v Local Host Cache Storage (LocalDB) Installed
o Firewall + Microsoft Visual x86 C++ 2015 Runtime Installed
o Sommary v Microsoft SQL CLR Types (x86) Installed 1
= v Microsoft SMO Cbjects (x86) Installed
Install v Microsoft SQL CLR Types (x64) Installed
Smart Tools v Microsoft SMO Objects (x64) Installed
Finish v Microsoft Internet Information Services Installed

Core Components

v Delivery Controller Installed
v Studio Installed
v Director Installed
v License Server Installed
v Storefront Installed
Post Install

" Component Initialization Initializing...
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7. (Optional) Click the “I want to participate in Call Home.”

8. Click Next.

Citrix Virtual Apps and Desktops 7

¥ Licensing Agreement
¥ Core Components
v Features
+ Firewall
+ Summary
¢ Install
Smart Tools

Finish

Smart

Autom:
cloud.

Tools

ate deployment tasks, health checks, and power management on-premises and in the

A
53
B

Run health checks and turn on Call Home to diagnose issues and find recommended
fixes. Learn more about Call Home

Smart Scale '
Keep your cloud Site costs under control with smart power management for VMs.

Smart Migrate :
Simplify migration to the latest Virtual Apps and Desktops versions.

Smart Build H
Quickly build sites on-premises and in the cloud using ready-made or custom '
blueprints. H

(®) | want to connect to Smart Tools. (Recommended)

| do not want to connect to Smart Tools

© You

will need Citrix Cloud or citrix.com credentials. View your privacy policy here.

Connect

9. Verify the components installed successfully.

10. Click Finish.

Citrix Virtual Apps and Desktops 7

+ Licensing Agreement
¥ Core Components
v Features
« Firewall
+ Summary
+ Install
+ Smart Tools
Finish

Finish Installation
The install. completed successfully + Success
-

Prerequisites |
v Microsoft .NET Framework 4.7.1 Installed
+ Windows Remote Assistance Feature Installed
v Microsoft Visual x64 C++ 2015 Runtime Installed
v Local Host Cache Storage (LocalDB) Installed
v Microsoft Visual x86 C++ 2015 Runtime Installed
v Microsoft SQL CLR Types (x86) Installed
v Microsoft SMO Objects (x86) Installed
v Microsoft SQL CLR Types (x64) Installed 5
v Microsoft SMO Objects (x64) Installed
v Microsoft Internet Information Services Installed
Core Components
v Delivery Controller Installed
v Studio Installed
+ Director Installed
v License Server Installed
v StoreFront Installed L
Post Install
+/ Camnanent Initialization. Initialized 4

[V Launch Studio
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Add the Second Delivery Controller to the Citrix Desktop Site

To add the second Delivery Controller to the Citrix Desktop Site, follow these steps:

1. In Desktop Studio click the “Connect this Delivery Controller to an existing Site” button.

_

Welcome to Citrix Studio

To begin, select one of the three options below.

Site setup

Deliver applications and desktops to your users

Remote PC Access.

Enable your users to remotely access their physical machines

Scale your

Connect this Delivery Controller to an existing Site

2. Enter the FQDN of the first delivery controller.

3. Click OK.

Select Site

Specify the address of a Delivery Controller in the Site you wish to
join

[ xdc713-1.vdilab-xdlocal |

Example: deliverycontroller.example.com

o

4. Click Yes to allow the database to be updated with this controller’s information automatically.

5. When complete, test the site configuration and verify the Delivery Controller has been added to the list of
Controllers.
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8 Citrix Studio

- a x
File Action View Help
«=| 2@ Bm
(88 CitrixStudio (CTXD) | T
O Search
Controllers -
¥ Machine Catalogs
= AppDisks + | Last Updated View 3
B Delivery Groups xdeT13-1.vdilab-xed local 0 minutes ago |G Refresh
# Applications wdcT13-2vdiab-acdlocal
= Policies Help
# Logging *dcT13-1udilsb-sdlocal a
> Configurati -
e Bo,q:::iniz:‘m“ Bl Remeve Delivery Controller
8 Controllers Help
™ Hosting
4o Licensing
Q) Storefront
[ App-V Publishing
i AppDNA
@ Zones

Install and Configure StoreFront

Citrix StoreFront stores aggregate desktops and applications from Citrix VDI sites, making resources readily
available to users.

‘ﬁ In this CVD, we created two StoreFront servers on dedicated virtual machines.

To install and configure StoreFront, follow these steps:

1. To begin the installation of the StoreFront, connect to the first StoreFront server and launch the installer from
the Citrix Desktop 1909 I1SO.

2. Click Start.
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Deliver applications and desktops to any user, anywhere, on any device.

« Hybrid cloud, cloud and enterprise provisioning
+ Centralized and flexible management

Manage your delivery according to your needs:

Virtual Apps Deliver applications

Virtual AppS a nd DeSktOpS Deliver applications and desktops

3. Click Extend Deployment Citrix StoreFront.

Citrix Virtual Apps and Desktops 7

Get Started oy Prepare Machines and Images

Extend Deployment

Services and Support

4. If acceptable, indicate your acceptance of the license by selecting the “I have read, understand, and accept
the terms of the license agreement” radio button.

5. Click Next.
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Citrix Virtual Apps and Desktops 7

Software License Agreement

Licensing Agreement Printable version
Cole Companents | Last Revised: March 1, 2018 =
Featltes | CITRIX LICENSE AGREEMENT 2l
Firewall \ This is a legal agreement ("AGREEMENT") between the end-user customer ("you"),
Summary | and the providing Citrix entity (the applicable providing entity is hereinafter referred to

| as "CITRIX" )- This AGREEMENT includes the Dala; ing A the Citrix
Install ‘ Services Security Exhibit and any other d P d herein by refe

‘ Your location of receipt of the Citrix product (hereinafter "PRODUCT") and
mamtenance (hereinafter "MAINTENANCE" Y de«emu.nes the prov: nduxg entity as
Finish | identified at https://wwiw.citrix.com/buyli tities.html. BY
| INSTALLING AND/OR USING THE PRODUCT, Y OU AGREE TO BE BOUND BY
| THE TERMS OF THIS AGREEMENT. IF YOU DO NOT AGREE TO THE TERMS
| OF THIS AGREEMENT, DO NOT INSTALL AND/OR USE THE PRODUCT.
| Nothing contained in any purchase order or any other document submitted by you shall
in any way modify or add to the terms and conditions contained in this AGREEMENT.

Smart Tools

1. PRODUCT LICENSES.

2. End User Licenses. Citrix hereby grants Customer a non-exclusive worldwide
license to use the software in a software PRODUCT and the software
installed in an appliance PRODUCT under the license models identified at
https:/www.citrix /buy/licensing/product.html. Any experimental features v

(® | have read, understand, and accept the terms of the license agreement

) | do not accept the terms of the license agreement

6. Select Storefront and Click Next.

Citrix Virtual Apps and Desktops 7

Core Components
¥ Licensing Agreement
Core Components Location: C:\Program Files\Citrix _
Firewall
StoreFront (Required)
Summary

Provides authentication and resource delivery services for Citrix Workspace app,
Install enabling you to create centralized enterprise stores to deliver applications,

desktops, and other resources to users on any device, anywhere.
Smart Tools

Finish

7. Select the default ports and automatically configured firewall rules.

8. Click Next.

235



Build the Virtual Machines and Environment for Workload Testing

Citrix Virtual Apps and Desktops 7

Summary

¥ Licensing Agreement Review the prerequisites and confirm the components you want to install.

¥ Core Components | . . |
Installation directory

+ Firewall
C:\Program Files\Citrix
Summary N
Prerequisites
Install Microsoft .NET Framework 4.7.1
Smart Tools Microsoft Internet Information Services
Finish | Core Components

StoreFront
Delivery Controllers
Not specified

Firewall

A Until you specify the location of the Delivery Controller, the Virtual Delivery Agent cannot
register with it and users cannot access their applications and desktops.

9. Click Install.
10. (Optional) Click “I want to participate in Call Home.”

11. Click Next.

Citrix Virtual Apps and Desktops 7

Smart Tools

¥ Licensing Agreement Automate deployment tasks, health checks, and power management on-premises and in the
loud.
¥ Core Components soug,

¥ Features Smart Check
Run health checks and turn on Call Home to diagnose issues and find recommended

Vi Firevall fixes. Learn more about Call Home
¥ Simmary Smart Scale '
¢ Install Keep your cloud Site costs under control with smart power management for VMs. !
Smart Tools Smart Migrate
Finish Simplify migration to the latest Virtual Apps and Desktops versions, :
Smart Build !

Quickly build sites on-premises and in the cloud using ready-made or custom '

blueprints.

| do not want to connect to Smart Tools

o You will need Citrix Cloud or citrix.com credentials. View your privacy policy here.

Connect

Back

12. Check “Open the StoreFront Management Console.”

13. Click Finish.
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Citrix Virtual Apps and Desktops 7

Finish Installation

+ Licensing Agreement The i ion completed successfully v Success
¥ Core Components -
Prerequisites —
v Features v Microsoft .NET Framework 4.7.1 Installed ‘
« Firewall + Windows Remote Assistance Feature Installed
v Microsoft Visual x64 C++ 2015 Runtime Installed
¥ Summary v Local Host Cache Storage (LocalDB) Installed ‘
¥ Install v Microsoft Visual x86 C++ 2015 Runtime Installed
St Toats v Mi:rosoft saL CLRATypes (x86) Installed
v Microsoft SMO Objects (x86) Installed
Finish v Microsoft SQL CLR Types (x64) Installed =
v Microsoft SMO Objects (x64) Installed
v Microsoft Internet Information Services Installed
Core Components
v Delivery Controller Installed
v Studio Installed
+ Director Installed
v License Server Installed
+ Storefront Installed jl
Post Install
»#_Camnanent Initialization Initialized <

¥! Launch Studio

14. Click Create a new deployment.

& Citrix StoreFront e o X
File Action View Help
&= m
|G| Refresh
Welcome to StoreFront W

elect an option below 1o creste a new store or extend your existing

deployment

Create a new deployment
Set up a deployment to deliver self-service applications, data, and desktops to your users.

Join existing server group
Add a server to an existing load-balanced group.

15. Specify the URL of the StorefFront server and click Next.

‘& For a multiple server deployment use the load balancing environment in the Base URL box.
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Create New Deployment
StoreFront Enter a Base URL
Confirm the base URL for services hosted on this deploy For multiple server deploy
\ specify the load-balanced URL for the server group.
Base URL
Getting Started ‘ Base URL:| | http/st-713-1/ || &
Store Name

Delivery Controllers
Remote Access
Authentication Methods
XenApp Services URL
Summary

Cancel |

16. Click Next.

Create Store
StoreFront Getimo(Statted
StoreFront stores provide your users with access to their Windows desktops and applications,
mobile applications, external software-as-a-service (SaaS) applications, and internal web
+ Base URL ( applications through a single portal from all their devices.
Getting Started
Store Name | s O s e B
'
li !
Delivery Controllers : Ciix
Remote Access ' Receiver

Authentication Methods

Receiver for Web Sit: T
XenApp Services URL R e @ e

.
= '
Summary Store Browser ' End User
: :
.
: :
. .
H I (s o P s

PNAgent

=

17. Specify a name for your store and click Next.
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Create Store

StoreFront

 Base URL

¥ Getting Started
Store Name
Delivery Controllers
Remote Access
Authentication Methods
XenApp Services URL

Summary

Store name and access

Enter a name that helps users identify the store. The store name appears in Citrix Receiver as part of
the user's account.

@ Store name and access type cannot be changed, once the store is created.

Store Name: || hxdesktop I

("] Allow only unauthenticated (anonymous) users to access this store
Unauthenticated users can access the store without presenting credentials.

Receiver for Web Site Settings

|| Set this Receiver for Web site as IIS default
When this is checked, the Receiver for Web site created with the store will be set as the
default IS website. This setting will override any previous defaults configured for the IiS
sites.

18. Add the required Delivery Controllers to the store and click Next.

Create Store

StoreFront

+ Base URL

¥ Getting Started

« Store Name
Delivery Controllers
Remote Access
Authentication Methods
XenApp Services URL

Summary

19. Specify how connecting users can access the resources, in this environment only local users on the internal

Delivery Controllers

Specify the XenDesktop delivery controllers, XenApp servers and XenMobile App Controller
instances for this store. Citrix recommends grouping delivery controllers based on deployments
(sites/farms).

Name Type Servers

XenDesktop XD-713-1.vdilab-x...

[ Add. ][ edit. | [ Remove |

network are able to access the store and click Next.
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Create Store
StoreFront Remote Access
Enabling remote access will allow users outside the firewall to access resources securely. You need
to add a NetScaler Gateway once remote access is enabled.
+ Base URL

¥ Getting Started D Enable Remote Access

« Store Name
« Delivery Controllers

Remote Access

Authentication Methods

XenApp Services URL

NetScaler Gateway appliances 0
Summary

Default appliance: =

20. On the “Authentication Methods” page, select the methods your users will use to authenticate to the store and
click Next. You can select from the following methods as shown below:

Create Store
StoreFront Configure Authentication Methods
Select the methods which users will use to authenticate and access resources. [i ]
¥ Base URL Method

e User name and password =
settin arte o
e || SAML Authentication
+ Store N .
StoreName I Domain pass-through
« Delivery Controllers Can be enabled / disabled separately on Receiver for Web sites
« Remote Access [ Smart card " s
Can be enabled / disabled separately on Receiver for Web sites
Authentication Methods ‘ [ HTIP Basic
XenApp Services URL 71 Dace-thrannh fram NatSralar Gataway ¥

Summary

21. Username and password: Users enter their credentials and are authenticated when they access their stores.

22. Domain pass-through: Users authenticate to their domain-joined Windows computers and their credentials
are used to log them on automatically when they access their stores.
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23. Configure the XenApp Service URL for users who use PNAgent to access the applications and desktops and

click Create.
Create Store
StoreFront Configure XenApp Services URL
URL for users who use PNAgent to access applications and desktops.
¥ Base URL

+ Getting Started

 Store Name

« Delivery Controllers

+ Remote Access

+ Authentication Methods
XenApp Services URL

Summary

[J Enable XenApp Services URL

URL: http://sf-713-1/Citrix/hxdesktop/PNAgent/conf

Make this the default Store for PNAgent

PNAgent will use this store to deliver resources

. o |

24. After creating the store click Finish.

Create Store

StoreFront

+ Base URL

¥ Getting Started

+ Store Name

« Delivery Controllers

+ Remote Access

+ Authentication Methods
+ XenApp Services URL

Summary

0 Store created successfully

Store Name: hxdesktop
Disabled

Authentication Methods: User name and password, Domain pass-through

Store URL
R @ Export Provisioning File

Remote Access:

'
- Citrix
1 ;
' Receiver
Receiver for Web Site T
e @] s
Store Browser
.
.
.
.
.
.
K XenApp Services URL
PNAgent
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Additional StoreFront Configuration

After the first StorefFront server is completely configured and the Store is operational, you can add additional
servers.

To configure additional StoreFront server, follow these steps:

1. To begin the installation of the second StoreFront, connect to the second StoreFront server and launch the in-
staller from the Citrix VDI ISO.

2. Click Start.

Deliver applications and desktops to any user, anywhere, on any device.

« Hybrid cloud, cloud and enterprise provisioning
+ Centralized and flexible management

Manage your delivery according to your needs:

Virtual AppS Deliver applications

Virtual AppS and DesktOpS Deliver applications and desktops

3. Click Extended Deployment Citrix StoreFront.
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Citrix Virtual Apps and Desktops 7

Get Started Prepare Machines and Images

Extend Deployment

Services and Support

Access supporting content online.
Access knowledge base articles, security bulletins, and troubleshooting guides.

4. Repeat the same steps used to install the first StoreFront.
5. Review the Summary configuration.

6. Click Install.

Citrix Virtual Apps and Desktops 7
Core Components
¥ Licensing Agreement

Core Components Location: C:\Program Files\Citrix

Firewall

StorefFront (Required)

Summary Provides authentication and resource delivery services for Citrix Workspace app,

Install enabling you to create centralized enterprise stores to deliver applications,
desktops, and other resources to users on any device, anywhere,

Smart Tools

Finish

Back Next l Cancel |

7. (Optional) Click “I want to participate in Call Home.”

8. Click Next.
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Citrix Virtual Apps and Desktops 7

Smart Tools

¥ Licensing Agreement Automate deployment tasks, health checks, and power management on-premises and in the

loud.
v Core Components soug,

+ Features Smart Check :
CF " Run health checks and turn on Call Home to diagnose issues and find recommended |
irewa fixes. Learn more about Call Home
¥ Sunimaty Smart Scale
« Install Keep your cloud Site costs under control with smart power management for VMs,
Smart Tools : Smart Migrate :
Finish Simplify migration to the latest Virtual Apps and Desktops versions. :
I}
Smart Build
Quickly build sites on-premises and in the cloud using ready-made or custom
blueprints.

{®) | want to connect to Smart Tools. (Recommended)

| do not want to connect to Smart Tools

o You will need Citrix Cloud or citrix.com credentials. View your privacy policy here.

Connect

Back Next Cancel

9. Check “Open the StoreFront Management Console."

10. Click Finish.

Citrix Virtual Apps and Desktops 7
Summary

¥ Licensing Agreement Review the p isites and confirm the comp you want to install.

¥ Core Components
Installation directory

¥ Firewall . z
C:\Program Files\Citrix
Summary e
Prerequisites
Install Microsoft .NET Framework 4.7.1
Smart Tools Microsoft Internet Information Services
Finish Core Components
StorefFront
Firewall

TCP Ports: 80, 443

o) I (oo ]

To configure the second StoreFront if used, follow these steps:

1. From the StoreFront Console on the second server select “Join existing server group.”
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CITRIX'

Welcome to StoreFront

Select an option below to create a new store or extend your existing
deployment

Create a new deployment
Set up a deployment to deliver self-service applications, data, and desktops to your users.

Join existing server group
Add a server to an existing load-balanced group.

2. Inthe Join Server Group dialog, enter the name of the first Storefront server.

Join Server Group

To authorize this server, first connect to a server in the group and choose "Add
Server". Enter the provided authorization information here.

Authorizing server: J| CTX-VDI |

Authorization code: ‘ |

s

3. Before the additional StoreFront server can join the server group, you must connect to the first Storefront
server, add the second server, and obtain the required authorization information.

4. Connect to the first StoreFront server.
5. Using the StoreFront menu on the left, you can scroll through the StoreFront management options.

6. Select Server Group from the menu.

&§ Citrix StoreFront
L] Stores

[=] Server Group

7. To add the second server and generate the authorization information that allows the additional StoreFront
server to join the server group, select Add Server.
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$3 Citrix StoreFront = m] X
File Action View Help

«= | 2mE BE

88 Citrix StoreFront n
3 Stores CITRIX =
Server Group

Server Group Change Base URL
G detail. | i g
roup details =
B |G Refresh

Number of servers: 1

‘ Base URL: http/MlES. = S ol Help

8. Copy the Authorization code from the Add Server dialog.

Add Server
Authorize New Server
Enter authorization information for the server you want to add.

Authorizing server: -HX

Authorization code; ‘80587655

e -
~.e Please wait...

A

9. Connect to the second Storefront server and paste the Authorization code into the Join Server Group dialog.

10. Click Join.
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Join Server Group

To authorize this server, first connect to a server in the group and choose "Add
Server”. Enter the provided authorization information here.

Authorizing server: | CTX-VDI I

Authorization code: l80587665 I I

(e [

11. A message appears when the second server has joined successfully.

12. Click OK.

Join Server Group

Joined Successfully

“I-02" is now part of a multiple server deployment.

The second StorefFront is now in the Server Group.

Install the Citrix Provisioning Services Target Device Software

For non-persistent Windows 10 virtual desktops and Server 2016 RDS virtual machines, Citrix Provisioning
Services (PVS) is used for deployment. The Master Target Device refers to the target device from which a hard
disk image is built and stored on a vDisk. Provisioning Services then streams the contents of the vDisk created to
other target devices. This procedure installs the PVS Target Device software that is used to build the RDS and VDI
golden images.

To install the Citrix Provisioning Server Target Device software, follow these steps:

ﬂ The instructions below outline the installation procedure to configure a vDisk for VDI desktops. When
you have completed these installation steps, repeat the procedure to configure a vDisk for RDS.

1. Onthe Window 10 Master Target Device, launch the PVS installer from the Provisioning Services 1SO.

2. Click the Target Device Installation button.
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@ Console Installation
@ Server Installation

[ ’l Target Device Installation
‘l Help and Support

(i

Install the Console.

h The installation wizard will check to resolve dependencies and then begin the PVS target device
installation process.

3. Click Next.

Welcome to the Installation Wizard for Citrix
Provisioning Services Target Device

The InstallShield(R) Wizard will install the Citrix Provisioning
Services Target Device on your computer, Itis recommended
that you disable any AntiVirus software before continuing. To
continue, dlick Next.

WARNING: This program is protected by copyright law and
international treaties.

4. Confirm the installation settings and click Install.

5. Deselect the checkbox to launch the Imaging Wizard and click Finish.
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ﬁ" Citrix Provisioning Services Target Device @I

CITRIX

Installation Wizard Completed

The Installation Wizard has successfully installed Citrix
Provisioning Services Target Device. Click Finish to exit the
wizard.

[] Launch Imaging Wizard ]

o]

6. Reboot the machine.

Create Citrix Provisioning Services vDisks

The PVS Imaging Wizard automatically creates a base vDisk image from the master target device. To create the
Citrix Provisioning Server vDisks, follow these steps:

‘ﬁ The following procedure explains how to create a vDisk for VDI desktops. When you have completed
these steps, repeat the procedure to build a vDisk for RDS.

1. The PVS Imaging Wizard's Welcome page appears.

2. Click Next.
4 Provisioning Services Imaging Wizard X
CITRIX Welcome to the Imaging Wizard

The Imaging Wizard automates the process of imaging the boot and additional
partitions into a virtual disk.

The Imaging Wizard can image from a vDisk to the boot hard disk for upgrades and
back to the vDisk.

The Imaging Wizard supports imaging a single hard disk volume to a vDisk volume.

< Back Cancel
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3. The Connect to Farm page appears. Enter the name or IP address of a Provisioning Server within the farm to
connect to and the port to use to make that connection.

4. Use the Windows credentials (default) or enter different credentials.

5. Click Next.

& Provisioning Services Imaging Wizard X

Connect to Provisioning Services Site

Enter the Provisioning Services site server name or IP, port, and credentials.
Only stores supported by this server will be available for vDisk assignment.

Enter Server Details

Server name or IP: | CTX-PVS Lvdilab-v.local

Port: 54321 =

Provide Logon Credentials for the Server

(@) Use my Windows credentials
(O Use these credentials

Uset narma:
Drarmain:

Passmord:

6. Select Create new vDisk.

7. Click Next.

& Provisioning Services Imaging Wizard X

Imaging Options
What task do you want to perform?
(®) Create a vDisk
Make a Provisioning Services vDisk from this device's boot hard disk.

Recreate an existing vDisk
Not available because there are no vDisks assigned to the server.

() Create an image file
Make an image file from this device's booted disk, for importing into Provisioning Services.

Copy a hard disk volume to a vDisk volume
Not available because there are no vDisks assigned to the server,

T e

8. The Add Target Device page appears.
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9. Select the Target Device Name, the MAC address associated with one of the NICs that was selected when

the target device software was installed on the master target device, and the Collection to which you are add-
ing the device.

10. Click Next.

&4 Provisioning Services Imaging Wizard X

Add Target Device

This device is not a member of the site and needs to be added.

Target device name: | Win10-TD

Must be different from the current machine name.

Metwork connection: | Ethernet0, 10.10.208.100, 00-50-56-AE-53-7B i

Select the connection that will be used to boot this machine to the server.

Collection name: | Collection fad

Select the site collection that this device will be added to.

11. The New vDisk dialog displays. Enter the name of the vDisk.

12. Select the Store where the vDisk will reside. Select the vDisk type, either Fixed or Dynamic, from the drop-
down menu. (This CVD used Dynamic rather than Fixed vDisks.)

13. Click Next.

&4 Provisioning Services Imaging Wizard X

New vDisk

The new vDisk will be created in the store you select.

vDisk name: Win10-vDisk

Store name: | Store - 949,67 GE Free fd
Supported by Server: CTX-PVS1

wDisk type: Dynamic (recommended) b

(®) VHDX
(OVHD
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14. On the Microsoft Volume Licensing page, select the volume license option to use for target devices. For this
CVD, volume licensing is not used, so the None button is selected.

15. Click Next.

&4 Provisioning Services Imaging Wizard s

Choose whether the vDisk is to be configured for Microsoft KMS or MAK volume license management.

@ Mone
() Key Management Service (KMS)

(") Multiple Activation Key (MAK)

16. Select Image entire boot disk on the Configure Image Volumes page.

17. Click Next.

&4 Provisioning Services Imaging Wizard >

What to Image

Choose what to image.

(®) Image entire boot disk

(_) Choose partitions to image and optionally increase volume size

18. Select Optimize for hard disk again for Provisioning Services before imaging on the Optimize Hard Disk for
Provisioning Services.

19. Click Next.
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4 Provisioning Services Imaging Wizard

Optimize Hard Disk for Provisioning Services

The hard disk has already been optimized for Provisioning Services.
Do you want to optimize the disk again?

(C) Do not optimize the hard disk again
(®) Optimize the hard disk again for Provisioning Services before imaging

Edit Optimization Settings...

MNote: Citrix recommends that partitions be defragmented before imaging.

20. Select Create on the Summary page.

&4 Provisioning Services Imaging Wizard

Summary

Confirm that all settings are correct.

Connect to Site: Server: CTX-PVS Lvdilab-v.local, Port: 54321
Task: Create a vDisk

Target device name : Win10-TD

Metwork connection @ Ethernet, 10.10.208. 100, 00-50-56-AE-53-7B

Collection: Collection

vDisk name: Win10-vDisk

Store: Store

Format: YHDX, type: Dynamic (recommended), sector size: 512 B, block size: 32 MB
Image entire boot disk

Optimize hard disk for Provisioning Services prior to imaging

Status: Ready to Start

Progress:

21. Review the configuration and click Continue.
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&4 Provisioning Services Imaging Wizard *

Restart Needed

During device restart, configure the machine settings for network boot.
After device restart, the Imaging Wizard will continue.

Connect to Site: Server: CTX-PV51.vdiab-v.local, Port: 54321

Task: Create a vDisk

Target device name : Win10-TD

Network connection : Ethernet0, 10.10.208,100, 00-50-56-AE-53-7B

Collection: Collection

vDisk name: Win10-vDisk

Store: Store

Format: YHDX, type: Dynamic {recommended), sector size: 512 B, block size: 32 MB
Image entire boot disk

Optimize hard disk for Provisioning Services prior to imaging

Status: | Successfull |

o coce

22 When prompted, click No to shut down the machine.

Reboot or Shut Down, and Set Metwork Boot >

Do you want the device to rebeot, if not, the device will be shut down.
Before reboot or after shut down, configure the machine settings for
network boot.

23. Edit the virtual machine settings and select Boot from Network Adapter under Boot Order.
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B settings for Windows10 on HXHV1 _ %
Windows10 v 4 [
& Hardware CH Firrnwvare
- Boot order

Firmware

Boot from Metwaork Adapter

PRI

Secure Boot enabled

W [Memory

# [} Processor
firtual PrOCESSor
= & scs1 controller
¥ o Hard Drive
Windows 10.vhdx
# § Network Adapter
yswitich -hxc-vm-nebwork

& Management

|:'] Mame
Windows 10

-] Integration Services
Some services offered

(| Checkpoints
Producton

S Smart Paging File Location

Fb Automatic Start Action
Restart if previously runring
F. Automatic Stop Action

Save

24. Restart Virtual Machine.

C:'\ProgramDataMicrosoftiVindo. .

Select the order in which boot enfries are checked to start the operating system.

o THIOE
L," Metwork Adapter  wswitich-hy-vm-nebwork
= Tard onve
Mawve Lip
Move Down
Detgils for selected boot enfry:
Description: EFT Network

Value: vewitch-hx-vm-nebwork

Firmware device path: AcpEx(vMBus,0,0)/MenHw(98 17E5A2-0891-42DD-8653-
&0B5C2280984A,63516 1FB3EDFC 5469 1 3FF 20 2F96 SEDOED 73CCBDED0AB 5245388
91491659547 18)MAC{D00000000000)

Apply

[ ]

‘& After restarting the virtual machine, log into the VDI or RDS master target. The PVS imaging pro-
cess begins, copying the contents of the C: drive to the PVS vDisk located on the server.

25. If prompted to Restart select Restart Later.

255



Build the Virtual Machines and Environment for Workload Testing

&4 Provisioning Services Imaging Wizard

Processing

Imaging is likely to take a long time.

Connect to Site: Server: CTX-PV51.vdiab-v.local, Port: 54321
Task: Image created wDisk
Existing vDisk: Store\Win 10-vDisk

Status: | Copying C: ...

Progress: -

26. A message is displayed when the conversion is complete, click Done.

&4 Provisioning Services Imaging Wizard x

Finished

The log of the processing done can be viewed by dicking the Log button.

Connect to Site: Server: CTX-PVS L vdilab-v.local, Port: 54321
Task: Image created vDisk
Existing vDisk: Store\Win 10-vDisk

Status: | Successfull

Progress:

g | [oone ]

27. Shutdown the virtual machine used as the VDI or RDS master target.

28. Connect to the PVS server and validate that the vDisk image is available in the Store.

29. Right-click the newly created vDisk and select Properties.
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e¢ File Action View Window Help
e z[E H
¢ Provisioning Services Console Mame Site Connections | Size
4 &8 Farm (localhost) [5|wintovDisk _site 0 32,767 MB
4 [ sites Properties
“ Site Versions...
5 servers .
wDisk Pool Load Balancing...
1 [y vDisk Update Managem Replication Status...
I+ @ Device Collections Mount vDisk
b D Views Show Usage...
Host
. E oS Manage Locks...
b D Views
4 [ Stores Unassign from Selected Device(s)...
Store Copy vDisk Properties...
Export vDisk...
Audit Trail...
Copy
Delete
Refresh
Help

30. On the vDisk Properties dialog, change Access mode to “Standard Image (multi-device, read-only access)”.
31. Set the Cache Type to “Cache in device RAM with overflow on hard disk.”

32. Set Maximum RAM size (MBs): 256 for VDI and set 1024 MB for RDS vDisk.

General | |dentification | Microsoft Volume Licensing I Auto Update |

Site: Site

Store: Store

Filename:  Win10-vDisk

Size: 32767 MB Block size: 32,768 KB

Access mode

Access mode: |Star1dard Image (multi-device, read-only access) W |
Cache type: |Cache in device RAM with overflow on hard disk W |
Manimum RAM size (MBs):

BIDOS boot menu text (optional):

[#] Enable Active Directory machine account password management

[] Enable prirter management
[#] Enable streaming of this vDisk

OK || Cancel || Hep

33. Click OK.
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ﬂ Repeat this procedure to create vDisks for both the Hosted VDI Desktops (using the Windows 10 OS
image) and the Hosted Shared Desktops (using the Windows Server 2016 image).

Provision Virtual Desktop Machines

To create VDI and RDS machines, follow these steps:

1. Select the Master Target Device virtual machine from the SCVMM Client.
2. Right-click the virtual machine and select Create -> Create VM Template.
3. Name the cloned Template’.

4. Select the cluster and datastore where the first phase of provisioning will occur.

VIS NG JETVIOES SOV L)
4 Tenants f B I . - =S
hd ’ | Vi » ¢
£ Clouds l | Mame | Status | Virtual Machine State | Host | CPU Average
_ s Windows10 Stopped Stopped vl 0%
k8l Azure Subscriptions A
B s Suceorps « Template Stooced Stoooed o1 0%
< VM Networks L Stctvm [ 9F Creste +{ 8  Clone hochv1 0%
ot Down Create VM Templ ‘
Stevage m shut Dow j reate emplate 1 ‘
U PowerOn
4 All Hosts n .
) Power OF
Y EAP n e
Pause
¥ et
I Resume
T w2 ~ N
) ned [
o hxhwd H
2., o
o hxhed g
ard Jeved Mate
.' hxhv>
& Migrate Storage
& hawb >~
Migrate Virtual Machine
& haw? = )
2 B Sorein Lirary
T hxhe & ot
3 figure &5 & Hos
B Create Checkpoint
Pl Manage Checkpoints
(3 Refresh
e Repair
¢ Shield
@  Install Virtual Gusst Senvices
fanage Protection
1 Connect or View v
/& Delete
2  Properties

5. Click Yes to the warning that your machine will be destroyed by the Template process.
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[El virtual Machine Manager x

Cregting & bemplale wil destroy the source vitual machine Templale The vituel hard disks of

& The witual machine will be generalized to creste the new lemplate and any user dats on the:
witiual machine may be lost, To prewvert this, you can create o done of Template before using i
I create & bemplate:.

Do you wark bo continue

e [CET]

Create VM Template Wizssel %

Identity

| ety VM Template Identity

Configure Hardware

WM Template names |L'ﬁndnws Temglatd
Canfigure Operating... Diescription:

Select Library Server

Select Path

Summary

Prt\uws” Mext || Cancel |

6. Click Next.
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Create VM Template Wizard X
Configure Operating System
Identity Configure identity, network settings, and scripts for the new virtual machine. You can
Configure Hardware import settings from a guest OS profile or save a new profile based on your settings.
| Canfigure Operting.. llmospmme: {Norie - customization nok recired] | ‘]
Select Library Sesver u Save As
Select Fath & General Settings
’ Operating System Specify the oparating system of the virtual machine,
Summary Windows Server Qandar... Uperating
T Identity Informaticn Windows Server Standard Version 1709 »
73 Admin Password
None
3 Product Key
None
@ TimeZone

Pachic Standard Time
2 Roles and Features
) Roles
None
1 Features
None
& Networking
ﬁ Domain / Workgroup
Joired to Woskgroup W
& Scripts
1] AnswerFile
None

1=/ [6GURunOnce] Comma...

[ Prevous || MNet || Conel |

7. Under ‘Configure Operating System’, ensure that customization is disabled.

8. Click Next through the remaining screens

9. Click Finish to create the template.

10. From Citrix Studio on the Desktop Controller, select Hosting and Add Connection and Resources.
11. Select Use an existing Connection and click Next.

12. Correspond the name of the resource with desktop machine clusters.
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File Action Help I

EE I
[ Console Root o [Actions |
4 3 Citrix Studio (Site) CITI!!X e
O Search
= Machine Catelogs B Add Cannection and Resources
FERLE TR vSphere Connection VMware v5... hitpsi/fvcsal.dvpod2.local Enabled View »
Policies
% L fps G Refresh
°99'ng VDI-NP
4 [ Configuration Help
£ Administrators| 5
) Controllers JuSpieesConnection ——

[ Edit Connection
B Tum On Maintenance Mode
i Delete Connection

% Hosting

Fu Licensing
3 StoreFront
[ App-V Publishil | popyile - ySphere Connection

@ Zones

b §§ Citrix StoreFront

@i Rename Connection

Y View Machines

Connection [ Test Connection
H Hep
Narme: vSphere Connection
Address: https://vesal.dvpod2.local
Usemame: administrator@vsphere.Jocal
Scopes: Al
Maintenance Mode:  Off
Zone: Primary
< [0 > -

13. Browse and select the Hyper-V cluster for desktop provisioning and use the default storage method Use stor-
age shared by hypervisors.

Add Connection and Resources

Studio Storage Management
Configure virtual mac!
Select a cluster:
+ Connection
Select a cluster
Storage Management

Storage Selection
Network

Summary

Select an optimization

(®) Use storage shareq

[ Optimize temp|
local storage

() Use storage local

Manage persol
shared storage

~ = VDI-DC
» % Infra
» % Launcher
» % RDS

b % VDI-Persistent

» % VDI-NonPersistent

“ Coneel

14. Select the data storage location for the corresponding resource.
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Add Connection and Resources

Studio Storage Selection

When using shared storage, you must select the type of data to store on each shared storage
device; machine operating system data, personal user data, and if not storing temporary data

= locally, temporary data. At least one device must be selected for each data type.
¥ Connection

o Select data storage locations:
¥ Storage Management

J
Storage Selection 4+ 0OS Personal vDisk Temporary

Network

Summary

15. Select the VDI networks for the desktop machines and click Next.

Add Connection and Resources

Studio Network
Name for these resources:
[ Hyper-v-Hx |

The resources name helps identify this storage and network combination in Studio.

+ Connection

¥ Storage Management |
‘ Select one or more networks for the virtual machines to use:

(= 1 Name e
]  LiveMigrate
[  vswitch-hx-inband-mgmt

¥ Storage Selection

Network
Summary ‘ (m]

vswitch ata
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Add Connection and Resources

Studio Summary
Connection type: Microsoft® System Center Virtual Machine
Manager
Connection address: 10.10.31.23
Connection name: SCVMM
Create virtual machines with: Studio tools (Machine Creation Services)
Connection zone: Primary
Summary Networks: vswitch-hx-vm-network
Virtual machine OS storage: \\hxhvlcip.hxhvdom.local\JN on

| hxhviwfc.hxhvdom.local
Virtual machine personal storage: \\hxhvlcip.hxhvdom.local\UN on
hxhviwfc.hxhvdom.local
Virtual machine temporary storage:  \\hxhvlcip.hxhvdom.localUN on
hxhviwfc.hxhvdom.local

Coe ) RN (oo

16. Click Finish.

ﬂ Return to these settings to alter the datastore selection for each set of provisioned desktop machines.

Provision Desktop Machines from Citrix Provisioning Services Console

To provision the desktop machines using the Citrix Provisioning Service Console, follow these steps:

1. Start the Virtual Desktops Setup Wizard from the Provisioning Services Console.
2. Right-click the Site.

3. Choose Virtual Desktops Setup Wizard.. from the context menu.

263



Build the Virtual Machines and Environment for Workload Testing

¢ Citrix Provisioning Console Name Description

225!
v Bd . ?m; (localhost) & sites All sites defined for this farm.
v & Sites D views Custom device views.

(] site
v = . -
@ Properties | stores defined for this farm.

E Rebalance Devices...
> g Set Max Transmission Unit...
@ Import Devices...
Audit Trail...

Citrix Virtual Desktops Setup Wizard...
E Streamed VM Setup Wizard...
> D Views Auto-Add Wizard...

v [} Stores Report a problem...
@ & New Window from Here
Delete
Refresh
Help

4. Click Next.
5. Enter the Virtual Desktops Controller address that will be used for the wizard operations.

6. Click Next.

Citrix Virtual Desktops Setup X
Welcome to Citrix Virtual Desktops
CiTRIX

This setup allows you to create vitual machines and Citrix
Provisioning devices in a Collection that matches the name of
the Catalog, assign a standard mode virtual disk, and add
virtual desktops to a Citrix Virtual Desktops Catalog.

Requirements:

* Citrix Vitual Desktops Controller with permissions for the
cument user.

* Configured Citrix Vitual Desktops Host Resources.

* A standard-mode vDisk for the selected VM template.

Back | Cancel
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7. Select the Host Resources on which the virtual machines will be created.

8. Click Next.

Citrix Virtual Desktops Setup X

Citrix Virtual Desktops Controller
Enter the address of the Citrix Virtual Desktops Controller you want to corfigure.

Citrix Virtual Desltops Controller address:
1034089

. <Back || New> | Cancel

9. Provide the Host Resources Credentials (Username and Password) to the Virtual Desktops controller when
prompted.

10. Click OK.
Citrix Virtual Desktops Host Resources Credentials

Enter your credentials for the Citrix Virtual Desktops Host Resources.

Usemame: lbﬁvdom\administrator |

Password: Ioooooooo I

[ ok ]| cancel

11. Select the Template created earlier.

12. Click Next.
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Citrix Virtual Desktops Setup X

Template
Select the Template you want to use:

Select a template for the Citrix Vitual Desktops Host Resources.

Vitual Machine Template

Final

[
Select the VDA version installed on this template:
!7.9 (recommended, to access the latest features) v

| <Back [ Net> | | Cancel |

13. Select the vDisk that will be used to stream virtual machines.

14. Click Next.

Citrix Virtual Desktops Setup X

vDisk :
Select an existing standard-mode vDisk.

Standard-mode vDisk:

Store\Gen1-W10v1
Store\Win10-1811v1

<Back || Net> | | Cancel |
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15. Select “Create a new catalog.”

ﬂ The catalog name is also used as the collection name in the PVS site.

16. Click Next.

Citrix Virtual Desktops Setup

Catalog
Select your Catalog preferences.

(®) Create a new catalog

(C) Use an existing catalog

Catalog name: |VDI |

Description: |Wind0ws 10 Desktops |

< Back Mext = Cancel

17. On the Operating System dialog, specify the operating system for the catalog. Specify Windows Desktop Op-
erating System for VDI and Windows Server Operating System for RDS.

18. Click Next.
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Citrix Virtual Desktops Setup X
Operating System S
Select an operating system for this Machine Catalog.
(O Server0S

The Server OS Machine Catalog provides hosted shared desktops for a large-scale
deployment of standard Windows Server OS or Linux OS machines.
(® Desktop 05

The Desktop OS Machine Catalog provides VDI desktops ideal for a variety of
different users.

Note:
This infrastructure will be built using virtual machines.
Virtual disk images will be managed using Citrix Provisioning (PVS)

T

19. If you specified a Windows Desktop OS for VDIs, a User Experience dialog appears. Specify that the user will
connect to “A fresh new (random) desktop each time.”

20. Click Next.
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Citrix Virtual Desktops Setup X
Select how your users will log on and access their virtual desktops.
Tell me more about logon and appearance.

At logon, connect users to:
(® Afresh new (random) desktop each time
(O The same (static) desktop
Save changes that users have made to their vitual desktops?

< Back Next > Cancel

21. On the Virtual machines dialog, specify:

a.  The number of virtual machines to create.
b. Number of vCPUs for the virtual machine (2 for VDI, 8 for RDS).
c.  The amount of memory for the virtual machine (4GB for VDI, 24GB for RDS).
d. The write-cache disk size (10GB for VDI, 30GB for RDS).
e. PXE boot as the Boot Mode.
22. Click Next.
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Citrix Virtual Desktops Setup

Virtual machines 25
Select your virtual machine preferences.

Number of virtual machines to create:

vCPUs: 2

Memory: 4096 MB 40% i me
Local write cache disk: 6GB I§

Boot mode:

(® PXE boot {requires a running PXE service)
(O BDM disk (create a boot device manager partition)

23. Select the Create new accounts radio button.

24. Click Next.

Citrix Virtual Desktops Setup

Active Directory :
Select your computer account option.

(® Create new accounts

O Import existing accounts
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25. Specify the Active Directory Accounts and Location. This is where the wizard should create the computer ac-
counts.

26. Provide the Account naming scheme. An example name is shown in the text box below the name scheme
selection location.

27. Click Next.
Citrix Virtual Desktops Setup X
Active Directory accounts and location Sl
Create Active Directory accounts.

Active Directory location for computer accounts:

Domain: | rchvdomJocal v
4 hxhvdom local
4 LoginVS|
4 Computers
Launcher
| Users

Servers
TestOU

hochvdom Jocal/LoginVS1/Computers/ Target |

Account naming scheme: |NP-### I {09 v"‘
[NP-001 |

| <Back [ Net> | | Cancel |

28. Click Finish to begin the virtual machine creation.
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Citrix Virtual Desktops Setup X
Summary
Citrix Virtual Desktops is installing the following settings and components.
Catalog name 1811
Catalog type VDI PVS Random
VDA version 7.9 [recommended, to access the latest features)
Citrix Virtual Desktops Host Resources hx
Virtual machine template Yes
Existing vDisk Win10-1811v1
vCPUs 2
Memory per VM 4056 MB
Local write cache disk 6GB
Boot mode PXE
Active Directory accounts Create 200
Progress
Overall:
| <Back || Fnmsh | [ Cancel |

29. When the wizard is done provisioning the virtual machines, click Done.

30. Verify the desktop machines were successfully created in the following locations:

a. PVST > Provisioning Services Console > Farm > Site > Device Collections > VDI-NP > CTX-VDI-001

£ File Action View Window Help
| 7o

& Provisioning Services Console Name: [ Type Disk vDisk P Address Server

4 3 Farm (localhost) |l cTX-VDINP-001 | 00-50-88-4E-AE-0D  Production vDisk StoreVWin10-vDisk Down
a [ sites

a [E] site
[ Servers
wDisk Poel
b [y vDisk Update Management
4 () Device Collections
ElJ Collection
b B Views
Hosts
b D Views
a [ Stores
Store

b. CTX-XD1 > Citrix Studio > Machine Catalogs > VDI-NP
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File  Actic B
= 2(m A=

& Citrix Studio (Site)

DO Search CiTRIX .

= Machine Catalogs

5 Appisks Avocetes macrives 18 Creste Machine Catelog
elivery Groups ¥ e 3 View »
Delivery G VDI-NP [ s

[l Applications Allocation Type: Random

[= Policies 6] Refresh

[# Logging H vep

b [+ Configuration

[EL Add Machines

[E} Edit Machine Catalog

B View Machines

[E} Delete Machine Catalog
&l Rename Machine Catalog

Details - VDI-NP. [ Test Machine Catalog
etis | Macrines | acministotors | B He

Machine Catalog Machine

Name: VDI-NP Installed VDA version: 7.9.0.101

Machine Type: Desktop QS (Virtual) Operating System: Windows 10

Provisioning Method:  Citrix provisioning servi...

Allocation Type: Random

Set to VDA version: 79

Scopes: All

Zone: Primary

c. AD-DC1 > Active Directory Users and Computers > hxhvdom.local > Computers > CTX-VDI-001
[= AwwOrdoyUesmecompwes  [=[=[E)

File Action View Help

e IEEIEEER EEY S &

3 Active Directory Users and Computers [AD-DC1.vdilab-v.local] Mame - Type Description
I [ Saved Queries & CTX-VDINP-001 Computer
4 3 vdilab-vilocal 1/ WINT0-GI1 Computer

p = Builtin

p [ Computers
p & Domain Controllers
p [ ForeignSecurityPrincipals
4 &1 LoginVsl

b 2] Computers

b E] Launchers

b (5] Users

p 82, Loginvsi
p 5 Managed Service Accounts
p 5 Users

<] [T |>]

31. Log into the newly provisioned desktop machine, using the Virtual Disk Status verify the image mode is set to
Ready Only and the cache type as Device Ram with overflow on local hard drive.
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Recycle Bin

%2 Virtual Disk Status

General  Statistics

Virtual Disk Information
Status: Active

Server: 10.10.161.43 : 6927
Boot from vDisk
Virtual disk: Win10-vDisk vhdx

Mode: Read Only

Cache type: Device RAM with overflow on local hard drive
Cache size: 9.050 MB

Cache used: 516 MB (5%)

Version
Provisioning Services Version 7.9
Build 8201
Copyright © 2001-2016 Citrix Systems, Inc. All rights reserved.

Preferences

Prompt status message in System Tray
Show icon in System Tray

Install Citrix Virtual Apps and Desktop Virtual Desktop Agents

Virtual Delivery Agents (VDAS) are installed on the server and workstation operating systems and enable
connections for desktops and apps. The following procedure was used to install VDAs for both HVD and HSD
environments.

By default, when you install the Virtual Delivery Agent, Citrix User Profile Management is installed silently on master
images.

‘ﬁ Using profile management as a profile solution is optional but was used for this CVD and is described in
a subsequent section.

To install Citrix Desktop Virtual Desktop Agents, follow these steps:

1. Launch the Citrix Desktop installer from the CVA Desktop 1909 ISO.

2. Click Start on the Welcome Screen.
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Deliver applications and desktops to any user, anywhere, on any device.

+ Hybrid cloud, cloud and enterprise provisioning
+ Centralized and flexible management

Manage your delivery according to your needs:

Virtual Apps peiiver applications

Virtual Apps and Desktops peiver applications and desktops

Cancel

3. Toinstall the VDA for the Hosted Virtual Desktops (VDI), select Virtual Delivery Agent for Windows Desktop
OS. After the VDA is installed for Hosted Virtual Desktops, repeat the procedure to install the VDA for Hosted
Shared Desktops (RDS). In this case, select Virtual Delivery Agent for Windows Server OS and follow the
same basic steps.

Citrix Virtual Apps and Desktops 7

Get Started Prepare Machines and Images

Extend Deployment

Services and Support

Access supporting content online.
Access knowledge base articles, security bulletins, and troubleshooting guides.

4. Select “Create a Master Image.”(Be sure to select the proper provisioning technology here)

5. Click Next.
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Citrix Virtual Apps and Desktops 7
Environment

Environment Configuration

Core Components

o | want to:
Additional Components

(®) Create a master MCS image

e enontg e Select this option if you plan to use Citrix Machine Creation Services (MCS) to

Features provision virtual servers from this master image.

Firewall (_) Create a master image using Citrix Provisioning or third-party provisioning tools

i Select this option if you plan to use Citrix Provisioning or a third-party provisioning
i tool (such as Microsoft SCCM) to provision virtual servers from this master image.

Install

_ Enable Brokered Connections to a Server
Smart Tools Select this option to install the VDA on a physical or virtual server that will NOT be
Finish used by any provisioning tools.

6. Optional: Select Citrix Workspace App.

7. Click Next.

Citrix Virtual Apps and Desktops 7
Core Components

¥ Environment
Core Components Location: C:\Program Files\Citrix
Additional Components

Virtual Delivery Agent (Required)

Delivery Controller The software agent that is installed on the virtual or physical machine that provides |

Features the virtual desktop or application to the user.

irewall — Citrix Workspace App

Summary J Client software that enables users to access their documents, applications, and
Tt desktops from any device, including smartphones, tablets, and PCs.

ns

Smart Tools

Finish

8. Click Next.
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Citrix Virtual Apps and Desktops 7

Additional Components for Master PVS Image

¥ Environment O Component (Select all)

¥ Core Components

|

| m] Citrix Personalization for App-V - VDA

Additional Components Enables this machine to launch App-V packages. Learn more

Delivery Controller
Citrix AppDisk / Personal vDisk (Deprecated)

Features a Installs components used for AppDisk and Personal yDisks. Learn more
Firewall

v Citrix Supportability Tools
Summary Installs the Citrix Health Assistant and VDA Clean Up Utility Learn more
Install

Citrix User Profile Manager 2

Smart Tools 47 < S % :

) Manages user personalization settings in user profiles. Omitting this component
Finish affects monitoring and troubleshooting VDAs with Director.

Learn more

Citrix User Profile Manager WMI Plugin
Provides Profile management runtime information in WMI (Windows

v Management Instrumentation) objects, for example, profile provider, profile
type, size, and disk usage. WMI objects provide session information to Citrix
Director.

Citrix Files for Windows
- Allows users to connect to their ShareFile account and interact with ShareFile via
(] a "mapped drive” in the Windows file system, without performing a full sync of | v |

9. Select “Do it manually” and specify the FQDN of the Delivery Controllers.

10. Click Next.

Citrix Virtual Apps and Desktops 7
Delivery Controller

+ Environment Configuration

+ Core Components

. How do you want to enter the locations of your Delivery Controllers?
v Additional Components |

Delivery C o Do it manually b
Features

. v CTX1-1808.vdilab-hx.local Edit Delete
Firewall

v CTX2-1808.vdilab-hx.local Edit Delete

Summary
Install Controller address:
Smart Toals Example: controllerl.domain.com
Finish Test connection... Add

Note: Entry of invalid special characters will be ignored,
MNote: Any Group Policies that specify Delivery Controller locations will override
settings provided here,

171. Accept the default features.

12. Click Next.
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Citrix Virtual Apps and Desktops 7
Features

¥ Environment O Feature (Select all)

¥ Core Components o
Optimize performance

¥ Additional Components Optimize desktop settings.Learn more
+ Delivery Controller

®

] Use Windows Remote Assistance

Features Enable Windows Remote Assistance.Learn more
Firewall

] Use Real-Time Audio Transport for audio
Summary Uses UDP ports 16500 - 16509.Learn more
Install

= Framehawk
St ook u Opens UDP ports 3224-3324.Learn more
Finish

13. Allow the firewall rules to be configured automatically.

14. Click Next.

Citrix Virtual Apps and Desktops 7
Firewall

v Environment The default ports are listed below. Printable version

¥ Core Components

52z Controller Communications
+ Additional Components

« Delivery Controller 80 TCP

« Features 1494 TCP
Fi " 2598 TCP

e 8008 TCP

Summary 1494 UDP
Install 2598 UDP
Smart Tools
Finish

Configure firewall rules:
(®) Automatically

Select this option to automatically create the rules in the Windows Firewall. The rules will
be created even if the Windows Firewall is turned off.

) Manually
Select this option if you are not using Windows Firewall or if you want to create the rules
yourself,

15. Verify the Summary and click Install.
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Citrix Virtual Apps and Desktops 7

Summary
¥ Environment Review the prerequisites and confirm the components you want to o Restart required
install.
¥ Core Components
+ Additional Components Installation directory =
« Delivery Controller C:\Program Files\Citrix
+ Features Prerequisites
+ Firewall Microsoft .NET Framework 4.7.1
Microsoft Remote Desktop Session Host =
Summary 2 E
Microsoft Remote Desktop Connection
Install Windows Remote Assistance Feature
Smart Tools Microsoft Visual x64 C++ 2013 Runtime
i Microsoft Visual x64 C++ 2015 Runtime
Finish

Microsoft Visual x86 C++ 2013 Runtime R
Microsoft Visual x86 C++ 2015 Runtime

Core Components
Virtual Delivery Agent
Additional Components

Citrix Supportability Tools
Citrix User Profile Manager i

16. (Optional) Select Call Home participation.

Citrix Virtual Apps and Desktops 7

Smart Tools

¥ Licensing Agreement Automate deployment tasks, health checks, and power management on-premises and in the
¥ Core Components dOUd ..........................................................................
+ Features Smart Check
vF i Run health checks and turn on Call Home to diagnose issues and find recommended |
e fixes. Learn more about Call Home !
¥, Sugimary Smart Scale
¢ Install Keep your cloud Site costs under control with smart power management for VMs. '
Smart Tools ’ Smart Migrate

Simplify migration to the latest Virtual Apps and Desktops versions,

Smart Build
Quickly build sites on-premises and in the cloud using ready-made or custom
blueprints.

Finish ‘

®) | want to connect to Smart Tools. (Recommended)

| do not want to connect to Smart Tools

o You will need Citrix Cloud or citrix.com credentials. View your privacy policy here.

Connect

Back J i jext Cancel

17. (Optional) check “Restart Machine.”
18. Click Finish.

19. Repeat these procedure so that VDAs are installed for both HVD (using the Windows 10 OS image) and the
HSD desktops (using the Windows Server 2019 image).

279



Build the Virtual Machines and Environment for Workload Testing

20. Select an appropriate workflow for the HSD desktop.

Get Started Prepare Machines and Images

Delivery Controller Virtual Delivery Agent for Windows Server OS

Start here. Select and install the Delivery Controller and other Install this agent to deliver applications and desktops from server
essential services like License Server and StoreFront based VMs or physical machines.

Extend Deployment

Citrix Director i Citrix Studio i Self-Service Password Reset
Citrix License Server i Universal Print Server
Citrix Storefront i Federated Authentication Service i

Services and Support

Access supporting content online.
Access knowledge base articles, security bulletins, and troubleshooting guides.

Create Delivery Groups

Delivery Groups are collections of machines that control access to desktops and applications. With Delivery
Groups, you can specify which users and groups can access which desktops and applications.

To create delivery groups, follow these steps:

‘ﬁ The instructions below outline the steps to create a Delivery Group for VDI desktops. When you have
completed these steps, repeat the procedure to a Delivery Group for HVD desktops.

1. Connect to a Virtual Desktops server and launch Citrix Studio.

2. Choose Create Delivery Group from the drop-down list.

- Citrix Studio

File Action View Help

e 7
&4 Citrixe Studio (Site)

g Machine Catalogs

= AppDisks Delivery Group + | Delivering Mo. of mac...
8 Delivery Groups
A Applications Create Delivery Group |
|= Policies )
Logging = '
I [» Configuration Refresh
Help
3. Click Next.
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Create Delivery Group

Studio

Introduction

Machines ‘
Machine allocation

Users

Applications

Desktop Assignment Rules

Summary

Getting started with Delivery Groups

Delivery Groups are collections of desktops and applications (which could be in Application
Groups) that are created from Machine Catalogs. Create Delivery Groups for specific teams,
departments, or types of users.

Make sure you have enough machines available in desktop OS or server OS Machine
Catalogs to create the Delivery Groups you need.

|| Don't show this again

4. Select Machine catalog.

5. Provide the number of machines to be added to the delivery Group.

6. Click Next.
Create Delivery Group
Studio Machines

¥ Introduction
Machines
Machine allocation
Users
Applications
Desktop Assignment Rules

Summary

Select a Machine Catalog.

I Catalog ‘ Type ‘ Machines
O  Win10MCS-Random VDI MCS Random 1000
Win10MCS-Static VDI MCS Static Local Disk 1000
Win10PVS-Random VDI PVS Random 1000
Win2016-HSD RDS PVS Random 72

Choose the number of machines for this Delivery Group:
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7. To make the Delivery Group accessible, you must add users, select Allow any authenticated users to use this

Delivery Group.

8. Click Next.

Create Delivery Group

Studio Ysers

Specify who can use the applications and desktops in this Delivery Group. You can assign users
and user groups who log on with valid credentials.

@ Allow any authenticated users to use this Delivery Group.

Restrict use of this Delivery Group to the following users:

Applications

Summary

Sessions must launch in a user's home zone, if configured.

Next 7 _ Cancel |

lv Back I

‘ﬁ User assignment can be updated any time after Delivery group creation by accessing Delivery

group properties in Desktop Studio.

9. (Optional) specify Applications catalog will deliver.

10. Click Next.

282



Build the Virtual Machines and Environment for Workload Testing

Create Delivery Group

Studio Applications

To add applications, click *Add" and choose a source. Then select applications from that source,
If you choose Application Groups, all current and future applications in the selected groups will

E licati i -def; f icati
o — be added. You can also place new applications in a non-default folder and change application

properties.
¥ Machines
¥ Users 1 Add applications
Applications
Summary ‘

Place the new applications in folder:

[@ Applications\

Change...

11. On the Summary dialog, review the configuration. Enter a Delivery Group name and a Display name (for ex-
ample, HVD or HSD).

12. Click Finish.
Create Delivery Group
Studio Summary
7
Machine Catalog: Win10MCS-Random =
¥ Introduction Machine type: Desktop OS
o Mictiivies Allocation type: Random
Machines added: VDILAB-XD\w10mcs-r0001
Vv Msers VDILAB-XD\w10mes-r0002

« Applications ‘ VDILAB-XD\w10mcs-r0003

VDILAB-XD\w10mcs-r0004
Summary VDILAB-XD\w10mcs-r0005
‘ VDILAB-XD\w10mcs-r0006
VDILAB-XD\w10mcs-r0007
VDILAB-XD\w10mcs-r0008
VDILAB-XD\w10mcs-r0009
VDILAB-XD\w10mcs-r0010
VDILAB-XD\w10mcs-r0011
VDILAB-XD\w10mecs-r0012 -

Delivery Group name:

I vdi-mcs-random I

Delivery Group description, used as label in Receiver (optional):

| |
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13. Citrix Studio lists the created Delivery Groups and the type, number of machines created, sessions, and appli-
cations for each group in the Delivery Groups tab. Select Delivery Group and in Action List, select “Turn on
Maintenance Mode.”

Delivery Groups 2
[ Create Delivery Group

View >
| Refresh
Help
hxdedicated =
@ VA‘t.i‘dﬂi\V/{achines
@ Edit Delivery Group
&4 Manage AppDisks
[# Manage Tags
f Turn On Maintenance ...

@)l Rename Delivery Group
@ Delete Delivery Group
B View Machines

[Qa Test Delivery Group

ﬂ Help

Citrix Virtual Desktops Policies and Profile Management

Policies and profiles allow the Citrix Virtual Desktops environment to be easily and efficiently customized.

Configure Citrix Virtual Desktops Policies

Citrix Virtual Desktops policies control user access and session environments, and are the most efficient method
of controlling connection, security, and bandwidth settings. You can create policies for specific groups of users,
devices, or connection types with each policy. Policies can contain multiple settings and are typically defined
through Citrix Studio. (The Windows Group Policy Management Console can also be used if the network
environment includes Microsoft Active Directory and permissions are set for managing Group Policy Objects).
Figure 122 shows policies for Login VSI testing in this CVD.
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Figure 122 Virtual Desktops Policy

Policies Testing Policy

1 Unfiltered | Overview | settings | Assignedto |

» Auto connect client drives
2 Testing Policy User setting - ICA\File Redirection
Disabled (Default: Enabled)

3 VDI Policy » Auto-create client printers
User setting - ICA\Printing\Client Printers
4 RDS Policy Do not auto-create client printers (Default: Auto-create all client printers)

» Client printer redirection
User setting - ICA\Printing
Prohibited (Default: Allowed)

» Concurrent logons tolerance
Computer setting - Load Management
Value: 4 (Default: Value: 2)

» CPU usage
Computer setting - Load Management
Disabled (Default: Disabled)

» CPU usage excluded process priority
Computer setting - Load Management
Disabled (Default: Below Normal or Low)

» Flash default behavior
User setting - ICA\Adobe Flash Delivery\Flash Redirection
Disable Flash acceleration (Default: Enable Flash acceleration)

» Memory usage
Computer setting - Load Management
Disabled (Default: Disabled)

» Memory usage base load
Computer setting - Load Management
Disabled (Default: Zero load: 768 MBs)

Configure User Profile Management

Profile management provides an easy, reliable, and high-performance way to manage user personalization
settings in virtualized or physical Windows environments. It requires minimal infrastructure and administration and
provides users with fast logons and logoffs. A Windows user profile is a collection of folders, files, registry settings,
and configuration settings that define the environment for a user who logs on with a particular user account. These
settings may be customizable by the user, depending on the administrative configuration. Examples of settings
that can be customized are:

e Desktop settings such as wallpaper and screen saver
e Shortcuts and Start menu setting

e Internet Explorer Favorites and Home Page

e Microsoft Outlook signature

e Printers

Some user settings and data can be redirected by means of folder redirection. However, if folder redirection is not
used these settings are stored within the user profile.

The first stage in planning a profile management deployment is to decide on a set of policy settings that together
form a suitable configuration for your environment and users. The automatic configuration feature simplifies some
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of this decision-making for Virtual Desktops deployments. Screenshots of the User Profile Management interfaces
that establish policies for this CVD’s RDS and VDI users (for testing purposes) are shown below.

Basic profile management policy settings are documented here: https://docs citrix.com/en-us/citrix-virtual-apps-
desktops

Figure 123 VDI User Profile Manager Policy
Policies VDI Policy

1 Unfiltered  Owverview | Settings | Assil to

b Active write back
2 Testing Policy Computer setting - Profile Management\Basic settings
Enabled (Default: Dizabled)

3 VDI Policy b Delete locally cached profiles on logoff

Computer setting - Profile Management\Profile handling
4 RDS Policy Enabled (Default: Disabled)

b Enable Profile management
Computer setting - Profile Management\Basic settings
Enabled (Default: Dizabled)

¥ Exclusion list - directories
Computer setting - Profile Management\File system\Exclusions
AppData\Local:AppData\LocalLow;AppData\Roaming;$Recycle.Bin (Default: )

} Path to user store
Computer setting - Profile Management\Basic settings
\410.10.62.92\Profile-VDI01$\ESAMAccountName# (Default: Windows)

} Process logons of local administrators
Computer setting - Profile Management\Basic settings
Enabled (Default: Dizabled)
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Test Setup and Configurations

In this project, we tested a single Cisco HyperFlex cluster running four Cisco UCS HXAF220C-M5SX Rack

Servers in a single Cisco UCS domain. This solution is tested to illustrate linear scalability for each workload
studied.

Cisco HyperFlex and Citrix Virtual Apps & Desktops, Full Scale Single UCS Domain Reference Architecture

o S L e e gt A e
P e e ——-—
< I:r—* S s

Cisco Nexus 9372PX

Cisco Nexus 9372PX

Cisco UCS-FI-6332-16-UP Cisco UCS-FI-6332-16-UP

16 x Cisco HXAF220C-M5SX or
Cisco HXAF240C-M5SX Rack Servers
Each server includes:

« 2xIntel® Xeon® Gold 6230 scalable family
processor @ 2.3 GHz processor

= 240GB M.2 SATA SSD

« 768 GB (24 X 32GB DDR4) RAM @ 2666MHz
« 1xCisco VIC 1387 mLOM

= 1 x Cisco 12Gbps Modular SAS HBA

« 1x240 GB Intel SATA Enterprise Value SSD

HX Datastore configured to host Windows
10 desktop pool or Server 2016 RDS Pool
with drives listed below per node:
« 1 x400GB Toshiba Enterprise
Performance (EP) SSD for Cache
= B x960GB Samsung SATA Enterprise
Value SSDs for capacity

16 x Cisco UCS B200 M5 Blade Servers
Each server includes:

« 2xIntel® Xeon® Gold 6230 scalable family
processor @ 2.3 GHz processor

« 120Gb M.2 SATA SSD

= 768 GB (24 X 32GB DDR4) RAM @ 2666MHz

« 1xCisco VIC 1340
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Hardware Components:
e 2 x Cisco UCS 6332-16UP Fabric Interconnects
e 2 x Cisco Nexus 93108YCPX Access Switches

e 16 x Cisco UCS HXAF220c-M5SX Rack Servers (2 Intel Xeon Gold 62306230 scalable family processor
at 2.3 GHz, with 768 GB of memory per server [32 GB x 24 DIMMs at 2666 MHZ])

e 16 x Cisco UCS B200 M5 Blade Servers (2 Intel Xeon Gold 62306230 scalable family processor at 2.3
GHz, with 768 GB of memory per server [32 GB x 24 DIMMs at 2666 MHz])

e (Cisco VIC 1387 mLOM

e 112G modular SAS HBA Controller

e 240GB M.2 SATA SSD drive (Boot and HyperFlex Data Platform controller virtual machine)

e 240GB 2.5” 6G SATA SSD drive (Housekeeping)

e 400GB 2.5" 6G SAS SSD drive (Cache)

e 8x960GB 2.5” SATA SSD drive (Capacity)

e 1 x32GB mSD card (Upgrades temporary cache)
Software Components:

e Cisco UCS firmware 4.0(4d)

e (Cisco HyperFlex Data Platform 4.0.1b

e Microsoft Hyper-V 2019

e Citrix Virtual Desktops 1909

e Citrix User Profile Management

e Microsoft SQL Server 2016

e Microsoft Windows 10

e Microsoft Windows 2019

e Microsoft Office 2016

e L[ognVSsl4.1.32

Test Methodology and Success Criteria

All validation testing was conducted on-site within the Cisco labs in San Jose, California.

The testing results focused on the entire process of the virtual desktop lifecycle by capturing metrics during the
desktop boot-up, user logon and virtual desktop acquisition (also referred to as ramp-up,) user workload
execution (also referred to as steady state), and user logoff for the Hosted Shared Desktop Session under test.

Test metrics were gathered from the virtual desktop, storage, and load generation software 1o assess the overall
success of an individual test cycle. Each test cycle was not considered passing unless all of the planned test users
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completed the ramp-up and steady state phases (described below) and unless all metrics were within the
permissible thresholds as noted as success criteria.

Three successfully completed test cycles were conducted for each hardware configuration and results were found
to be relatively consistent from one test to the next.

You can obtain additional information and a free test license from http://www.loginvsi.com.

Test Procedure

The following protocol was used for each test cycle in this study to insure consistent results.

Pre-Test Setup for Testing

All machines were shut down utilizing the Citrix Virtual Desktops 1909 Administrator Console.

All Launchers for the test were shut down. They were then restarted in groups of 10 each minute until the
required number of launchers was running with the Login VSI Agent at a “waiting for test to start” state.

Test Run Protocol

To simulate severe, real-world environments, Cisco requires the log-on and start-work sequence, known as
Ramp Up, to complete in 48 minutes. Additionally, we require all sessions started, whether 60 single server users
or 4000 full scale test users to become active within two minutes after the last session is launched.

In addition, Cisco requires that the Login VS| Benchmark method is used for all single server and scale testing.
This assures that our tests represent real-world scenarios. For each of the three consecutive runs on single
server tests, the same process was followed. To run the test protocol, follow these steps:

1. Time 0:00:00 Start esxtop Logging on the following systems:

— Infrastructure and VDI Host Blades used in test run

— AllInfrastructure virtual machines used in test run (AD, SQL, View Connection brokers, image mgmt.,
and so on)

2. Time 0:00:10 Start Storage Partner Performance Logging on Storage System.
3. Time 0:05: Boot RDS Machines using Citrix Virtual Desktops 1909 Administrator Console.
4. Time 0:06 First machines boot.

5. Time 0:35 Single Server or Scale target number of RDS Servers registered on XD.

# No more than 60 Minutes of rest time is allowed after the last desktop is registered and available
on Citrix Virtual Desktops 1909 Administrator Console dashboard. Typically, a 20-30 minute rest
period for Windows 10 desktops and 10 minutes for RDS virtual machines is sufficient.

6. Time 1:35 Start Login VSI 4.1.5 Knowledge Worker Benchmark Mode Test, setting auto-logoff time at 900
seconds, with Single Server or Scale target number of desktop virtual machines utilizing sufficient number of
Launchers (at 20-25 sessions/Launcher).
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7. Time 2:23 Single Server or Scale target number of desktop virtual machines desktops launched (48-minute
benchmark launch rate).

8. Time 2:25 All launched sessions must become active.

‘ﬁ All sessions launched must become active for a valid test run within this window.

9. Time 2:40 Login VSI Test Ends (based on Auto Logoff 900 Second period designated above).
10. Time 2:55 All active sessions logged off.

11. All sessions launched and active must be logged off for a valid test run. The Citrix Virtual Desktops 1909 Ad-
ministrator Dashboard must show that all desktops have been returned to the registered/available state as evi-
dence of this condition being met.

12. Time 2:57 All logging terminated; Test complete.

13. Time 3:15 Copy all log files off to archive; Set virtual desktops to maintenance mode through broker; Shut-
down all Windows 7 machines.

14. Time 3:30 Reboot all hypervisors.

15. Time 3:45 Ready for new test sequence.

Success Criteria

Our “pass” criteria for this testing is as follows: Cisco will run tests at a session count levels that effectively utilize
the server capacity measured by CPU, memory, storage and network utilization. We use Login VSI version 4.1.25
to launch Knowledge Worker workload sessions. The number of launched sessions must equal active sessions
within two minutes of the last session launched in a test as observed on the VSI Management console.

The Citrix Virtual Desktops Studio will be monitored throughout the steady state to make sure of the following:
e All running sessions report In Use throughout the steady state
e No sessions move to unregistered, unavailable or available state at any time during steady state

Within 20 minutes of the end of the test, all sessions on all launchers must have logged out automatically and the
Login VSI Agent must have shut down. Cisco’s tolerance for Stuck Sessions is 0.5 percent (half of one percent.)
If the Stuck Session count exceeds that value, we identify it as a test failure condition.

Cisco requires three consecutive runs with results within +/-1 percent variability to pass the Cisco Validated
Design performance criteria. For white papers written by partners, two consecutive runs within +/-1 percent
variability are accepted. (All test data from partner run testing must be supplied along with proposed white paper.)

We will publish Cisco Validated Designs with our recommended workload following the process above and will
note that we did not reach a VSImax dynamic in our testing.

The purpose of this testing is to provide the data needed to validate Citrix Virtual Desktops 1909 Hosted Shared
Desktop with Citrix Virtual Desktops 1909 Composer provisioning using Microsoft Windows Server 2016 sessions
on Cisco UCS HXAF220c-M4S, Cisco UCS 220 M4 and Cisco UCS B200 M4 servers.
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The information contained in this section provides data points that a customer may reference in designing their
own implementations. These validation results are an example of what is possible under the specific environment
conditions outlined here and do not represent the full characterization of Citrix and Microsoft products.

Four test sequences, each containing three consecutive test runs generating the same result, were performed to
establish system performance and linear scalability.

VSImax 4.1.x Description

The philosophy behind Login VSl is different to conventional benchmarks. In general, most system benchmarks are
steady state benchmarks. These benchmarks execute one or multiple processes, and the measured execution
time is the outcome of the test. Simply put: the faster the execution time or the bigger the throughput, the faster
the system is according to the benchmark.

Login VSl is different in approach. Login VSI is not primarily designed to be a steady state benchmark (however, if
needed, Login VSI can act like one). Login VS| was designed to perform benchmarks for SBC or VDI workloads
through system saturation. Login VSI loads the system with simulated user workloads using well known desktop
applications like Microsoft Office, Internet Explorer and Adobe PDF reader. By gradually increasing the number of
simulated users, the system will eventually be saturated. Once the system is saturated, the response time of the
applications will increase significantly. This latency in application response times show a clear indication whether
the system is (close to being) overloaded. As a result, by nearly overloading a system it is possible to find out what
IS ItS true maximum user capacity.

After a test is performed, the response times can be analyzed to calculate the maximum active session/desktop
capacity. Within Login VSI this is calculated as VSImax. When the system is coming closer to its saturation point,
response times will rise. When reviewing the average response time, it will be clear the response times escalate at
saturation point.

This VSImax is the “Virtual Session Index (VSI)”. With Virtual Desktop Infrastructure (VDI) and Terminal Services
(RDS) workloads this is valid and useful information. This index simplifies comparisons and makes it possible to
understand the true impact of configuration changes on hypervisor host or guest level.

Server-Side Response Time Measurements

It is important to understand why specific Login VSI design choices have been made. An important design choice
is to execute the workload directly on the target system within the session instead of using remote sessions. The
scripts simulating the workloads are performed by an engine that executes workload scripts on every target
system and are initiated at logon within the simulated user’s desktop session context.

An alternative to the Login VSI method would be to generate user actions client side through the remoting
protocol. These methods are always specific to a product and vendor dependent. More importantly, some
protocols simply do not have a method to script user actions client side.

For Login VSI the choice has been made to execute the scripts completely server side. This is the only practical
and platform independent solutions, for a benchmark like Login VSI.

Calculating VSImax v4.1.x

The simulated desktop workload is scripted in a 48-minute loop when a simulated Login VSI user is logged on,
performing generic Office worker activities. After the loop is finished it will restart automatically. Within each loop
the response times of sixteen specific operations are measured in a regular interval: sixteen times in within each
loop. The response times of these five operations are used to determine VSImax.

The five operations from which the response times are measured are:
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e Notepad File Open (NFO)

Loading and initiating VSINotepad.exe and opening the openfile dialog. This operation is handled by the OS
and by the VSINotepad.exe itself through execution. This operation seems almost instant from an end-
user’s point of view.

e Notepad Start Load (NSLD)

Loading and initiating VSINotepad.exe and opening a file. This operation is also handled by the OS and by
the VSINotepad.exe itself through execution. This operation seems almost instant from an end-user’s point
of view.

e Zip High Compression (ZHC)

This action copy's a random file and compresses it (with 7zip) with high compression enabled. The
compression will very briefly spike CPU and disk 10.

e Zip Low Compression (ZLC)

This action copy's a random file and compresses it (with 7zip) with low compression enabled. The
compression will very briefly disk 10 and creates some load on the CPU.

e CPU
Calculates a large array of random data and spikes the CPU for a short period of time.

These measured operations within Login VSI do hit considerably different subsystems such as CPU (user
and kernel), Memory, Disk, the OS in general, the application itself, print, GDI, etc. These operations are
specifically short by nature. When such operations become consistently long: the system is saturated
because of excessive queuing on any kind of resource. As a result, the average response times will then
escalate. This effect is clearly visible to end-users. If such operations consistently consume multiple
seconds the user will regard the system as slow and unresponsive.

Figure 124 Sample of a VSI Max Response Time Graph, Representing a Normal Test
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Figure 125 Sample of a VSI Test Response Time Graph with a Clear Performance Issue

When the test is finished, VSImax can be calculated. When the system is not saturated, and it could complete the
full test without exceeding the average response time latency threshold, VSImax is not reached and the amount of
sessions ran successfully.

The response times are very different per measurement type, for instance Zip with compression can be around
2800 ms, while the Zip action without compression can only take 75ms. This response time of these actions are
weighted before they are added to the total. This ensures that each activity has an equal impact on the total
response time.

In comparison to previous VSImax models, this weighting much better represents system performance. All actions
have very similar weight in the VSImax total. The following weighting of the response times are applied.

The following actions are part of the VSImax v4.1 calculation and are weighted as follows (US notation):
e Notepad File Open (NFO): 0.75
e Notepad Start Load (NSLD): 0.2
e Zip High Compression (ZHC): 0.125
e Zip Low Compression (ZLC): 0.2
e CPU:0.75
This weighting is applied on the baseline and normal Login VSI response times.

With the introduction of Login VSI 4.1 we also created a new method to calculate the base phase of an
environment. With the new workloads (Taskworker, Powerworker, etc.) enabling 'base phase' for a more reliable
baseline has become obsolete. The calculation is explained below. In total 15 lowest VSI response time samples
are taken from the entire test, the lowest 2 samples are removed, and the 13 remaining samples are averaged.
The result is the Baseline. The calculation is as follows:

e Take the lowest 15 samples of the complete test
e From those 15 samples remove the lowest 2
e Average the 13 results that are left is the baseline

The VSImax average response time in Login VSI 4.1.x is calculated on the number of active users that are logged
on the system.
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Always a b Login VSl response time samples are averaged + 40 percent of the amount of “active” sessions. For
example, if the active sessions are 60, then latest 5 + 24 (=40 percent of 60) = 31 response time measurement
are used for the average calculation.

To remove noise (accidental spikes) from the calculation, the top 5 percent and bottom 5 percent of the VS|
response time samples are removed from the average calculation, with a minimum of 1 top and 1 bottom sample.
As a result, with 60 active users, the last 31 VS| response time sample are taken. From those 31 samples the top
2 samples are removed and lowest 2 results are removed (5 percent of 31 = 1.55, rounded to 2). At 60 users the
average is then calculated over the 27 remaining results.

VSImax v4.1.x is reached when the VSIbase + a 1000 ms latency threshold is not reached by the average VSI
response time result. Depending on the tested system, VSImax response time can grow 2 - 3x the baseline
average. In end-user computing, a 3x increase in response time in comparison to the baseline is typically
regarded as the maximum performance degradation to be considered acceptable.

In VSImax v4.1 x this latency threshold is fixed to 1000ms, this allows better and fairer comparisons between two
different systems, especially when they have different baseline results. Ultimately, in VSImax v4.1.x, the
performance of the system is not decided by the total average response time, but by the latency is has under
load. For all systems, this is now 1000ms (weighted).

The threshold for the total response time is: average weighted baseline response time + 1000ms.

When the system has a weighted baseline response time average of 1500ms, the maximum average response
time may not be greater than 2500ms (1500+1000). If the average baseline is 3000 the maximum average
response time may not be greater than 4000ms (3000+1000).

When the threshold is not exceeded by the average VS| response time during the test, VSImax is not hit and the
amount of sessions ran successfully. This approach is fundamentally different in comparison to previous VSIimax
methods, as it was always required to saturate the system beyond VSImax threshold.

Lastly, VSImax v4.1 x is now always reported with the average baseline VSI response time result. For example:
“The VSImax v4.1 was 125 with a baseline of 1526ms”. This helps considerably in the comparison of systems and
gives a more complete understanding of the system. The baseline performance helps to understand the best
performance the system can give to an individual user. VSImax indicates what the total user capacity is for the
system. These two are not automatically connected and related:

When a server with a very fast dual core CPU, running at 3.6 GHZ, is compared to a 10 core CPU, running at
2,26 GHZ, the dual core machine will give and individual user better performance than the 10 core machine. This
is indicated by the baseline VSI response time. The lower this score is, the better performance an individual user
can expect.

However, the server with the slower 10 core CPU will easily have a larger capacity than the faster dual core
system. This is indicated by VSImax v4.1.x, and the higher VSImax is, the larger overall user capacity can be
expected.

With Login VSI 4.1.x a new VSImax method is introduced: VSImax v4.1. This methodology gives much better
insight in system performance and scales to extremely large systems.

294



Test Results
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]

Boot Storms

A key performance metric for desktop virtualization environments is the ability to boot the virtual machines quickly
and efficiently to minimize user wait time for their desktop.

As part of Cisco’s virtual desktop test protocol, we shut down each virtual machine at the conclusion of a
benchmark test. When we run a new test, we cold boot all 1244 desktops and measure the time it takes for the
1244" virtual machine to register as available in the Virtual Desktops Administrator console.

The Cisco HyperFlex HXAF220c-M55SX based All-Flash cluster running Data Platform version 4.0.1b software can
accomplish this task in 5 minutes.

Recommended Maximum Workload and Configuration Guidelines

Sixteen Node Cisco HXAF220c-M5S Rack Server, B200 M5 Compute Nodes & HyperFlex All-
Flash Cluster

For Citrix Virtual Apps RDS Hosted Shared Desktop and Hosted Virtual Desktop use case, the recommended
maximum workload was determined based on both Login VSI Knowledge Worker workload end user experience
measures and HXAF220c-M5SX server operating parameters.

This recommended maximum workload approach allows you to determine the server N+1 fault tolerance load the
blade can successfully support in the event of a server outage for maintenance or upgrade.

Our recommendation is that the Login VSI Average Response and VSI Index Average should not exceed the
Baseline plus 2000 milliseconds to ensure that end-user experience is outstanding. Additionally, during steady
state, the processor utilization should average no more than 90-95 percent.

ﬂ Memory should never be oversubscribed for Desktop Virtualization workloads.

‘ﬁ Callouts have been added throughout the data charts to indicate each phase of testing.

Test Phase | Description

Boot Start all RDS and/or VDI virtual machines at the same time.

Login The Login VSI phase of test is where sessions are launched and start executing the workload
over a 48 minutes duration.

Steady state | The steady state phase is where all users are logged in and performing various workload tasks
such as using Microsoft Office, Web browsing, PDF printing, playing videos, and compressing
files.
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Test Phase | Description

Logoff Sessions finish executing the Login VSI workload and logoff.

Sixteen Node Cisco HXAF220c-M5S Rack-Mount Server, Cisco UCS B200 M5 Compute Nodes
and HyperFlex All-Flash Cluster

For Citrix Virtual Apps RDS Hosted Shared Desktop and Hosted Virtual Desktop use case, the recommended
maximum workload was determined based on both Login VSI Knowledge Worker workload end user experience
measures and HXAF220c-M5bSX server operating parameters.

This recommended maximum workload approach allows you to determine the server N+ 1 fault tolerance load the
blade can successfully support in the event of a server outage for maintenance or upgrade.

Our recommendation is that the Login VSI Average Response and VSI Index Average should not exceed the
Baseline plus 2000 milliseconds to ensure that end-user experience is outstanding. Additionally, during steady
state, the processor utilization should average no more than 90-95 percent.

# Memory should never be oversubscribed for Desktop Virtualization workloads.

Test Phase Description

Boot Start all RDS and/or VDI virtual machines at the same time.

Login The Login VSI phase of test is where sessions are launched and start executing the workload
over a 48 minutes duration.

Steady state | The steady state phase is where all users are logged in and performing various workload tasks
such as using Microsoft Office, Web browsing, PDF printing, playing videos, and compressing
files.

Logoff Sessions finish executing the Login VS| workload and logoff.

# The recommended maximum workload for a Cisco HyperFlex cluster configured on Cisco HXAF220c-
M5SX with Intel Xeon Gold 6230 scalable family processors and 768GB of RAM for Windows 10 desk-
tops with Office 2016 is 4000 virtual desktops.

ﬂ The recommended maximum workload for a Cisco HyperFlex cluster configured on Cisco HXAF220c-
M5SX with Intel Xeon Gold 6230 scalable family processors and 768GB of RAM for Windows Server
2019 RDS desktop sessions with Office 2016 is 5000 virtual desktops.

5000 RDS Sessions and 4000 Windows 10 Citrix PVS Non-Persistent Testing 32 Node Cisco HyperFlex Clus-
ter

Hosted Shared desktops with 5000 user sessions on 250 Windows Server 2019 virtual machines on a 32-node
HyperFlex cluster.
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Test results for 5000 user sessions on Citrix RDS highlights include:
e (0.707 second baseline response time
o 0.958 second average response time with 5000 desktops running
e Average CPU utilization of 35 percent during steady state
e Average of 400 GB of RAM used out of 768 GB available
e 22,000 peak I/O operations per second (IOPS) per cluster at steady state

o ©650MBps peak throughput per cluster at steady state

Figure 126 Login VSI Analyzer Chart for 5000 Windows 2019 Citrix Shared Desktops
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Successfully completed Login VSl test with] 5004 knowledgeworker [sessions. VSImax (system saturation) was not reached.

Test result review
5020 sessions were configured to be launched in 2880 seconds.
Intotal 16 sessions failed during the test:
o 0 sessions was/were not successfully launched
* 3 launched sessions failed to become active
e 5017 sessions were active during the test

e 13 sessions got stuck during the test (before VSImax threshold) > Click Here

With 5004 sessions the maximum capacity VSImax (v4.1) knowledgeworker was not reached with a Login VS| baseline performance score of 707

Login VSlindex average scoreis 829 lower than threshold. It might be possible to launch more sessions in this configuration.

Baseline performance of 707 is: Very good

297

4

NFP

NFO

)
5017

NSLD AppStat LogonTimer S



Test Results

Figure 127 Three Consecutive Login VSI Analyzer Chart for 5000 Windows 2019 Citrix Shared Desktops
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Hyper-V Performance Counters

When running a Hyper-V environment for our Citrix Virtual Desktop workloads, it’s important to monitor a few key
performance counters to ensure the best end-user experience. We typically look for CPU utilization, memory
availability, network throughput and Storage performance:

e CPU Performance: With Hyper-V our main counter is % Total Run Time for the Hypervisor’s Logical
Processors.

e Memory Availability: We measure the memory available in megabytes to ensure that memory is not being
consumed at a high level.

e Network throughput: We measure the bytes sent and received by the VM Network vswitch on each Hyper-
V host.

e Storage performance: We use HyperFlex Connect to monitor and review storage performance during VDI.

The following figures show the results of our workload testing.
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Figure 128 32 Hyper-V Hosts CPU Core Utilization Running 5000 Windows Server 2019 Citrix Hosted Shared
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Figure 129 HyperFlex Cluster Ul Performance Chart for Knowledge Worker Workload Running 5000 User
Test on Citrix Windows Server 2019
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Test results for 4000 Citrix VDI Desktops highlights include:
e 0.8517 second baseline response time
e 0.970 second average response time with 4000 desktops running
e Average CPU utilization of 40 percent during steady state
e Average of 350 GB of RAM used out of 768 GB available
e 4500 peak I/O operations per second (IOPS) per cluster at steady state

e 150MBps peak throughput per cluster at steady state
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Figure 130 Login VSI Analyzer Chart for 4000 Windows 10 Citrix Virtual Desktops
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ISuccessfully completed Login VS!test with 4004 knowledgeworker sessions. VSImax (system saturation) was not reached. I

Test result review
4045 sessions were configured to be launchedin 2880 seconds.
Intotal 41 sessions failed during the test:
e 0 sessions was/were not successfully launched
e 36 launched sessions failed to become active
e 4009 sessions were active during the test

e 5 sessions got stuck during the test (before VSIimax threshold) > Click Here

With 4004 sessions the maximum capacity VSIimax (v4.1) knowledgeworker was not reached with a Login VS| baseline pefformance score of 851

Login VSl index average scoreis 896 lower than threshold. It might be possible to launch more sessions in this configuration.

Baseline performance of | 851 is: Good
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Figure 131 Three Consecutive Login VSI Analyzer Chart for 4000 Windows 10 Citrix PVS Non-persistent Vir-
tual Desktops
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Hyper-V Performance Counters

When running a Hyper-V environment for our Citrix Virtual Desktop workloads, it’s important to monitor a few key
performance counters to ensure the best end-user experience. We typically look for CPU utilization, memory
availability, network throughput and Storage performance:

e CPU Performance: With Hyper-V our main counter is % Total Run Time for the Hypervisor’s Logical
Processors.

e Memory Availability: We measure the memory available in megabytes to ensure that memory is not being
consumed at a high level.

e Network throughput: We measure the bytes sent and received by the VM Network vswitch on each Hyper-
V host.

e Storage performance: We use HyperFlex Connect to monitor and review storage performance during VDI.

The following figures show the results of our workload testing.
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Figure 132 Thirty-Two Hyper-V Hosts CPU Core Utilization Running 4000 Windows 10 Citrix PVS Non-
persistent Virtual Desktops (Hyper-V Logical Processor % Total Run Time)
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Network Utilization for Hyper-V Hosts during load test

Storage Network Utilization during workload tests
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Figure 133 HyperFlex Cluster Ul Performance Chart for Knowledge Worker Workload Running 4000 User
Test on Citrix Windows 10 Virtual Desktops
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Summary

Summary
I ————————————

This Cisco HyperFlex solution addresses urgent needs of IT by delivering a platform that is cost effective and
simple to deploy and manage. The architecture and approach used provides for a flexible and high-performance
system with a familiar and consistent management model from Cisco. In addition, the solution offers numerous
enterprise-class data management features to deliver the next-generation hyper-converged system.

Only Cisco offers the flexibility to add compute only nodes to a true hyper-converged cluster for compute
intensive workloads like desktop virtualization. This translates to lower cost for the customer, since no hyper-
convergence licensing is required for those nodes.

Delivering responsive, resilient, high-performance Citrix Virtual Desktops provisioned Microsoft Windows 10 Virtual
Machines and Microsoft Windows Server for hosted Apps or desktops has many advantages for desktop
virtualization administrators.

The solution is fully capable of supporting graphics accelerated workloads. Each Cisco HyperFlex HXAF240c M5
node and each Cisco UCS C240 M5 server can support up to two NVIDIA M10 or P40 cards. The Cisco UCS
B200 M5 server supports up to two NVIDIA P6 cards for high density, high performance graphics workload
support. See our Cisco Graphics White Paper for our fifth generation servers with NVIDIA GPUs and software for
details on how to integrate this capability with Citrix Virtual Desktops.

Virtual desktop end-user experience, as measured by the Login VSI tool in benchmark mode, is outstanding
with Intel Xeon scalable family processors and Cisco 2666Mhz memory. In fact, we have set a new industry
standard in performance for Desktop Virtualization on a hyper-converged platform.
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Appendix A - Cisco Nexus 93108YC Switch Configuration

Switch A Configuration

!Command: show running-config

version 7.0(3)I2(2d)

switchname XXXXXXXXXXX

class-map type network-gos class-fcoe

match gos-group 1

class-map type network-gos class-all-flood

match gos-group 2

class-map type network-gos class-ip-multicast

match gos-group 2

vde XXXXXXXXXX id 1
limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum O maximum 511
limit-resource udroute-mem minimum 248 maximum 248
limit-resource ubroute-mem minimum 96 maximum 96
limit-resource m4route-mem minimum 58 maximum 58

limit-resource mb6route-mem minimum 8 maximum 8

feature telnet

cfs eth distribute

feature interface-vlan
feature hsrp

feature lacp

feature dhcp

feature vpc

feature 1ldp

clock protocol ntp vdc 1
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no password strength-check

username admin password 5 $1SMSJwTJtn$BoOIrVnESUVxLcbRHg8671

ip domain-lookup
no service unsupported-transceiver
class-map type gos match-all class-fcoe
policy-map type gos jumbo
class class-default
set gos-group 0

copp profile strict

role network—-admin

snmp-server user admin network-admin auth md5 0x71d6a9cfleal07cd3166e91a6£3807e5

priv 0x71d6a9cfleal07cd3166e91a6£3807e5

rmon event 1 log trap public description

localizedkey
FATAL (1) owner PMON@FATAL
CRITICAL(2) owner PMONW@CRITICAL
ERROR (3) owner PMON@ERROR

WARNING (4) owner PMON@WARNING

INFORMATION (5) owner PMON@INFO

rmon event 2 log trap public description
rmon event 3 log trap public description
rmon event 4 log trap public description
rmon event 5 log trap public description
ntp server 10.10.50.2

ntp peer 10.10.50.3

ntp server 171.68.38.66 use-vrf management
ntp logging

ntp master 8

vlan 1,30-34
vlan 50

name InBand-Mgmt-C1l
vlan 51

name Infra-Mgmt-Cl
vlan 52

name StorageIP-Cl

vlan 53
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name LiveMigration-Cl
vlan 54

name VM-Data-C1l

service dhcp
ip dhcp relay
ip dhcp relay information option
ipv6e dhcp relay
vrf context management

ip route 0.0.0.0/0 10.29.132.1
vpc domain 50

role priority 1000

peer-keepalive destination 10.29.132.20 source 10.29.132.19

interface Vlanl
no shutdown

ip address 10.29.132.2/24

vlan 1,30-34
vlan 30

name InBand-Mgmt-Cl
vlan 31

name Infra-Mgmt-Cl
vlan 32

name StorageIP-Cl
vlan 33

name LiveMigration-Cl
vlan 34

name VM-Data-Cl
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service dhcp
ip dhcp relay
ip dhcp relay information option
ipve dhcp relay
vrf context management

ip route 0.0.0.0/0 10.29.132.1
vpc domain 50

role priority 2000

peer-keepalive destination 10.29.132.19 source 10.29.132.20

interface Vlanl
no shutdown

ip address 10.29.132.3/24

interface Vv1an30
no shutdown
ip address 10.10.30.3/24
hsrp version 2
hsrp 30
preempt
priority 110

ip 10.10.30.1

ip dhcp relay address 10.10.31.21

ip dhcp relay address 10.10.31.22

interface Vlan3l
no shutdown
ip address 10.10.31.3/24
hsrp version 2

hsrp 31
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preempt
priority 110

ip 10.10.31.1

interface Vlan32
no shutdown
ip address 10.10.32.3/24
hsrp version 2
hsrp 32
preempt
priority 110

ip 10.10.32.1

interface Vl1an33
no shutdown
ip address 10.10.33.3/24
hsrp version 2
hsrp 33
preempt
priority 110

ip 10.10.33.1

interface Vlan34
no shutdown
ip address 10.34.0.3/20
hsrp version 2
hsrp 34
preempt
priority 110
ip 10.34.0.1
ip dhcp relay address 10.10.31.21

ip dhcp relay address 10.10.31.22
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interface port-channell0
description vPC-PeerLink
switchport mode trunk
switchport trunk allowed vlan 1,30-34

spanning-tree port type network

service-policy type gos input jumbo

vpc peer-link

interface port-channelll
description FI-Uplink-K22
switchport mode trunk
switchport trunk allowed vlan 1,30-34
spanning-tree port type edge trunk
mtu 9216
service-policy type gos input jumbo

vpc 11

interface port-channell?2
description FI-Uplink-K22
switchport mode trunk
switchport trunk allowed vlan 1,30-34
spanning-tree port type edge trunk
mtu 9216
service-policy type gos input jumbo

vpc 12

interface Ethernetl/1

switchport mode trunk

switchport trunk allowed vlan 1,30-34

channel-group 10 mode active
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interface Ethernetl/2
switchport mode trunk
switchport trunk allowed vlan 1,30-34

channel-group 10 mode active

interface Ethernetl/3
switchport mode trunk
switchport trunk allowed vlan 1,30-34

channel-group 10 mode active

interface Ethernetl/4
switchport mode trunk
switchport trunk allowed vlan 1,30-34

channel-group 10 mode active

interface Ethernetl/5
switchport mode trunk
switchport trunk allowed vlan 1,30-34
mtu 9216

channel-group 11 mode active

interface Ethernetl/6
switchport mode trunk
switchport trunk allowed vlan 1,30-34
mtu 9216

channel-group 11 mode active

interface Ethernetl/7
switchport mode trunk
switchport trunk allowed vlan 1,30-34
mtu 9216

channel-group 12 mode active
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interface

switchport mode trunk
switchport trunk allowed vlan 1,30-34
mtu 9216

channel-group 12 mode active

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

Ethernetl/8

Ethernetl/9

Ethernetl/10

Ethernetl/11

Ethernetl/12

Ethernetl/13

Ethernetl/14

Ethernetl/15

Ethernetl/16

Ethernetl/17

Ethernetl/18

Ethernetl/19

Ethernetl/20

Ethernetl/21
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interface Ethernetl/22

interface Ethernetl/23

interface Ethernetl/24

interface Ethernetl/25

switchport mode trunk

switchport trunk allowed vlan 1,30-34

spanning-tree port type edge trunk

interface Ethernetl/26

switchport mode trunk

switchport trunk allowed vlan 1,30-34

spanning-tree port type edge trunk

interface Ethernetl/27

switchport mode trunk

switchport trunk allowed vlan 1,30-34

spanning-tree port type edge trunk

interface Ethernetl/28

switchport mode trunk

switchport trunk allowed vlan 1,30-34

spanning-tree port type edge trunk

interface Ethernetl/29

switchport mode trunk

switchport trunk allowed vlan 1,30-34

spanning-tree port type edge trunk
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interface Ethernetl/30
switchport mode trunk
switchport trunk allowed vlan 1,30-34

spanning-tree port type edge trunk
interface Ethernetl/31

switchport mode trunk

switchport trunk allowed vlan 1,30-34

spanning-tree port type edge trunk
interface Ethernetl/32

switchport mode trunk

switchport trunk allowed vlan 1,30-34

spanning-tree port type edge trunk

interface Ethernetl/33

interface Ethernetl/34

interface Ethernetl/35

interface Ethernetl/36

interface Ethernetl/37

interface Ethernetl/38

interface Ethernetl/39

interface Ethernetl/40
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interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

vrf member management

ip address 10.29.132.19/24

Ethernetl/41

Ethernetl/42

Ethernetl/43

Ethernetl/44

Ethernetl/45
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clock timezone PST -8 O

clock summer-time PDT 2 Sunday March 02:00 1 Sunday November 02:00 60
line console

line vty

boot nxos bootflash:/nxos.7.0.3.I2.2d.bin

Switch B Configuration

!Command: show running-config

!'Time: Fri Dec 15 17:18:36 2017

version 7.0(3)I2(2d)

switchname XXXXXXXXXX

class-map type network-qgos class-fcoe

match gos-group 1

class-map type network-gos class-all-flood

match gos-group 2

class-map type network-gos class-ip-multicast

match gos-group 2

vdc XXXXXXXXXX id 1
limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum O maximum 511
limit-resource udroute-mem minimum 248 maximum 248
limit-resource u6broute-mem minimum 96 maximum 96
limit-resource m4route-mem minimum 58 maximum 58

limit-resource mb6route-mem minimum 8 maximum 8

feature telnet

cfs eth distribute

feature interface-vlan

feature hsrp
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feature lacp

feature dhcp
feature vpc
feature 1ldp

clock protocol ntp vdc 1

no password strength-check

username admin password 5 $1$jEwHqUvM$gpOec2hramkyX09KD3/Dn.

ip domain-lookup
no service unsupported-transceiver
class-map type gos match-all class-fcoe
policy-map type gos jumbo
class class-default
set gos-group O

copp profile strict

role network-admin

snmp-server user admin network-admin auth md5 0x9046cl00celfdecdd74ef2£92c4e83f9

priv 0x9046cl00celfdecdd74ef2£92c4e83£9

rmon event 1 log trap public description

rmon event 2 log trap public description

rmon event 3 log trap public description

rmon event 4 log trap public description

rmon event 5 log trap public description

ntp peer 10.10.30.2
ntp server 10.10.30.3
ntp
ntp logging
ntp master 8
vlan 1,30-34
vlan 30

name InBand-Mgmt-Cl

localizedkey
FATAL (1) owner PMONQ@FATAL
CRITICAL(2) owner PMONW@CRITICAL
ERROR (3) owner PMONE@ERROR

WARNING (4) owner PMONQ@WARNING

INFORMATION (5) owner PMON@INFO

server 171.68.38.66 use-vrf management
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vlan 31

name Infra-Mgmt-C1l
vlan 32

name StorageIP-Cl
vlan 33

name LiveMigration-Cl
vlan 34

name VM-Data-Cl

service dhcp
ip dhcp relay
ip dhcp relay information option
ipv6e dhcp relay
vrf context management

ip route 0.0.0.0/0 10.29.132.1
vpc domain 50

role priority 2000

peer-keepalive destination 10.29.132.19 source 10.29.132.20

interface Vlanl
no shutdown

ip address 10.29.132.3/24

interface V1an30
no shutdown
ip address 10.10.30.3/24
hsrp version 2
hsrp 30
preempt

priority 110
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ip 10.10.30.1

ip dhcp relay address 10.10.31.21

ip dhcp relay address 10.10.31.22

interface Vlan3l
no shutdown
ip address 10.10.31.3/24
hsrp version 2
hsrp 31
preempt
priority 110

ip 10.10.31.1

interface Vl1an32
no shutdown
ip address 10.10.32.3/24
hsrp version 2
hsrp 32
preempt
priority 110

ip 10.10.32.1

interface V1an33
no shutdown
ip address 10.10.33.3/24
hsrp version 2
hsrp 33
preempt
priority 110

ip 10.10.33.1
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interface Vlan34
no shutdown
ip address 10.34.0.3/20
hsrp version 2
hsrp 34
preempt
priority 110
ip 10.34.0.1
ip dhcp relay address 10.10.31.21

ip dhcp relay address 10.10.31.22

interface port-channellO
description vPC-PeerLink
switchport mode trunk
switchport trunk allowed vlan 1,30-34

spanning-tree port type network

service-policy type gos input jumbo

vpc peer-link

interface port-channelll
description FI-Uplink-K22
switchport mode trunk
switchport trunk allowed vlan 1,30-34
spanning-tree port type edge trunk
mtu 9216
service-policy type gos input jumbo

vpc 11

interface port-channell?2

description FI-Uplink-K22

switchport mode trunk
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switchport trunk allowed vlan 1,30-34
spanning-tree port type edge trunk
mtu 9216

service-policy type gos input jumbo

vpc 12

interface Ethernetl/1
switchport mode trunk
switchport trunk allowed vlan 1,30-34

channel-group 10 mode active

interface Ethernetl/2
switchport mode trunk
switchport trunk allowed vlan 1,30-34

channel-group 10 mode active

interface Ethernetl/3
switchport mode trunk
switchport trunk allowed vlan 1,30-34

channel-group 10 mode active

interface Ethernetl/4
switchport mode trunk
switchport trunk allowed vlan 1,30-34

channel-group 10 mode active

interface Ethernetl/5
switchport mode trunk
switchport trunk allowed vlan 1,30-34
mtu 9216

channel-group 11 mode active
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interface

switchport mode trunk

switchport trunk allowed vlan 1,

mtu 9216

channel-group 11 mode active

interface

switchport mode trunk

switchport trunk allowed vlan 1,

mtu 9216

channel-group 12 mode active

interface

switchport mode trunk

switchport trunk allowed vlan 1,

mtu 9216

channel-group 12 mode active

interface

interface

interface

interface

interface

interface

interface

Ethernetl/6

Ethernetl/7

Ethernetl/8

Ethernetl/9

Ethernetl/10

Ethernetl/11

Ethernetl/12
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Ethernetl/14

Ethernetl/15

30-34

30-34

30-34
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interface Ethernetl/16

interface Ethernetl/17

interface Ethernetl/18

interface Ethernetl/19

interface Ethernetl/20

interface Ethernetl/21

interface Ethernetl/22

interface Ethernetl/23

interface Ethernetl/24

interface Ethernetl/25

switchport mode trunk

switchport trunk allowed vlan 1, 30-34

spanning-tree port type edge trunk

interface Ethernetl/26

switchport mode trunk

switchport trunk allowed vlan 1, 30-34

spanning-tree port type edge trunk

interface Ethernetl/27

switchport mode trunk

switchport trunk allowed vlan 1, 30-34
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spanning-tree port type edge trunk

interface Ethernetl/28
switchport mode trunk

switchport trunk allowed vlan 1, 30-34

spanning-tree port type edge trunk

interface Ethernetl/29
switchport mode trunk
switchport trunk allowed vlan 1, 30-34

spanning-tree port type edge trunk

interface Ethernetl/30
switchport mode trunk
switchport trunk allowed vlan 1, 30-34

spanning-tree port type edge trunk

interface Ethernetl/31
switchport mode trunk
switchport trunk allowed vlan 1, 30-34

spanning-tree port type edge trunk

interface Ethernetl/32

switchport mode trunk

switchport trunk allowed vlan 1,30-34

spanning-tree port type edge trunk

interface Ethernetl/33

interface Ethernetl/34
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interface Ethernetl/50

interface Ethernetl/51

interface Ethernetl/52

interface Ethernetl/53

interface Ethernetl/54

interface mgmtO

vrf member management

ip address 10.29.132.20/24
clock timezone PST -8 0
clock summer-time PDT 2 Sunday March 02:00 1 Sunday November 02:00 60
line console
line vty

boot nxos bootflash:/nxos.7.0.3.I2.2d.bin
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Appendix B - Install Microsoft Windows Server 2016

Install Microsoft Windows Server 2016

The Windows ISO and HyperFlex Driver image files must be placed on a shared location (such as HX Installer) that
is reachable from Cisco UCS Manager and the Out-of-band subnet. Use the following steps to download and
host the HyperFlex Driver Image and Windows ISO in a shared location within the installer VM.

To install Windows Server 2016/2019 and apply Cisco HyperFlex driver image on all HX nodes, follow these high-
level steps.

e Configure Cisco UCS Manager using HyperFlex Installer
e Configure Cisco UCS vMedia and Boot Policies
e Install Microsoft Windows Server 2019 OS

e Undo vMedia and Boot Policy Changes

Configure Cisco UCS Manager using HyperFlex Installer

To complete this step, refer to HyperFlex Installation.

Configure Cisco UCS vMedia and Boot Policies

By using a Cisco UCS vMedia policy, the Windows Server 2016 media ISO file and Cisco HyperFlex Driver image
can be mounted to all of the HX servers automatically. The existing vMedia policy, named “HyperFlex” must be
modified to mount this file, and the boot policy must be modified temporarily to boot from the remotely mounted
vMedia file. Once these two tasks are completed, the servers can be rebooted, and they will automatically boot
from the When mounted vMedia file, installing and configuring Windows Server 2016 on the HX nodes.

ﬂ WARNING! While vMedia policies are very efficient for installing multiple servers, using vMedia policies
as described could lead to an accidental reinstall of Windows on any existing server that is rebooted
with this policy. Please be certain that the servers being rebooted while the policy is in effect are the
servers you wish to reinstall. Even though the custom ISO will not continue without a secondary confir-
mation, extreme caution is recommended. This procedure needs to be carefully monitored and the boot
policy should be changed back to original settings immediately after the intended servers are rebooted,
and the Windows installation begins. Using this policy is only recommended for new installs or rebuilds.
Alternatively, you can manually select the boot device using the KVM console during boot, and pressing
F6, instead of making the vMedia device the default boot selection.

To configure the Cisco UCS vMedia and Boot Policies, follow these steps:

1. Connect to your HX Installer VM and browse to the folder that contains the /var/www/localhost/images/.

2. Copy the HyperFlex Driver Image “latest.img” (Jopt/springpath/packages/latest.img) to the images folder (
/var/www/localhost/images/).

3. Copy Windows Server 2016 iso image to the HXDP installer’s images folder (/var/www/localhost/images/ )

332


https://software.cisco.com/download/home/286305544/type/286305994/release/3.0%25281c%2529

Appendix B - Install Microsoft Windows Server 2016

Figure 134 Upload Windows ISO and Cisco Driver and System Preparation Script

&1 3.0.1b - root@10.29.149.212 - WinSCP - m]
Local Mark Files Commands Session Options Remote Help
M &3 F3 Synchronize | Bl F | 8¢ (5 Queue - Transfer Settings Default R -
& root@10.29.148.212 D Mew Session

‘i C: Local Disk FEE i =lasial--Ak images M =arilt =1 B8 Y @& | [, Find Files

F New - <3 -] ¥ S New - -[3] - [¥]
CA\Software\HXHV\HXHV-GAN3.0.1b% Fvarfwww/localhost/images/
Name Size Type Changed Name . Size Changed Rights Owner
i Parent directory 5/18/2018 Z10:40 AM| | .. 5/11/2018 1:24:27 PM WK=K root
Cisco-HX-Data-Platform-Installer-v3.0.1b-2966... File folder 5/18/2018 2:10:40 AM| | |&| en_windows_server_2016_x64_dvd_9327751.is0 5521,12... 10/12/2016 11:33:44 AM W-r--r-- root

| ues-k8-bundle-c-series.3.2.3b.C.bin 1,469,54.. BINFile 5/17/2018 &22:07 AM| | |2] HXInstall-HyperV-DatacenterCore-v3.0.1b-29665.... 640,000KB  5/17/2018 1:31:03 AM === root

| ucs-k8-bundle-b-series.3.2.3b.B.bin 600,166 KB BIN File 5/17/2018 6:24:31 AM

| ucs-6300-k3-bundle-infra.3.2.3b.A bin 975,862 KB BINFile 5/17/2018 :26:34 AM

o| H¥Install-HyperV-DatacenterDE-v3.0.1b-29665... 640,000KB  DiscImage File 5/17/2018 1:31:14 AM

| H¥Install-HyperV-DatacenterCore-v3.0.1b-296... 640,000 KB Disc Image File 5/17/2018 1:31:03 AM
|4 HxClone-HyperV-v3.0.1b-29665.ps1 3KB  Windows PowerS...  5/17/2018 1:27:46 AM

% Cisco-HX-Data-Platform-Installer-v3.0.1b-2966...  4,807,33.. Compressed (zipp.. 3/17/2018 2:23:01 AM

4. For Windows Server 2019, perform the following additional steps to prepare a suitable Driver image for auto-
mated OS install:

a. Copy the HyperFlex Driver Image. For example, run the following command:

rsync -avzP /opt/springpath/packages/latest.img
/var/www/localhost/images/install.img

root@HyperFlex-Installer:"# rsync -avzP -soptr/springpath-packages~latest.img ~var- wuw/localhost-images-install.img
sending incremental file list

latest.img
655,360,000 100+  26.5ZMBrs 0:00:23 (xfr#l, to-chk=0-1)

sent 583,007,126 bytes received 35 bytes 23,796,210.65 bytesrsec
total size is 655,360,000 speedup is 1.12
root@HyperFlex-Installer:™# _

b.  Mount the HyperFlex Driver Image. For example, run the following command:

mkdir -p /mnt/install-img && mount -o loop,rw
/var/www/localhost/images/install.img /mnt/install-img

c. Copy the answer file specific to Windows Server 2019. For example, run the following command:

cp
/opt/springpath/packages/FactoryUnattendXML/WindowsServer2019/Autounattend.xml.ro
/mnt/install-img/Autounattend.xml

d.  Unmount the HyperFlex Driver Image. For example, run the following command:

umount /mnt/install-img

oot@HyperF lex-Installer:™# cp soptrsspringpathspackages/FactorylUnattendXML WindowsServer2019Autounattend .xml.ro smntsinstall-ingAutounattend.x

ootBHyperF lex-Installer :™# umount -mnt-install-img-s
oo0t@HyperF lex—Installer:™#
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&1 150 - root@10.104.252.48 - Win5CP

Local Mark Files Commands Session Options Remote Help

EE % @ Synchronize | Bl Q? @ 43} E‘_ﬁ]QUEUE ~  Transfer Settings Default o e o

E root@10.104.252.48 é’ Mew Session

_E:vgﬁ g= - mg” images v@@ 4= - m@@

B Upload [l | [ Edit ¥ =4 »iH” B (a9
EAISO Searfwwwylocalhost/images
Marne - Size| | Mame - Size
e e

Veeam |7 installimg 640,000 KB

|j 14393.0.161119-1703.R51_REFRESH_SE... 2,760,4...| | 2] en_windows_server_2019 x84 dvd_dcb367d8.izo 4729 734 KB
|Z]ien_windows_server 2019 x64 dvd dcb...} 47287...
|2] Sw_DVDS_Win_Server STD_CORE_2016...  5,863,0...

‘ﬁ Make sure network connectivity exists between the file share and all server management IPs.

5. Configure the vMedia and Boot policies using Cisco UCS Manager to mount the above images
6. Launch Cisco UCS Manager by accessing the Cisco UCS Manager IP address in a browser of your choice.

7. Click Launch UCS Manager and log in with administrator username and the password you used at the begin-
ning of the installation.

8. Inthe left navigation pane, click Servers.

9. Expand Servers > Policies > root > Sub-Organizations > hx-cluster_name>vMedia Policies to view the list of
vMedia Policies.
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Figure 135 Cisco UCS Manager - Create vMedia Polic

nimiin p— R .
asco.  UCS Manager

Policies - Policies / root / Sub-Organizations / HXHV1 |/ vMedia Policies

o viMedia Policles
» Power Control Policies

- - - + = TAdvanced Filter 4 Expart & Print
» Power Sync Policies

* Scrub Policies

* Serial over LAM Policies
¥ Server Pool Policies
¥ Server Pool Policy Qualifications

¥ Threshold Policies

¥ iZCS] Authentication Profiles

videdia Paolicy HyperFlex

(*) add
¥ yNIC/WHBA Placement Policies

10. Double-click vMedia Policy HyperFlex.
11. In the properties for vMedia Policy HyperFlex, click Create vMedia Mount to add the mount points.
12. In the Create vMedia Mount dialog box, complete the following fields in Figure 136.

Table 41 Create vMedia Mount Details

Field Name Action Example Value
Name Name for the mount point. Windows -1SO
Description Can be used for more
information.
Device Type Type of image that you want to |{CDD
mount
Protocol 'The protocol used for accessing HTTP
the share where the ISO files
are located.
Hostname/IP Address IP address or FQDN of the 10.104.252.48
server hosting the images.
Image Name Variable This value is not used in None
HyperFlex installation.
Remote File The filename of the ISO file that
\you want to mount.
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Field Name Action Example Value

Remote Path 'The path on the remote server
to where the file resides

Username If you use CIFS or NFS a
username might be necessary

Password If you use CIFS or NFS a
password might be necessary

Figure 136 Cisco UCS Manager - Create vMedia Mount CDD

Create vMedia Mount ? X
Marme - W2018-1S0

Description

Device Type . (w CDD 0 HDD

Protocol . [JNFS (O CIFS @ HTTP (J HTTPS |

Hostname/IP Address © | 10,104,252 48

Image Name Variable : [ None () Service Profile Name |

Remaote File - en_windows_server_2019_x64_dvd_4cbI67d8 o
Remote Path . [ images/

Usamame

Password

Remap on Eject

oD

13. Click Save Changes and click OK.

14. Click OK. When you click OK, you are returned to the vMedia policy and will see the information that you sub-
mitted.

15. Repeat steps 5 and 6 but change the type to HDD and the filename to the Cisco HyperFlex driver image.
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Figure 137 Cisco UCS Manager - Create vMedia Mount HDD

Create vMedia Mount 7 X
Mame o | HX-Driver
Description
Device Type : ) CDD () HDD
Protocol . | JMNFS () CIFS (»I HTTP () HTTPS |
Hostname/IP Address : | 10.104.252. 48
Image Name Variable : |®) None () Service Profile Name |
Remote Fila - install.img
Rermate Path : |jimagesf|
Username
Password
Remap on Eject - d
o Y
16. On completion, the following screen displays:
Figure 138 Cisco UCS Manager - Create vMedia Policy
Modify vMedia Policy
widedia F‘ulic',-':; H¥-401b
Create viMedia Policy
MName : HX-401b
Description
Retry on Mount Failure : Yes
vMedia Mounts
+ — T, Advanced Filter 4 Export o Print i
MName Type Protocol  Authen... Server Filename Re.. User Remap
HX-Driver HDD HTTP MNone 10.104.252 48 latest.img fimage... No
W2019-150 CDD Unkno.. MNone 10,104,252 4B en_windows_server_... | fimage... Mo
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17. In the left navigation pane, select Servers > Service Profile Templates > root > Sub-Organizations > hx-
cluster_name > Service Template hx-nodes_name (example: compute-nodes-mb).

Figure 139 Cisco UCS Manager - Service Template

e
asco UCS Manage

.|¥|. Al v Servers / Service Profile... | root | Suby- . /| HXHV1 |/ Service Templ...
Organizations
ﬁ ] General Storage MNetwork ISCSI wNICs vMedia Policy Boot Order
vice Profiles Actions
% e Fronie Templates Modify viedia Policy
10t ) _
Global vMedia Policy
; Sub-Organizations
MName - HyperFlex
* HXHW1 I . e .
vMedia Policy Instance : org-root/org-HXHV1 /mnt-cfg - policy-HyperFlex
— » Service Template compute-nodes Description - vMedia policy to install or re-install software on HyperFlex servers
A H -
Candns Tempian pute s Retry on Mount Failure = Yes
E vMedia Mounts
¥ Sarvice Template hx-nodes
Jﬂ. » Service Template hx-nodes-mS + = TrAdvanced Filter 4 Export A Print
*» Sub-Organizations Marme Type Protoco Authentication... Senver
cios Mo data available

18. Choose the HyperFlex vMedia Policy from the drop-down list and click OK twice.

Figure 140 Cisco UCS Manager - Modify vMedia Policy
Modify vMedia Policy

wMedia Policy| HyperFlex

Select vivledia Policy to use

(=]

Create a Specific vMedia Policy

Mame

Description nstall software on H rFlex servers
e  Hx-401b e
Retry on hd

vMedia M| HyperFlex

+ = T,Advanced Filter 4 Export A& Print

MName Type Protocol Authenticat..  Server Filename Remaote Pat

Mo data available
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# The vMedia policy is assigned to the HyperFlex Template during the Cisco UCS Manager phase
of the HyperFlex deployment.

19. Select Servers > Policies > root > Sub-0Organizations > hx-cluster_name > Boot Policies Boot Policy Hyper-
Flex-mb.

20. In the configuration pane, click CIMC Mounted vMedia. Click Add CIMC Mounted CD/DVD to add this to the
boot order.

21. Select the CIMC Mounted CD/DVD entry in the list and move it to the top of the boot order by clicking Move
Up.

Figure 141 Cisco UCS Manager - Boot Order

Boot Order
+ - Advanced Filter Export Print {}
Name Ord...~ vNIC/v... Type LUN N...  WWN SlotN... BootMN.. BootP.. Descri.
CD/DVD 1
Embedded Disk 2

CIMC Mounted CD/... 3

+ Move Up Delete

22. Click Save Changes and click OK. The boot policy is saved.

To verify the images are mounted correctly, follow these steps:

1. On the Equipment tab, select one of the servers.

2. Click Inventory > CIMC, scroll down and make sure for the mount entry #1(0OS image) and mount entry #2
(Cisco HyperFlex driver image) the status is Mounted and there are no failures.
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CS Manager
All v Equipment / Rack-Mounts |/ Servers | Server5
~ Equipment General Inventory Wirtual Machines Hybrid Display Installed Firmware SEL Logs CIMC Sessions WIF Paths Fower Contral 1

Chassis m
Maotherboard CPUs Coprocessor Cards GPUs PCI Switch Memory Adapters fBAs MNICs iSCSI vNICs
¥ Rack-Mounts

Sackage Version: 4.0(4d)C
Sackup Version : 4.0(2f)
FEX Jpdate Status : Ready
Startup Version : 4.0(4e)
Activate Status @ Ready

Enclosures

¥ Servers

» Server 1
ictual viMedia Mounts
» Server 2
» Server 3 Actual Mount Entry
» Serverd (Y Mapping Name - W2019-150 Type - CDD
Pratocol - HTTP Server 0 10.104.252.48
v Fabric Interconnects Port : B0 Filzrname : en_windows_server_2019_x64_dvd_4ch96]
¥ Fabric Interconnect A (primary) {5 Remote Path . images/ User
» Fans Status - Mounted Mount Failure Reason . None
¥ Fixexd hochia Authentication Protocol © None Rermap on Eject " No
» Ethernet Ports Actual Mount Entr
R \ctual Mount Entry 2
» PSUs Mapping Name . HX-Driver Type - HDD
w Fabric Interconnect B (subordinate) (D) . - HTTR Server - 10.104.252.48
» Fans Port - 80 Filenamea - install.img
v Fixed Module Remote Path : images/ User
» Ethernet Ports Status - Mounted Mount Failure Reason : None
» FC Ports Authentication Protocol ©: None Remap on Eject . No

Install Microsoft Windows Server 2019 OS

To install Microsoft Windows Server 2016 OS, follow these steps:

1. In the menu bar, click Servers and choose the first HyperFlex service profile.

2. Click the General tab and choose Actions > KVM Console.

‘ﬁ The KVM console will try to open in a new browser. Be aware of any pop-up blockers. Allow the
Pop-Ups and re-open the KVM.
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Figure 143 Cisco UCS Manager - Launch KVM Console

KVM Console-Select IP Address

Service Profile derived:
() 10.104.252.81 (Inband)

@ Launch Java KVM Console OK

3. Reboot the server. In the KVM console choose Server Actions and click Reset.

Figure 144 Cisco UCS Manager - Server KVM Console
A FI-6332-4 F root [ HyperFlex / rack-unit-1[HXCLUS] (Rack -1) - KV Console(Launched By: admin)

File View Macros Tools Virtual Media Help
L Boot Server X Shutdown Server % Reset

KGR rpees

4. Choose Power Cycle.

5. When the server is rebooting, remember to press any key to start the Windows installation.
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Figure 145 Cisco UCS Manager - KVM Console Server Boot
File View Macros Tools Virtual Media Help

_* shutdown Server <, Reset

KVM Console | properties

Press any key to boot from CD or DUD..._

# If you miss clicking any key, the server will display in the windows installation or an error page
displays stating no OS is installed.

6. When the Windows installation is complete, you will see some tasks running as shown in the below and the
host will reboot a few times. Allow some time for the system preparation to complete.

Figure 146 System Preparation
File View Macros Tools Virtual Media Help

4, Shutdown Server %/, Reset

KVM Console l Properties

& Admnistaator C\Windows\system 32\ omd exe

Start Installstion...
73%
[ CO00CA000000000BOBICA003A00000 BAGEINI 0000 HOGEANCOACOA000 BOLOGICO0A0A000000

7. The installation is complete when a clean command prompt with no activity is displayed as shown below.

Figure 147 Windows Server Command Prompt

B Sebect Adminstreton OO ndowvesmpedtern 1T mal e
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8. Repeat steps 1-7 on all the HX nodes in the cluster and verify the below task is running as shown in below.
The ‘HXInstallbootstraplauncherTask’ in running state is an indication of successful installation Windows OS

and system preparation.

Figure 148 Validate Windows Server Installation Completion

File View Macros Tools Virtual Media Help

_% shutdown Server “, Reset

KVM Console | properties

Administrator: C:\Windows\system32\cmd.exe - powershell

C:\Users\Administrator>

Get-ScheduledTask

Undo vMedia and Boot Policy Changes

To undo vMedia and boot policy changes, follow these steps:

1. When all the servers have booted from the remote vMedia file and begun their installation process, the
changes to the boot policy need to be quickly undone, to prevent the servers from going into a boot loop,
constantly booting from the installation ISO file. To revert the boot policy settings, follow these steps: In Cisco
UCS Manager select Servers > Polices > Root > Sub-Organizations > HX-Cluster name > VMedia polices.

changes.

Figure 149 Cisco UCS Manager - Undo vMedia and Boot Policy Changes
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Appendix B - Install Microsoft Windows Server 2016

3. Go to the boot policy by selecting Servers > Polices > Root > Sub-Organizations > HX-Cluster_name > boot
polices > Boot Policy HyperFlex-m5.

4. Select the CIMC mounted CD/DVD, click Delete and accept the changes.
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