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Executive Summary

Executive Summary
I ————————————

To keep pace with the market, you need systems that support rapid, agile development processes. Cisco
HyperFlex™ Systems let you unlock the full potential of hyper-convergence and adapt IT to the needs of your
workloads. The systems use an end-to-end software-defined infrastructure approach, combining software-
defined computing in the form of Cisco HyperFlex HX-Series Nodes, software-defined storage with the powerful
Cisco HyperFlex HX Data Platform, and software-defined networking with the Cisco UCS fabric that integrates
smoothly with Cisco® Application Centric Infrastructure (Cisco ACI™).

Together with a single point of connectivity and management, these technologies deliver a pre-integrated and
adaptable cluster with a unified pool of resources that you can quickly deploy, adapt, scale, and manage to power
efficiently your applications and your business.

This document provides an architectural reference and design guide for up to a 4400 user mixed workload on a
32-node (16 Cisco HyperFlex HXAF220C-M5SX servers plus 8 Cisco UCS C220 M5 Rack Servers and 8 B200
M5 blade servers) Cisco HyperFlex system. We provide deployment guidance and performance data for VMware
Horizon 7.6 virtual desktop sessions running Windows Server 2016 RDSH server-based Remote Desktop Server
sessions and Microsoft Windows 10 with Office 2016, highlighting provisioning via Instant-Clone, Linked-Clone
and Persistent virtual desktops on vSphere 6.5.

The solution is a pre-integrated, best-practice data center architecture built on the Cisco Unified Computing
System (Cisco UCS), the Cisco Nexus® 9000 family of switches and Cisco HyperFlex Data Platform software
version 3.5(1a.)

The solution payload is 100 percent virtualized on Cisco HyperFlex HXAF220c-M5SX hyperconverged nodes,
Cisco UCS C220 Mb rack servers and Cisco UCS B200 M5 blade servers booting via on-board Flex-Flash
controller SD cards running VMware vSphere 6.5 U2 hypervisor. The virtual desktops are configured with VMware
Horizon 7.6 which incorporates both traditional persistent and non-persistent virtual Windows 7/8/10 desktops,
hosted applications and remote desktop service (RDS) server 2008 R2, server 2012 R2 or server 2016 based
desktops. The solution provides unparalleled scale and management simplicity. VMware Horizon RDSH server
based desktop sessions (1550,) instant-clone floating assignment Windows 10 desktops (950), Composer-based
lined-clone floating assignment Windows 10 desktops (950) and full clone desktops (950) are provisioned on a
thirty-two node Cisco HyperFlex cluster. Where applicable, this document provides best practice
recommendations and sizing guidelines for customer deployment of this solution.

The solution boots 4400 RDSH virtual server and virtual desktops machines in 15 minutes or less, insuring that
users will not experience delays in accessing their virtual workspace on HyperFlex.

The solution is fully capable of supporting hardware accelerated graphic workloads. Each Cisco HyperFlex
HXAF240c M5 node and each Cisco UCS C240 M5 compute only server can support up to two NVIDIA M10 or
P40 cards and up to six NVIDIA P4 cards. The Cisco UCS B200 M5 server supports up to two NVIDIA P6 cards
for high density, high performance graphics workload support. See our Cisco Graphics White Paper for our fifth
generation servers with NVIDIA GPUs and software for details on how to integrate this capability with VMware
Horizon.

The solution provides outstanding virtual desktop end user experience as measured by the Login VSI 4.1x
Knowledge Worker workload running in benchmark mode. Average end-user response times for all tested delivery
methods is under one (1) second, representing the best performance in the industry.


https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged-infrastructure/hyperflex-hx-series/whitepaper-c11-740339.pdf
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Solution Overview
]

Introduction

A current industry trend in data center design is towards small, granularly expandable hyperconverged
infrastructures. By using virtualization along with pre-validated IT platforms, customers of all sizes have embarked
on the journey to “just in time capacity” using this new technology. The Cisco Hyper Converged Solution can be
quickly deployed, thereby increasing agility and reducing costs. Cisco HyperFlex uses best of breed storage,
server and network components to serve as the foundation for desktop virtualization workloads, enabling efficient
architectural designs that can be quickly and confidently deployed and scaled out.

Audience

The intended audience for this document includes, but is not limited to, sales engineers, field consultants,
professional services, IT managers, partner engineering, and customers deploying the Cisco HyperFlex System.
External references are provided wherever applicable, but readers are expected to be familiar with VMware
specific technologies, infrastructure concepts, networking connectivity, and security policies of the customer
installation.

Purpose of this Document

This document provides a systematic design, configuration, and implementation guide for the Cisco Validated
Design for a Cisco HyperFlex All-Flash system running four different VMware Horizon 7 workloads with Cisco UCS
6300 series Fabric Interconnects and Cisco Nexus 93000 series networking switches.

What’s New in this Release?

This is the first Cisco Validated Design with Cisco HyperFlex All-Flash system running Virtual Desktop Infrastructure
on Intel Xeon Scalable Family processor-based, fifth generation Cisco UCS HyperFlex system with these features:

e Validation of Cisco Nexus 93000 YC series with Cisco HyperFlex Support
e Support for the Cisco UCS 4.0(1b) release and Cisco HyperFlex v 3.5(1a)
e VMware vSphere 6.5 U2 Hypervisor

e VMware Horizon 7.6 Remote Desktop Sever Hosted Sessions

e VMware Horizon 7.6 Horizon Instant Clones, Linked Clones and Persistent Desktops

Enhancements for Version 3.5

Some of the new features in Version 3.5 are as follows:

e Native Disaster Recovery Enhancements— A simple to use Planned Migration workflow for Disaster
Recovery, VM migration, and resuming replication. In addition, native support for Replication, Planned
Migration and Disaster Recovery in Stretched Cluster deployments. For more information, see

Cisco HyperFlex Systems Administration Guide, Release 3.5


https://www.cisco.com/c/en/us/support/hyperconverged-systems/hyperflex-hx-data-platform-software/products-user-guide-list.html
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e HX Data Platform Installer Enhancements—New extended capabilities in hardening and reliability in the HX
Data Platform Installer.

e Cluster Expansion for Hyper-V converged nodes.
e Cluster expansion for Stretched Cluster compute-only and converged nodes.

e Integrated Hyper-V and Windows Server OS bare metal installation included as part of cluster creation
workflow.

e Networking Enhancements—Support for multi-VIC network designs and third-party NIC for HX converged
and compute-only nodes. For more information, see Cisco HyperFlex Systems — Networking Topologies

e Upgrade Enhancements—Support for orchestrated ESXi hypervisor upgrades. Combined with existing
support for HXDP and server firmware upgrades, this release provides the ability to perform seamless full
stack upgrades all orchestrated through HX Connect.

e Starting with release 3.5(1a) and later, all future upgrades can be completed in HX Connect Ul. For all future
upgrades, this functionality will take affect for all clusters on release 3.5. To upgrade to the 3.5 release from
older versions, continue to run the bootstrap script as outlined in the documentation. This new end-to-end
Ul-based upgrade capability will be utilized on all subsequent upgrades. For more information, see Cisco

HyperFlex Systems Upgrade Guide, Release 3.5

e ESXi Lockdown Mode—Support for VMware ESXi lockdown mode to increase security of an ESXi host by
limiting access allowed for the host. When enabled, the ESXi host can only be accessed through vCenter
Server or Direct Console User Interface (DCUI). For more information, Cisco HyperFlex Systems
Installation Guide, Release 3.5

e HX Edge 1T0GbE Edge Network option-—New 10GbE Edge support provides an additional fully redundant,
high speed connectivity option for HyperFlex Edge clusters. For more information, see Cisco HyperFlex
Systems Edge Deployment Guide, Release 3.5

e Cisco Container Platform (CCP) and Open Shift Platform integration (OpenShift)—Storage integration with
Kubernetes that enables dynamic (on-demand) persistent volumes from HyperFlex. This feature is
supported with OpenShift (version 3.10) and Cisco Container Platform (CCP). For more information, see

Cisco HyperFlex Systems Kubernetes Administration Guide, Release 3.5

e Artificial intelligence and machine learning (Al/ML) Workloads on HyperFlex with NVIDIA V100 GPUs—Ability
to create applications for Al/ML with NVIDIA Tesla V100 GPUs integration within HyperFlex nodes. For more

information, see Cisco HyperFlex HX-Series Spec Sheets

e Permanent License Reservation (PLR) - This feature is designed for highly secure intelligence, air-gapped
and military environments where external communication may be limited. For more information, see_Cisco

HyperFlex Systems Ordering and Licensing Guide

e DISA STIG Automation—Enhance the security posture of HyperFlex converged and compute-only nodes by
automating the implementation of the Defense Information Systems Agency‘s(DISA) recommended Security
Technical Implementation Guides (STIGs), pertaining to VMware vSphere

e Tech Support Mode —Enhance the security posture of HyperFlex converged nodes by disabling Tech
Support Mode, which disables remote access to Controller VMs over SSH.

e Multi-hypervisor support allows HyperFlex to be installed with either the VMware ESXi hypervisor, or
Microsoft Hyper-V. This document focuses on installation and support of HyperFlex with the VMware ESXi
hypervisor.


https://www.cisco.com/c/en/us/support/hyperconverged-systems/hyperflex-hx-data-platform-software/products-installation-guides-list.html
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e Installation of a Cisco HyperFlex cluster can span two physical locations, creating a stretched cluster. A
third location is required for running a witness virtual machine to prevent a “split brain” situation.

e HyperFlex clusters can be configured with logical availability zones, which subdivide the nodes into groups
and evenly distribute the data across all zones, in order to better tolerate node failures.

e  Support for 64 node clusters; up to 32 converged nodes and 32 compute-only nodes can be used per
Cluster.

e  Support for using Intel Optane based NVMe based SSDs as the caching disk in the Cisco HyperFlex all-
flash nodes.

e Support for large form factor hard drives in the HyperFlex HX240-M5SL model server for higher storage
capacity.

e Enhancements and customizations available for the HyperFlex Connect native HTML5 management GUI.

o Kubernetes support with automated storage and networking deployment via a new FlexVolume driver,
creating a fully integrated container platform.

Documentation Roadmap

For the comprehensive documentation suite, refer to the Cisco HyperFlex Systems Documentation Roadmap.

ﬂ A login is required for the Documentation Roadmap.

Cisco HX Data Platform requires specific software and hardware versions, and networking settings for successful
installation. See the Cisco HyperFlex Systems Getting Started Guide for a complete list of requirements.

For a complete list of hardware and software inter-dependencies, refer to the Cisco UCS Manager release version
of Hardware and Software Interoperability for Cisco HyperFlex HX-Series.

The data center market segment is shifting toward heavily virtualized private, hybrid and public cloud computing
models running on industry-standard systems. These environments require uniform design points that can be
repeated for ease if management and scalability.

These factors have led to the need predesigned computing, networking and storage building blocks optimized to
lower the initial design cost, simply management, and enable horizontal scalability and high levels of utilization. The
use cases include:

e Enterprise Data Center (small failure domains)

e Service Provider Data Center (small failure domains)
e Commercial Data Center

¢ Remote Office/Branch Office

e SMB Standalone Deployments

e Solution Summary

This Cisco Validated Design prescribes a defined set of hardware and software that serves as an integrated
foundation for both Horizon Microsoft Windows 10 virtual desktops and Horizon RDSH server desktop sessions
based on Microsoft Server 2016. The mixed workload solution includes Cisco HyperFlex hardware and Data

10


https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/HX_Documentation_Roadmap/HX_Series_Doc_Roadmap.html
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Platform software, Cisco Nexus® switches, the Cisco Unified Computing System (Cisco UCS®), VMware Horizon
and VMware vSphere software in a single package. The design is efficient such that the networking, computing,
and storage components occupy 18-rack units footprint in an industry standard 42U rack. Port density on the
Cisco Nexus switches and Cisco UCS Fabric Interconnects enables the networking components to accommodate
multiple HyperFlex clusters in a single Cisco UCS domain.

A key benefit of the Cisco Validated Design architecture is the ability to customize the environment to suit a
customer's requirements. A Cisco Validated Design scales easily as requirements and demand change. The unit
can be scaled both up (adding resources to a Cisco Validated Design unit) and out (adding more Cisco Validated
Design units).

The reference architecture detailed in this document highlights the resiliency, cost benefit, and ease of
deployment of a hyper-converged desktop virtualization solution. A solution capable of consuming multiple
protocols across a single interface allows for customer choice and investment protection because it truly is a wire-
once architecture.

The combination of technologies from Cisco Systems, Inc. and VMware Inc. produced a highly efficient, robust
and affordable desktop virtualization solution for a virtual desktop, hosted shared desktop or mixed deployment
supporting different use cases. Key components of the solution include the following:

e More power, same size. Cisco HX-series nodes, dual 18-core 2.3 GHz Intel Xeon (Gold 6140) Scalable
Family processors with 768GB of 2666Mhz memory with VMware Horizon support more virtual desktop
workloads than the previously released generation processors on the same hardware. The Intel Xeon Gold
6140 18-core scalable family processors used in this study provided a balance between increased per-
server capacity and cost

e Fault-tolerance with high availability built into the design. The various designs are based on multiple Cisco
HX-Series nodes, Cisco UCS rack servers and Cisco UCS blade servers for virtual desktop and
infrastructure workloads. The design provides N+1 server fault tolerance for every payload type tested

e Stress-tested to the limits during aggressive boot scenario. The 4400 user mixed hosted virtual desktop
and hosted shared desktop environment booted and registered with the Horizon 7 in under 15 minutes,
providing our customers with an extremely fast, reliable cold-start desktop virtualization system.

e Stress-tested to the limits during simulated login storms. All 4400 users logged in and started running
workloads up to steady state in 48-minutes without overwhelming the processors, exhausting memory or
exhausting the storage subsystems, providing customers with a desktop virtualization system that can easily
handle the most demanding login and startup storms.

e Ultra-condensed computing for the datacenter. The rack space required to support the initial 4400 user
system is 26 rack units, including Cisco Nexus Switching and Cisco Fabric interconnects. Incremental seat
Cisco HyperFlex clusters can be added one at a time to a total of 64 nodes.

e 100 percent virtualized This CVD presents a validated design that is 100 percent virtualized on VMware
ESXi 6.5. All of the virtual desktops, user data, profiles, and supporting infrastructure components, including
Active Directory, SQL Servers, VMware Horizon components, Horizon VDI desktops and RDSH servers were
hosted as virtual machines. This provides customers with complete flexibility for maintenance and capacity
additions because the entire system runs on the Cisco HyperFlex hyper-converged infrastructure with
stateless Cisco UCS HX-series servers. (Infrastructure VMs were hosted on two Cisco UCS C220 M4 Rack
Servers outside of the HX cluster to deliver the highest capacity and best economics for the solution.)

e (isco data center management: Cisco maintains industry leadership with the new Cisco UCS Manager
4.0(1b) software that simplifies scaling, guarantees consistency, and eases maintenance. Cisco’s ongoing
development efforts with Cisco UCS Manager, Cisco UCS Central, and Cisco UCS Director insure that

11
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customer environments are consistent locally, across Cisco UCS Domains and across the globe. Cisco UCS
software suite offers increasingly simplified operational and deployment management, and it continues to
widen the span of control for customer organizations’ subject matter experts in compute, storage and
network.

e Cisco 40G Fabric: Our 40G unified fabric story gets additional validation on 6300 Series Fabric
Interconnects as Cisco runs more challenging workload testing, while maintaining unsurpassed user
response times.

e Cisco HyperFlex Connect (HX Connect): An all-new HTML 5 based Web Ul Introduced with HyperFlex v2.5
or later is available for use as the primary management tool for Cisco HyperFlex. Through this centralized
point of control for the cluster, administrators can create volumes, monitor the data platform health, and
manage resource use. Administrators can also use this data to predict when the cluster will need to be
scaled.

e (Cisco HyperFlex storage performance: Cisco HyperFlex provides industry-leading hyper converged storage
performance that efficiently handles the most demanding 1/O bursts (for example, login storms), high write
throughput at low latency, delivers simple and flexible business continuity and helps reduce storage cost
per desktop.

e (Cisco HyperFlex agility: Cisco HyperFlex System enables users to seamlessly add, upgrade or remove
storage from the infrastructure to meet the needs of the virtual desktops.

o (isco HyperFlex vCenter integration: Cisco HyperFlex plugin for VMware vSphere provides easy-button
automation for key storage tasks such as storage provisioning and storage resize, cluster health status and
performance monitoring directly from the vCenter web client in a single pane of glass. Experienced vCenter
administrators have a near zero learning curve when HyperFlex is introduced into the environment.

e VMware Horizon 7 advantage: VMware Horizon 7 follows a new unified product architecture that supports
both hosted-shared desktops and applications (RDS) and complete virtual desktops (VDI). This new Horizon
release simplifies tasks associated with large-scale VDI management. This modular solution supports
seamless delivery of Windows apps and desktops as the number of user increase. In addition, PColP and
Blast extreme enhancements help to optimize performance and improve the user experience across a
variety of endpoint device types, from workstations to mobile devices including laptops, tablets, and
smartphones.

e Optimized for performance and scale. For hosted shared desktop sessions, the best performance was
achieved when the number of vCPUs assigned to the Horizon 7 RDSH virtual machines did not exceed the
number of hyper-threaded (logical) cores available on the server. In other words, maximum performance is
obtained when not overcommitting the CPU resources for the virtual machines running virtualized RDS
systems.

e Provisioning desktop machines made easy: VMware Horizon 7 provisions hosted virtual desktops as well as
hosted shared desktop virtual machines for this solution using a single method for both, the “Automated
floating assignment desktop pool.” “Dedicated user assigned desktop pool” for persistent desktops was
provisioned in the same Horizon 7 administrative console. Horizon 7 introduces a new provisioning
technique for non-persistent virtual desktops called “Instant-clone.” The new method greatly reduces the
amount of life-cycle spend and the maintenance windows for the guest OS.

All-Flash Versus Hybrid

The initial HyperFlex product release featured hybrid converged nodes, which use a combination of solid-state
disks (SSDs) for the short-term storage caching layer, and hard disk drives (HDDs) for the long-term storage
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capacity layer. The hybrid HyperFlex system is an excellent choice for entry-level or midrange storage solutions,
and hybrid solutions have been successfully deployed in many non-performance sensitive virtual environments.
Meanwhile, there is significant growth in deployment of highly performance sensitive and mission critical
applications. The primary challenge to the hybrid HyperFlex system from these highly performance sensitive
applications, is their increased sensitivity to high storage latency. Due to the characteristics of the spinning hard
disks, it is unavoidable that their higher latency becomes the bottleneck in the hybrid system. Ideally, if all of the
storage operations were to occur in the caching SSD layer, the hybrid system’s performance will be excellent.
However, in several scenarios, the amount of data being written and read exceeds the caching layer capacity,
placing larger loads on the HDD capacity layer, and the subsequent increases in latency will naturally result in
reduced performance.

Cisco All-Flash HyperFlex systems are an excellent option for customers with a requirement to support high
performance, latency sensitive workloads. With a purpose built, flash-optimized and high-performance log based
filesystem, the Cisco All-Flash HyperFlex system provides:

e Predictable high performance across all the virtual machines on HyperFlex All-Flash and compute-only
nodes in the cluster.

e Highly consistent and low latency, which benefits data-intensive applications and databases such as
Microsoft SQL and Oracle.

e Support for NVMe caching SSDs, offering an even higher level of performance.

e Future ready architecture that is well suited for flash-memory configuration:
—  Cluster-wide SSD pooling maximizes performance and balances SSD usage so as to spread the wear.
— A fully distributed log-structured filesystem optimizes the data path to help reduce write amplification.
— Large sequential writing reduces flash wear and increases component longevity.

— Inline space optimization, such as deduplication and compression, minimizes data operations and
reduces wear.

e [ ower operating cost with the higher density drives for increased capacity of the system.

e Cloud scale solution with easy scale-out and distributed infrastructure and the flexibility of scaling out
independent resources separately.

Cisco HyperFlex support for hybrid and all-flash models now allows customers to choose the right platform
configuration based on their capacity, applications, performance, and budget requirements. All-flash configurations
offer repeatable and sustainable high performance, especially for scenarios with a larger working set of data, in
other words, a large amount of data in motion. Hybrid configurations are a good option for customers who want
the simplicity of the Cisco HyperFlex solution, but their needs focus on capacity-sensitive solutions, lower
budgets, and fewer performance-sensitive applications.

Cisco HyperFlex Compute-Only Nodes

All current model Cisco UCS M4 and M5 generation servers, except the Cisco UCS C880 M4 and Cisco UCS
C880 Mb, may be used as compute-only nodes connected to a Cisco HyperFlex cluster, along with a limited
number of previous M3 generation servers. Any valid CPU and memory configuration is allowed in the compute-
only nodes, and the servers can be configured to boot from SAN, local disks, or internal SD cards. The following
servers may be used as compute-only nodes:

e (Cisco UCS B200 M3 Blade Server
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Cisco UCS B200 M4 Blade Server
Cisco UCS B200 Mb Blade Server
Cisco UCS B260 M4 Blade Server
Cisco UCS B420 M4 Blade Server
Cisco UCS B460 M4 Blade Server
Cisco UCS B480 Mb Blade Server
Cisco UCS C220 M3 Rack-Mount Servers
Cisco UCS C220 M4 Rack-Mount Servers
Cisco UCS C220 M5 Rack-Mount Servers
Cisco UCS C240 M3 Rack-Mount Servers
Cisco UCS C240 M4 Rack-Mount Servers
Cisco UCS C240 M5 Rack-Mount Servers
Cisco UCS C460 M4 Rack-Mount Servers

Cisco UCS C480 M5 Rack-Mount Servers

Cisco HyperFlex Data Platform Software

The Cisco HyperFlex HX Data Platform is a purpose-built, high-performance, distributed file system with a wide
array of enterprise-class data management services. The data platform’s innovations redefine distributed storage
technology, exceeding the boundaries of first-generation hyperconverged infrastructures. The data platform has
all the features expected in an enterprise shared storage system, eliminating the need to configure and maintain
complex Fibre Channel storage networks and devices. The platform simplifies operations and helps ensure data
availability. Enterprise-class storage features include the following:

Data protection creates multiple copies of the data across the cluster so that data availability is not affected
if single or multiple components fail (depending on the replication factor configured).

Stretched clusters allow nodes to be evenly split between two physical locations, keeping a duplicate copy
of all data in both locations, thereby providing protection in case of an entire site failure.

Logical availability zones provide multiple logical grouping of nodes and distributes the data across these
groups in such a way that no single group has more than one copy of the data. This enables enhanced
protection from node failures, allowing for more nodes to fail while the overall cluster remains online.

Deduplication is always on, helping reduce storage requirements in virtualization clusters in which multiple
operating system instances in guest virtual machines result in large amounts of replicated data.

Compression further reduces storage requirements, reducing costs, and the log-structured file system is
designed to store variable-sized blocks, reducing internal fragmentation.

Replication copies virtual machine level snapshots from one Cisco HyperFlex cluster to another, to facilitate
recovery from a cluster or site failure, via a failover to the secondary site of all VMs.
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e Encryption stores all data on the caching and capacity disks in an encrypted format, to prevent accidental
data loss or data theft. Key management can be done using local Cisco UCS Manager managed keys, or
third-party Key Management Systems (KMS) via the Key Management Interoperability Protocol (KMIP).

e Thin provisioning allows large volumes to be created without requiring storage to support them until the
need arises, simplifying data volume growth and making storage a “pay as you grow” proposition.

e Fast, space-efficient clones rapidly duplicate virtual storage volumes so that virtual machines can be cloned
simply through metadata operations, with actual data copied only for write operations.

e Snapshots help facilitate backup and remote-replication operations, which are needed in enterprises that
require always-on data availability.

Cisco Desktop Virtualization Solutions: Data Center

The Evolving Workplace

Today’s IT departments are facing a rapidly evolving workplace environment. The workforce is becoming
increasingly diverse and geographically dispersed, including offshore contractors, distributed call center
operations, knowledge and task workers, partners, consultants, and executives connecting from locations around
the world at all times.

This workforce is also increasingly mobile, conducting business in traditional offices, conference rooms across the
enterprise campus, home offices, on the road, in hotels, and at the local coffee shop. This workforce wants to use
a growing array of client computing and mobile devices that they can choose based on personal preference.
These trends are increasing pressure on IT to ensure protection of corporate data and prevent data leakage or
loss through any combination of user, endpoint device, and desktop access scenarios (Figure 1).

These challenges are compounded by desktop refresh cycles to accommodate aging PCs and bounded local
storage and migration to new operating systems, specifically Microsoft Windows 10 and productivity tools,
specifically Microsoft Office 2016.

Figure 1 Cisco Data Center Partner Collaboration
Unified Data Center

Cisco Collaboration
Applications
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Deployment Barriers
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Citrix VMware
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Combined Joint Partnes Solutions with
Industry Leaders

Cisco Unified

Fabric Cisco Validated Designs & Services to

Accelorate Customer Success

Validated Desi jices, Training and Support

Some of the key drivers for desktop virtualization are increased data security, the ability to expand and contract
capacity and reduced TCO through increased control and reduced management costs.
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Cisco Desktop Virtualization Focus

Cisco focuses on three key elements to deliver the best desktop virtualization data center infrastructure:
simplification, security, and scalability. The software combined with platform modularity provides a simplified,
secure, and scalable desktop virtualization platform.

Simplified
Cisco UCS and Cisco HyperFlex provide a radical new approach to industry-standard computing and provides the
core of the data center infrastructure for desktop virtualization. Among the many features and benefits of Cisco
UCS are the drastic reduction in the number of servers needed, in the number of cables used per server and the
capability to rapidly deploy or re-provision servers through Cisco UCS service profiles. With fewer servers and
cables to manage and with streamlined server and virtual desktop provisioning, operations are significantly
simplified. Thousands of desktops can be provisioned in minutes with Cisco UCS Manager service profiles and
Cisco storage partners’ storage-based cloning. This approach accelerates the time to productivity for end users,
improves business agility, and allows IT resources to be allocated to other tasks.

Cisco UCS Manager automates many mundane, error-prone data center operations such as configuration and
provisioning of server, network, and storage access infrastructure. In addition, Cisco UCS B-Series Blade Servers,
C-Series and HX-Series Rack Servers with large memory footprints enable high desktop density that helps reduce
server infrastructure requirements.

Simplification also leads to more successful desktop virtualization implementation. Cisco and its technology
partners like VMware have developed integrated, validated architectures, including predefined hyper-converged
architecture infrastructure packages such as HyperFlex. Cisco Desktop Virtualization Solutions have been tested
with VMware vSphere.

Secure

Although virtual desktops are inherently more secure than their physical predecessors, they introduce new
security challenges. Mission-critical web and application servers using a common infrastructure such as virtual
desktops are now at a higher risk for security threats. Inter-virtual machine traffic now poses an important security
consideration that IT managers need to address, especially in dynamic environments in which virtual machines,
using VMware vMotion, move across the server infrastructure.

Desktop virtualization, therefore, significantly increases the need for virtual machine-level awareness of policy and
security, especially given the dynamic and fluid nature of virtual machine mobility across an extended computing
infrastructure. The ease with which new virtual desktops can proliferate magnifies the importance of a
virtualization-aware network and security infrastructure. Cisco data center infrastructure (Cisco UCS and Cisco
Nexus Family solutions) for desktop virtualization provides strong data center, network, and desktop security, with
comprehensive security from the desktop to the hypervisor. Security is enhanced with segmentation of virtual
desktops, virtual machine-aware policies and administration, and network security across the LAN and WAN
infrastructure.

Scalable

Growth of a desktop virtualization solution is accelerating, so a solution must be able to scale, and scale
predictably, with that growth. The Cisco Desktop Virtualization Solutions support high virtual-desktop density
(desktops per server) and additional servers scale with near-linear performance. Cisco data center infrastructure
provides a flexible platform for growth and improves business agility. Cisco UCS Manager service profiles allow
on-demand desktop provisioning and make it just as easy to deploy dozens of desktops as it is to deploy
thousands of desktops.

Cisco HyperFlex servers provide near-linear performance and scale. Cisco UCS implements the patented Cisco
Extended Memory Technology to offer large memory footprints with fewer sockets (with scalability to up to 3.0
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terabyte (TB) of memory with 2- and 4-socket servers). Using unified fabric technology as a building block, Cisco
UCS server aggregate bandwidth can scale to up to 80 Gbps per server, and the northbound Cisco UCS fabric
interconnect can output 2 terabits per second (Tbps) at line rate, helping prevent desktop virtualization /O and
memory bottlenecks. Cisco UCS, with its high-performance, low-latency unified fabric-based networking
architecture, supports high volumes of virtual desktop traffic, including high-resolution video and communications
traffic. In addition, Cisco HyperFlex helps maintain data availability and optimal performance during boot and login
storms as part of the Cisco Desktop Virtualization Solutions. Recent Cisco Validated Designs based on VMware
Horizon, Cisco HyperFlex solutions have demonstrated scalability and performance, with up to 4400 hosted virtual
desktops and hosted shared desktops up and running in ~10 minutes.

Cisco UCS and Cisco Nexus data center infrastructure provides an excellent platform for growth, with transparent
scaling of server, network, and storage resources to support desktop virtualization, data center applications, and
cloud computing.

Savings and Success

The simplified, secure, scalable Cisco data center infrastructure for desktop virtualization solutions saves time and
money compared to alternative approaches. Cisco UCS enables faster payback and ongoing savings (better ROI
and lower TCO) and provides the industry’s greatest virtual desktop density per server, reducing both capital
expenditures (CapEx) and operating expenses (OpEx). The Cisco UCS architecture and Cisco Unified Fabric also
enables much lower network infrastructure costs, with fewer cables per server and fewer ports required. In
addition, storage tiering and deduplication technologies decrease storage costs, reducing desktop storage needs
by up to 50 percent.

The simplified deployment of Cisco HyperFlex for desktop virtualization accelerates the time to productivity and
enhances business agility. IT staff and end users are more productive more quickly, and the business can respond
to new opportunities quickly by deploying virtual desktops whenever and wherever they are needed. The high-
performance Cisco systems and network deliver a near-native end-user experience, allowing users to be
productive anytime and anywhere.

The key measure of desktop virtualization for any organization is its efficiency and effectiveness in both the near
term and the long term. The Cisco Desktop Virtualization Solutions are very efficient, allowing rapid deployment,
requiring fewer devices and cables, and reducing costs. The solutions are also extremely effective, providing the
services that end users need on their devices of choice while improving IT operations, control, and data security.
Success is bolstered through Cisco’s best-in-class partnerships with leaders in virtualization and through tested
and validated designs and services to help customers throughout the solution lifecycle. Long-term success is
enabled through the use of Cisco’s scalable, flexible, and secure architecture as the platform for desktop
virtualization.

The ultimate measure of desktop virtualization for any end user is a great experience. Cisco HyperFlex delivers
class-leading performance with sub-second base line response times and index average response times at full
load of just under one second.

Use Cases

e Healthcare: Mobility between desktops and terminals, compliance, and cost

e Federal government: Teleworking initiatives, business continuance, continuity of operations (COOP), and
training centers

e Financial: Retail banks reducing IT costs, insurance agents, compliance, and privacy

e Education: K-12 student access, higher education, and remote learning
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e State and local governments: IT and service consolidation across agencies and interagency security
e Retail: Branch-office IT cost reduction and remote vendors

e Manufacturing: Task and knowledge workers and offshore contractors

e Microsoft Windows 10 migration

e Graphic intense applications

e  Security and compliance initiatives

e Opening of remote and branch offices or offshore facilities

e Mergers and acquisitions

Figure 2 shows the VMware Horizon 7 on vSphere 6.5 built on Cisco UCS components and the network
connections. The reference architecture reinforces the " wire-once" strategy, because as additional storage is
added to the architecture, no re-cabling is required from the hosts to the Cisco UCS fabric interconnect.

Figure 2 VMware Horizon 7 on vSphere 6.5 Built on Cisco Unified Computing System
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Physical Topology

The Cisco HyperFlex system is composed of a pair of Cisco UCS 6200/6300 series Fabric Interconnects, along
with up to 32 HXAF-Series rack mount servers per cluster. In addition, up to 32 compute only servers can be
added per cluster. Adding Cisco UCS 5108 blade chassis allows use of Cisco UCS B200 M5 blade servers for
additional compute resources in a hybrid cluster design. Cisco UCS C240 and C220 servers can also be used for
additional compute resources. The Fabric Interconnects both connect to every HX-Series rack mount server and
both connect to every Cisco UCS 5108-blade chassis. Upstream network connections, also referred to as

“northbound” network connections are made from the Fabric Interconnects to the customer datacenter network at
the time of installation.

ﬂ For this study, we uplinked the Cisco 6332 UP Fabric Interconnects to Cisco Nexus 93180YC-FX switch-
es.

Figure 3 and Figure 4 illustrate the hyperconverged and hybrid hyperconverged, plus compute only topologies.

Figure 3 Cisco HyperFlex Standard Topology
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Figure 4 Cisco HyperFlex Hyperconverged Plus Compute Only Node Topology
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Fabric Interconnects

Fabric Interconnects (FI) are deployed in pairs, wherein the two units operate as a management cluster, while
forming two separate network fabrics, referred to as the A side and B side fabrics. Therefore, many design
elements will refer to FI A or FI B, alternatively called fabric A or fabric B. Both Fabric Interconnects are active at all
times, passing data on both network fabrics for a redundant and highly available configuration. Management
services, including Cisco UCS Manager, are provided by the two Fls but in a clustered manner, where one Fl is
the primary, and one is secondary, with a roaming clustered IP address. This primary/secondary relationship is only
for the management cluster and has no effect on data transmission.

Fabric Interconnects have the following ports, which must be connected for proper management of the Cisco
UCS domain:

e Mgmt: A 10/100/1000 Mbps port for managing the Fabric Interconnect and the Cisco UCS domain via GUI
and CLI tools. Also used by remote KVM, IPMI and Sol sessions to the managed servers within the domain.
This is typically connected to the customer management network.

e L1: Across connect port for forming the Cisco UCS management cluster. This is connected directly to the
L1 port of the paired Fabric Interconnect using a standard CAT5 or CAT6 Ethernet cable with RJ45 plugs. It
is not necessary to connect this to a switch or hub.

e [ 2: Across connect port for forming the Cisco UCS management cluster. This is connected directly to the
L2 port of the paired Fabric Interconnect using a standard CAT5 or CAT6 Ethernet cable with RJ45 plugs. It
IS NOt necessary to connect this to a switch or hub.

e Console: An RJ45 serial port for direct console access to the Fabric Interconnect. Typically used during the
initial FI setup process with the included serial to RJ45 adapter cable. This can also be plugged into a
terminal aggregator or remote console server device.
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HX-Series and C-Series Rack-Mount Servers

The HX-Series converged servers and optional Cisco UCS C-Series compute only servers are connected directly
to the Cisco UCS Fabric Interconnects in Direct Connect mode. This option enables Cisco UCS Manager to
manage the HX-Series rack-mount Servers and Cisco UCS C-Series servers using a single cable for both
management traffic and data traffic. The HXAF220C-M5SX.HXAF240C-M5SX, C240-M5 and C220 M5 servers
are configured with the Cisco VIC 1387 network interface card (NIC) installed in @ modular LAN on motherboard
(MLOM) slot, which has dual 40 Gigabit Ethernet (GbE) ports. The standard and redundant connection practice is
to connect port 1 of the VIC 1387 to a port on FI A, and port 2 of the VIC 1387 to a port on FI B (Figure 5).

ﬁ Failure to follow this cabling practice can lead to errors, discovery failures, and loss of redundant con-
nectivity.

Figure 5 HX-Series and C-Series Server Connectivity
Cisco UCS FI 6332: FI-A Cisco UCS Fl 6332: FI-B

Cisco UCS B-Series Blade Servers

Hybrid HyperFlex clusters also incorporate 1-16 Cisco UCS B200 M5 blade servers for additional compute
capacity. Like all other Cisco UCS B-series blade servers, the Cisco UCS B200 M5 must be installed within a
Cisco UCS 5108 blade chassis. The blade chassis comes populated with 1-4 power supplies, and 8 modular
cooling fans. In the rear of the chassis are two bays for installation of Cisco Fabric Extenders. The Fabric
Extenders (also commonly called 10 Modules, or IOMs) connect the chassis to the Fabric Interconnects. Internally,
the Fabric Extenders connect to the Cisco VIC 1340 card installed in each blade server across the chassis
backplane. The standard connection practice is to connect 1-4 40 GbE or 2 x 40 (native) GbE links from the left
side IOM, or IOM 1, to FI A, and to connect the same number of 40 GbE links from the right side IOM, or IOM 2, to
FI B (Figure 6). All other cabling configurations are invalid, and can lead to errors, discovery failures, and loss of
redundant connectivity.

Figure 6 Cisco UCS 5108 Chassis Connectivity
Cisco UCS Fl 6332: FI-A - Cisco UCS Fl 6332: FI-B

UCS 5108 Chassis with 1-4 Links per Fl to Fabric Extender
; Tl B e 3

Logical Network Design

The Cisco HyperFlex system has communication pathways that fall into four defined zones (Figure 6):

21



Solution Overview

e Management Zone: This zone comprises the connections needed to manage the physical hardware, the
hypervisor hosts, and the storage platform controller virtual machines (SCVM). These interfaces and IP
addresses need to be available to all staff who will administer the HX system, throughout the LAN/WAN.
This zone must provide access to Domain Name System (DNS) and Network Time Protocol (NTP) services
and allow Secure Shell (SSH) communication. In this zone are multiple physical and virtual components:

— Fabric Interconnect management ports.

— Cisco UCS external management interfaces used by the servers and blades, which answer through the
FI management ports.

—  ESXi host management interfaces.
— Storage Controller VM management interfaces.
— Aroaming HX cluster management interface.

e VM Zone: This zone comprises the connections needed to service network 10 to the guest VMs that will run
inside the HyperFlex hyperconverged system. This zone typically contains multiple VLANs that are trunked
to the Cisco UCS Fabric Interconnects via the network uplinks and tagged with 802.1Q VLAN IDs. These
interfaces and IP addresses need to be available to all staff and other computer endpoints which need to
communicate with the guest VMs in the HX system, throughout the LAN/WAN.

e Storage Zone: This zone comprises the connections used by the Cisco HX Data Platform software, ESXi
hosts, and the storage controller VMs to service the HX Distributed Data Filesystem. These interfaces and IP
addresses need to be able to communicate with each other at all times for proper operation. During normal
operation, this traffic all occurs within the Cisco UCS domain, however there are hardware failure scenarios
where this traffic would need to traverse the network northbound of the Cisco UCS domain. For that
reason, the VLAN used for HX storage traffic must be able to traverse the network uplinks from the Cisco
UCS domain, reaching FI A from FI B, and vice-versa. This zone is primarily jumbo frame traffic therefore;
jumbo frames must be enabled on the Cisco UCS uplinks. In this zone are multiple components:

— A vmkernel interface used for storage traffic for each ESXi host in the HX cluster.
— Storage Controller VM storage interfaces.
— Aroaming HX cluster storage interface.

e VMotion Zone: This zone comprises the connections used by the ESXi hosts to enable vMotion of the guest
VMSs from host to host. During normal operation, this traffic all occurs within the Cisco UCS domain,
however there are hardware failure scenarios where this traffic would need to traverse the network
northbound of the Cisco UCS domain. For that reason, the VLAN used for HX storage traffic must be able to
traverse the network uplinks from the Cisco UCS domain, reaching FI A from FI B, and vice-versa.

Figure 7 lllustrates the logical network design.
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Figure 7 Logical Network Design

. Customer LAN

Solid lines ropresent active
data paths

Dashed kines represent
standby data paths

Logical Availability Zones

Larger scale HyperFlex clusters are subject to higher failure risks, simply due to the number of nodes in the
cluster. While any individual node’s risk of failure is the same no matter how many nodes there are, with clusters
up to 64 nodes in size, there is a logically higher probability that a single node could fail, when compared to a
cluster with fewer nodes. To mitigate these risks in larger scale clusters, a HyperFlex cluster of eight nodes or
more, can be configured with a feature called Logical Availability Zones (LAZ). The Logical Availability Zones
feature groups 2 or more HyperFlex nodes together into a logically defined zone, a minimum of 3 zones are
created, and the data in the cluster is distributed in such a way that no blocks are written to the nodes within a
single zone more than once. Due to this enhanced distribution pattern of data across zones, wherein each zone
has multiple servers, clusters with LAZ enabled can typically withstand more failures than clusters that operate
without this feature enabled. The number of failures that can tolerated varies depending on the number of zones in
the cluster, and the number of servers in each of the zones. Generally speaking, multiple node failures across one
or two zones will be tolerated better, and with less risk than multiple nodes failing across three or more zones.
Note that the failure tolerance shown in the HyperFlex Connect dashboard will always present a “worst case
scenario” view, meaning that even though the dashboard may state that two failures can be tolerated, in fact two
servers could fail and the cluster can remain online, and the failure tolerance may still remain at two.

Logical availability zones should not be confused with the concept of fault domains. An example of a fault domain
would be a subset of the nodes in a single HyperFlex cluster being powered by one uninterruptable power supply
(UPS) or connected to one power distribution unit (PDU), meanwhile the remaining nodes would be connected to
another UPS or PDU. If one of the UPS’ or PDUs were to fail, then there would be a simultaneous failure of
multiple nodes. While LAZ may actually prevent the cluster from failing in this scenario, to guarantee it would
require that the zone membership be manually controlled, so that a failure of all of the servers protected by a
single UPS or PDU, would be distributed in such a way that it would not cause an outage. The LAZ feature is not
designed to be manually configured in this way, instead the zone membership is determined automatically by the
system. If a HyperFlex cluster needs to be physically split in half due to a physical limitation, such as the UPS
example above, or a distance requirement for fault tolerance, then the cluster should be built as a stretched
cluster instead of using LAZ.

Figure 8 illustrates an example of the data distribution method for clusters with Logical Availability Zones enabled,
set to replication factor 3, where each zone only contains one of the three copies of the data in the cluster. This
cluster consists of eight nodes, which the system configures into four zones.
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Figure 8 Data Distribution Method for Clusters with Logical Availability Zones Enabled
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Logical availability zones are subject to the following requirements and limitations:

Only HyperFlex clusters with 8 nodes or more can be configured with logical availability zones during the
installation process.

Logical Availability Zones can be enabled during the HyperFlex cluster installation, or it can be enabled via
the command line at a later time. It is recommended to enable this feature during installation, in order to
avoid a large migration and reorganization of data across the cluster, which would be necessary to comply
with the data distribution rules if LAZ is turned on in a cluster already containing data.

The number of zones can be manually specified as 3, 4, 5, or you can allow the installer to automatically
choose, which is the recommended setting.

The HyperFlex cluster determines which nodes participate in each zone, and this configuration cannot be
modified.

To maintain the most balanced consumption of space and data distribution, it is recommended that the
number of nodes in a cluster are whole multiples of 3, 4, 5, or 7. For example, 8 nodes would evenly divide
into 4 zones of 2 servers each, and 9 nodes would divide evenly into 3 zones of 3 servers each. Eleven
nodes would create an unbalanced number of nodes across the zones, leading to unbalanced space
consumption on the nodes.

In addition to the previous point, expansion of a cluster should be done in multiples of the number of zones,
when the cluster is operating with LAZ enabled. Expanding in such a way preserves a matched number of
nodes in each zone and prevents any unbalance of space consumption. For example, a cluster with 3
zones should be expanded by adding 3 more nodes, because adding only 1 or 2 nodes would lead to an
imbalance, as would adding 4 nodes.

The reference hardware configuration includes:

Two Cisco Nexus 93180YC-FX switches
Two Cisco UCS 6332 fabric interconnects
Sixteen Cisco HXAF C220M5 rack servers running HyperFlex data platform version 3.5.7a

Eight Cisco UCS C220 M5 rack server running HyperFlex data platform version 3.5.1a as compute-only
nodes.

Eight Cisco UCS B200 M5 blade server running HyperFlex data platform version 3.5.1a as compute-only
nodes.
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For desktop virtualization, the deployment includes VMware Horizon 7 running on VMware vSphere 6.5. The
design is intended to provide a large-scale building block for both RDSH and persistent/non-persistent desktops
with following density per thirty-node configuration:

e 1550 Horizon 7 RDSH server desktop sessions
e 950 Horizon 7 Windows 10 non-persistent instant clone virtual desktops
e 950 Horizon 7 Windows 10 non-persistent composer clone virtual desktops

e 950 Horizon 7 Windows 10 persistent full clone virtual desktops

ﬂ All of the Windows 10 virtual desktops have been provisioned with 4GB of memory for this validated de-
sign. Typically, persistent desktop users may desire more memory. If 4GB or more of memory is needed,
additional memory channels on the Cisco HXAF220c-M5S HX-Series rack server and Cisco UCS B200
M5 servers should be populated.

Data provided here will allow customers to run RDSH server sessions and VDI desktops to suit their environment.
For example, additional Cisco HX server can be deployed in compute-only manner to increase compute capacity
or additional drives can be added in existing server to improve /O capability and throughput, and special hardware
or software features can be added to introduce new features. This document guides you through the low-level
steps for deploying the base architecture, as shown in Figure 2. These procedures cover everything from physical
cabling to network, compute and storage device configurations.

Configuration Guidelines

This document provides details for configuring a fully redundant, highly available configuration for a Cisco Validated
Design for various type of Virtual Desktop workloads on Cisco HyperFlex. Configuration guidelines are provided
that refer to which redundant component is being configured with each step. For example, Cisco Nexus A or
Cisco Nexus B identifies a member in the pair of Cisco Nexus switches that are configured. Cisco UCS 6332 UP
Fabric Interconnects are similarly identified. Additionally, this document details the steps for provisioning multiple
Cisco UCS and HyperFlex hosts, and these are identified sequentially: VM-Host-Infra-01, VM-Host-Infra-02, VM-
Host-RDSH-01, VM-Host-VDI-01 and so on. Finally, to indicate that you should include information pertinent to
your environment in a given step, <text> appears as part of the command structure.
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Solution Design

This section describes the infrastructure components used in the solution outlined in this study.

Cisco Unified Computing System

Cisco UCS Manager (UCSM) provides unified, embedded management of all software and hardware components
of the Cisco Unified Computing System™ (Cisco UCS) and Cisco HyperFlex through an intuitive GUI, a command-
line interface (CLI), and an XML API. The manager provides a unified management domain with centralized
management capabilities and can control multiple chassis and thousands of virtual machines.

Cisco UCS is a next-generation data center platform that unites computing, networking, and storage access. The
platform, optimized for virtual environments, is designed using open industry-standard technologies and aims to
reduce total cost of ownership (TCO) and increase business agility. The system integrates a low-latency; lossless
40 Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture servers. It is an integrated,
scalable, multi-chassis platform in which all resources participate in a unified management domain.

Cisco Unified Computing System Components

The main components of Cisco UCS are:

e Compute: The system is based on an entirely new class of computing system that incorporates blade, rack
and hyperconverged servers based on Intel® Xeon® scalable family processors.

e Network: The system is integrated on a low-latency, lossless, 40-Gbps unified network fabric. This network
foundation consolidates LANs, SANs, and high-performance computing (HPC) networks, which are
separate networks today. The unified fabric lowers costs by reducing the number of network adapters,
switches, and cables needed, and by decreasing the power and cooling requirements.

e Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability,
performance, and operational control of virtual environments. Cisco security, policy enforcement, and
diagnostic features are now extended into virtualized environments to better support changing business and
IT requirements.

e Storage: The Cisco HyperFlex rack servers provide high performance, resilient storage using the powerful
HX Data Platform software. Customers can deploy as few as three nodes (replication factor 2/3) depending
on their fault tolerance requirements. These nodes form a HyperFlex storage and compute cluster. The
onboard storage of each node is aggregated at the cluster level and automatically shared with all of the
nodes. Storage resources are managed from the familiar VMware vCenter web client, extending the
capability of vCenter administrators.

e Management: Cisco UCS uniquely integrates all system components, enabling the entire solution to be
managed as a single entity by Cisco UCS Manager. The manager has an intuitive GUI, a CLI, and a robust
API for managing all system configuration processes and operations.
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Figure 9 Cisco HyperFlex Family Overview
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Cisco UCS and Cisco HyperFlex are designed to deliver:
e Reduced TCO and increased business agility.
e Increased IT staff productivity through just-in-time provisioning and mobility support.

e A cohesive, integrated system that unifies the technology in the data center; the system is managed,
serviced and tested as a whole.

e Scalability through a design for hundreds of discrete servers and thousands of virtual machines and the
capability to scale /O bandwidth to match demand.

e Industry standards supported by a partner ecosystem of industry leaders.

Cisco UCS Manager provides unified, embedded management of all software and hardware components of the
Cisco Unified Computing System across multiple chassis, rack servers, and thousands of virtual machines. Cisco
UCS Manager manages Cisco UCS as a single entity through an intuitive GUI, a command-line interface (CLI), or
an XML API for comprehensive access to all Cisco UCS Manager Functions.

The Cisco HyperFlex system provides a fully contained virtual server platform, with compute and memory
resources, integrated networking connectivity, a distributed high performance log-structured file system for VM
storage, and the hypervisor software for running the virtualized servers, all within a single Cisco UCS management
domain.

Figure 10 Cisco HyperFlex System Overview
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Enhancements for Version 3.5.1a
The Cisco HyperFlex system has several new capabilities and enhancements in version 3.5.1a (see Figure 11)

Figure 11 Addition of HX All-Flash Nodes in 3.5.1a
| HyperFlex Data Platform 3.5.1 |

e New All-Flash HX server models are added to the Cisco HyperFlex product family that offer all flash storage
using SSDs for persistent storage devices.

e Cisco HyperFlex now support the latest generation of Cisco UCS software, Cisco UCS Manager 4.0.(1b)
and beyond. For new All-Flash deployments, verify that Cisco UCS Manager 4.0.(1b) or later is installed.

e Support for adding external storage (iISCSI or Fibre Channel) adapters to HX nodes during HX Data Platform
software installation, which simplifies the process to connect external storage arrays to the HX domain.

e Support for adding HX nodes to an existing Cisco UCS-FI domain.

e Support for Cisco HyperFlex Sizer — A new end to end sizing tool for compute, capacity and performance.
e Multiple Hypervisors - Support for Microsoft Hyper-V in addition to already supported VMware ESXi

e Stretched cluster - for High Availability across Datacenter locations

e Kubernetes FlexVolume driver - Turnkey Kubernetes persistent storage for enterprises & foundation for
Cisco Container Platform.

e Higher Scale (32 Converged + 32 Compute-Only) and Enhanced resiliency via Logical Availability Zones
(LAZ)

e Intel Optane NVMe support for higher drive level performance and higher endurance
e Large Form Factor - HX M5 240 LFF chassis with 6TB, 8TB drives options

e Advanced Disaster Recovery workflows

e (Cisco Intersight support across hypervisor platforms

e Expanded HyperFlex Edge configuration options

e Linked mode - HyperFlex Plugin Support for vCenter’s enhanced linked mode feature
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e REST APIs - Cisco HvperFlex Systems REST APl Getting Started Guide on Cisco DevNet

e New All-Flash and Hybrid HX M5 server models are added to the Cisco HyperFlex product family

e (Cisco Smart Licensing—Support for Cisco Smart Software Manager satellite. Please refer to the_
https://www.cisco.com/c/en/us/td/docs/hyperconverged systems/HyperFlex HX DataPlatformSoftware/In
stallation VMWare ESXi/3 5/b HyperFlexSystems Installation Guide for VMware ESXi 3 5.html for
more details.

o Mb Servers

o Key release highlights:
— Same software feature set as HX 3.5.1a
—  Support for M5 servers in HyperFlex.
— Enablement for Cisco HX240c M5 and HXAF240c M5 servers:
—  Dual CPU—Intel Xeon processor scalable family
— Up to 3TB DRAM—Recommended minimum of 256 GB DRAM
—  M.2 Drive—For ESX Boot and for Storage Controller VM
- Upto 2 GPUs—M10, P40, AMD 7150 x 2
— Dedicated rear slots for caching

e Enablement for Cisco HX220c M5 and HXAF220c M5 servers:
— Dual CPU (Except Edge)—Intel Xeon processor scalable family
— Up to 3TB DRAM—Recommended minimum of 256 GB DRAM
— 8 x Data Drives (SATA/SAS)
—  M.2 Drive—For ESX Boot and for Storage Controller VM

e M4/M5 support in the same cluster.

— A mixed cluster is defined by having both M4 and M5 HX converged nodes within the same storage
cluster.

— HyperFlex Edge does not support mixed clusters.
— SED SKUs do not support mixed clusters.
e Peripherals
—  Option for 6-8 drives in HX220C-M5S and HXAF220C-M5S nodes.

—  Up to two GPUs for HX240C-M55X and HXAF240C-M5SX nodes
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Cisco UCS Fabric Interconnect

The Cisco UCS 6300 Series Fabric Interconnects are a core part of Cisco UCS, providing both network
connectivity and management capabilities for the system. The Cisco UCS 6300 Series offers line-rate, low-
latency, lossless 40 Gigabit Ethernet, FCoE, and Fibre Channel functions.

The fabric interconnects provide the management and communication backbone for the Cisco UCS B-Series
Blade Servers, Cisco UCS C-Series and HX-Series rack servers and Cisco UCS 5100 Series Blade Server
Chassis. All servers, attached to the fabric interconnects become part of a single, highly available management
domain. In addition, by supporting unified fabric, the Cisco UCS 6300 Series provides both LAN and SAN
connectivity for all blades in the domain.

For networking, the Cisco UCS 6300 Series uses a cut-through architecture, supporting deterministic, low-
latency, line-rate 40 Gigabit Ethernet on all ports, 2.56-terabit (Tb) switching capacity, and 320 Gbps of
bandwidth per chassis, independent of packet size and enabled services. The product series supports Cisco low-
latency, lossless, 40 Gigabit Ethernet unified network fabric capabilities, increasing the reliability, efficiency, and
scalability of Ethernet networks. The fabric interconnects support multiple traffic classes over a lossless Ethernet
fabric, from the blade server through the interconnect. Significant TCO savings come from an FCoE-optimized
server design in which network interface cards (NICs), host bus adapters (HBAs), cables, and switches can be
consolidated.

Figure 12 Cisco UCS 6332 Series Fabric Interconnect

Front View

Figure 13 Cisco UCS 6332-16UP Fabric Interconnect

Front View

Rear View
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Cisco HyperFlex HX-Series Nodes

Cisco HyperFlex systems are based on an end-to-end software-defined infrastructure, combining software-
defined computing in the form of Cisco Unified Computing System (Cisco UCS) servers; software-defined storage
with the powerful Cisco HX Data Platform and software-defined networking with the Cisco UCS fabric that will
integrate smoothly with Cisco Application Centric Infrastructure (Cisco ACI™). Together with a single point of
connectivity and hardware management, these technologies deliver a pre-integrated and adaptable cluster that is
ready to provide a unified pool of resources to power applications as your business needs dictate.

A Cisco HyperFlex cluster requires a minimum of three HX-Series nodes (with disk storage). Data is being
replicated across at least two of these nodes, and a third node is required for continuous operation in the event of
a single-node failure. Each node that has disk storage is equipped with at least one high-performance SSD drive

30



Solution Design

for data caching and rapid acknowledgment of write requests. Each node is also equipped with the platform’s
physical capacity of either spinning disks or enterprise-value SSDs for maximum data capacity.

Cisco UCS HXAF220c-M5S Rack Server

The HXAF220c M5 servers extend the capabilities of Cisco’s HyperFlex portfolio in a 1U form factor with the
addition of the Intel® Xeon® Processor Scalable Family, 24 DIMM slots for 2666MHz DIMMSs, up to 128GB
individual DIMM capacities and up to 3.0TB of total DRAM capacities.

This small footprint configuration of Cisco HyperFlex all-flash nodes contains one M.2 SATA SSD drive that act as
the boot drives, a single 240-GB solid-state disk (SSD) data-logging drive, a single 400-GB SSD write-log drive,
and up to eight 3.8-terabyte (TB) or 960-GB SATA SSD drives for storage capacity. A minimum of three nodes
and a maximum of sixteen nodes can be configured in one HX cluster. For detailed information, see the Cisco
HyperFlex HXAE220c-MbS specsheet.

Table 1 HXAF220c-M5SX Server Options

HXAF220c-M5SX Hardware Required

options

Processors Chose a matching pair of Intel Xeon Processor Scalable Family CPUs

Memory 192 GB to 3 TB of total memory using 16 GB, 32 GB, 64 GB, or 128 GB DDR4 2666 MHz
1.2v modules

Disk Controller Cisco 12Gbps Modular SAS HBA

SSDs Standard One 240 GB 2.5 Inch Enterprise Value 6G SATA SSD

One 400 GB 2.5 Inch Enterprise Performance 12G SAS SSD, or one 1.6 TB 2.5 Inch
Enterprise Performance NVMe SSD, or one 375 GB 2.5 Inch Optane Extreme
Performance SSD

Six to eight 3.8 TB 2.5 Inch Enterprise Value 6G SATA SSDs, or six to eight 960 GB 2.5
Inch Enterprise Value 6G SATA SSDs

SED One 240 GB 2.5 Inch Enterprise Value 6G SATA SSD
One 800 GB 2.5 Inch Enterprise Performance 12G SAS SED SSD

Six to eight 3.8 TB 2.5 Inch Enterprise Value 6G SATA SED SSDs, or six to eight 960 GB
2.5 Inch Enterprise Value 6G SATA SED SSDs, or six to eight 800 GB 2.5 Inch Enterprise
Performance 12G SAS SED SSDs

Network Cisco UCS VIC1387 VIC MLOM

Boot Device One 240 GB M.2 form factor SATA SSD

microSD Card One 32GB microSD card for local host utilities storage
Optional Cisco QSA module to convert 40 GbE QSFP+ to 10 GbE SFP+
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Figure 14 Cisco UCS HXAF220c-M5SX Rack Server Front View
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The Cisco UCS HXAF220c-M5S delivers performance, flexibility, and optimization for data centers and remote
sites. This enterprise-class server offers market-leading performance, versatility, and density without compromise
for workloads ranging from web infrastructure to distributed databases. The Cisco UCS HXAF220c-M5SX can
quickly deploy stateless physical and virtual workloads with the programmable ease of use of the Cisco UCS
Manager software and simplified server access with Cisco® Single Connect technology. Based on the Intel Xeon
scalable family processor product family, it offers up to 1.5TB of memory using 64-GB DIMMs, up to ten disk
drives, and up to 40 Gbps of I/O throughput. The Cisco UCS HXAF220c-M5Soffers exceptional levels of
performance, flexibility, and /O throughput to run your most demanding applications.

The Cisco UCS HXAF220c-M5S provides:
e Up to two multicore Intel Xeon scalable family processor for up to 56 processing cores

o 24 DIMM slots for industry-standard DDR4 memory at speeds 2666 MHz, and up to 1.5TB of total memory
when using 64-GB DIMMs

e Ten hot-pluggable SAS and SATA HDDs or SSDs

e Cisco UCS VIC 1387, a 2-port, 80 Gigabit Ethernet and FCoE-capable modular (mLOM) mezzanine
adapter
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e (Cisco FlexStorage local drive storage subsystem, with flexible boot and local storage capabilities that allow
you to install and boot Hypervisor from

e Enterprise-class pass-through RAID controller

e Fasily add, change, and remove Cisco FlexStorage modules

Cisco VIC 1387 MLOM Interface Card

The Cisco UCS Virtual Interface Card (VIC) 1387 is a dual-port Enhanced Small Form-Factor Pluggable (QSFP+)
40-Gbps Ethernet and Fibre Channel over Ethernet (FCoE)) in a modular LAN-on-motherboard (mLOM) adapter
installed in the Cisco UCS HX-Series Rack Servers (Figure 5). The mLOM slot can be used to install a Cisco VIC
without consuming a PCle slot, which provides greater /O expandability. It incorporates next-generation
converged network adapter (CNA) technology from Cisco, providing investment protection for future feature
releases. The card enables a policy-based, stateless, agile server infrastructure that can present up to 256 PCle
standards-compliant interfaces to the host that can be dynamically configured as either network interface cards
(NICs) or host bus adapters (HBAs). The personality of the card is determined dynamically at boot time using the
service profile associated with the server. The number, type (NIC or HBA), identity (MAC address and World Wide
Name [WWN]), failover policy, bandwidth, and quality-of-service (QoS) policies of the PCle interfaces are all
determined using the service profile.

Figure 16 Cisco VIC 1387 mLOM Card

———— e

Table 2 Supported Physical Connectivity

Fabric Interconnect Model 6248 6296 6332 6332-16UP

10GbE 10GbE 10GbE
Port Type 10GbE 10GbE 40GbE Breakout 40GbE Breakout onboard
M4 with VIC 1227 v v X X X X X
M4 with VIC 1387 X X v X v X X
M4 with VIC 1387 + QSA X X X X X X X
M5 with VIC 1387 X X v X v X X
M5 with VIC 1387 + QSA v v X X X X X

Cisco HyperFlex Compute Nodes

Cisco UCS B200-M5 Blade Server

For workloads that require additional computing and memory resources, but not additional storage capacity, a
compute-intensive hybrid cluster configuration is allowed. This configuration requires a minimum of three (up to
sixteen) HyperFlex converged nodes with one to sixteen Cisco UCS B200-M5 Blade Servers for additional
computing capacity. The HX-series Nodes are configured as described previously, and the Cisco UCS B200-M5
servers are equipped with boot drives. Using the Cisco UCS B200-M5 compute nodes also requires the Cisco
UCS 5108 blade server chassis, and a pair of Cisco UCS 2300/2200 series Fabric Extenders. For detailed
information, see the Cisco UCS B200 M5 Blade Server Spec Sheet.
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Figure 17 Cisco UCS B200 M5 Blade Server

Cisco VIC1340 Converged Network Adapter

The Cisco UCS Virtual Interface Card (VIC) 1340 (Figure 18) is a 2-port 40-Gbps Ethernet or dual 4 x 10-Gbps
Ethernet, Fibre Channel over Ethernet (FCoE)-capable modular LAN on motherboard (mLOM) designed
exclusively for the M4 generation of Cisco UCS B-Series Blade Servers. When used in combination with an
optional port expander, the Cisco UCS VIC 1340 capabilities is enabled for two ports of 40-Gbps Ethernet.

The Cisco UCS VIC 1340 enables a policy-based, stateless, agile server infrastructure that can present over 256
PCle standards-compliant interfaces to the host that can be dynamically configured as either network interface
cards (NICs) or host bus adapters (HBAs). In addition, the Cisco UCS VIC 1340 supports Cisco® Data Center
Virtual Machine Fabric Extender (VM-FEX) technology, which extends the Cisco UCS fabric interconnect ports to
virtual machines, simplifying server virtualization deployment and management.

Figure 18 Cisco UCS VIC 1340
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Cisco UCS 5108 Blade Chassis

The Cisco UCS 5100 Series Blade Server Chassis is a crucial building block of the Cisco Unified Computing
System, delivering a scalable and flexible blade server chassis for today’s and tomorrow’s data center while
helping reduce TCO.

The Cisco UCS 5108 Blade Server Chassis (Figure 20) is six Rack Units (6RU) high and can mount in an industry-
standard 19-inch rack. A chassis can house up to eight half-width Cisco UCS B-Series Blade Servers and can
accommodate both half-width and full-width blade form factors.

Four hot-swappable power supplies are accessible from the front of the chassis, and single-phase 2500 W AC,
2500 W -48 VDC, and 2500 W 200 - 380 VDC power supplies and chassis are available. These power supplies
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are up to 94 percent efficient and meet the requirements for the 80 Plus Platinum rating. The power subsystem
can be configured to support nonredundant, N+1 redundant, and grid-redundant configurations. The rear of the
chassis contains eight hot-swappable fans, four power connectors (one per power supply), and two 1/O bays that
can support either Cisco UCS 2000 Series Fabric Extenders or the Cisco UCS 6324 Fabric Interconnect. A
passive midplane provides up to 80 Gbps of I/O bandwidth per server slot and up to 160 Gbps of I/O bandwidth
for two slots. The chassis supports 40 Gigabit Ethernet standards with the 2304 Fabric Extender.

Features and Benefits

The Cisco UCS 5108 Blade Server Chassis revolutionizes the use and deployment of blade-based systems. By
incorporating unified fabric, integrated, embedded management, and fabric extender technology, the chassis uses
fewer physical components, has no need for independent management, and enables greater energy efficiency
than traditional blade server chassis. This simplicity eliminates the need for dedicated chassis management and
blade switches, reduces cabling, and enables Cisco UCS to scale to 20 chassis without adding complexity. The
Cisco UCS 5108 chassis is a critical component in delivering the Cisco UCS benefits of data center simplicity and
[T responsiveness.

In addition, the Cisco UCS 5108 chassis has the architectural advantage of not having to power and cool excess
switches in each chassis. With a larger power budget per blade server, Cisco can design uncompromised
expandability and capabilities in its blade servers, as evidenced by the new Cisco UCS B200 M5 and B480 Mb
Blade Servers. For more information, see the Cisco UCS 5100 Series Blade Server Chassis Data Sheet.

Cisco UCS 2304XP Fabric Extender

Cisco UCS 2304 Fabric Extender brings the unified fabric into the blade server enclosure, providing multiple 40
Gigabit Ethernet connections between blade servers and the fabric interconnect, simplifying diagnostics, cabling,
and management. It is a third-generation 1/O Module (IOM) that shares the same form factor as the second-
generation Cisco UCS 2200/2300 Series Fabric Extenders and is backward compatible with the shipping Cisco
UCS 5108 Blade Server Chassis.

The Cisco UCS 2304 connects the I/O fabric between the Cisco UCS 6300 Series Fabric Interconnects and the
Cisco UCS 5100 Series Blade Server Chassis, enabling a lossless and deterministic Fibre Channel over Ethernet
(FCoE) fabric to connect all blades and chassis together. Fabric extender is similar to a distributed line card, it
does not perform any switching and is managed as an extension of the fabric interconnects. This approach
removes switching from the chassis, reducing overall infrastructure complexity and enabling Cisco UCS to scale to
many chassis without multiplying the number of switches needed, reducing TCO and allowing all chassis to be
managed as a single, highly available management domain.

The Cisco UCS 2304 also manages the chassis environment (power supply, fans, and blades) in conjunction with
the fabric interconnect. Therefore, separate chassis management modules are not required.
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Cisco UCS 2304 Fabric Extenders fit into the back of the Cisco UCS 5100 Series chassis. Each Cisco UCS 5100
Series chassis can support up to two fabric extenders, allowing increased capacity and redundancy (Figure 21).

The Cisco UCS 2304 Fabric Extender has four 40 Gigabit Ethernet, FCoE-capable, Quad Small Form-Factor
Pluggable (QSFP+) ports that connect the blade chassis to the fabric interconnect. Each Cisco UCS 2304 can
provide one 40 Gigabit Ethernet ports connected through the midplane to each half-width slot in the chassis,
giving it a total eight 40G interfaces to the compute. Typically configured in pairs for redundancy, two fabric
extenders provide up to 320 Gbps of 1/O to the chassis.

Figure 21 Cisco UCS 2304XP Fabric Extender

Cisco UCS C220-M5 Rack Server

The Cisco UCS C220 M5 Rack Server is an enterprise-class infrastructure server in an 1RU form factor. It
incorporates the Intel Xeon processor E5-2600 v4 and v3 product family, next-generation DDR4 memory, and
12-Gbps SAS throughput, delivering significant performance and efficiency gains. Cisco UCS C220 M5 Rack
Server can be used to build a compute-intensive hybrid HX cluster, for an environment where the workloads
require additional computing and memory resources but not additional storage capacity, along with the HX-series
converged nodes. This configuration contains a minimum of three (up to eight) HX-series converged nodes with
one to eight Cisco UCS C220-M5 Rack Servers for additional computing capacity.

Flgure 22 Cisco UCS C220 M5 Rack Server
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Cisco HyperFlex HX Data Platform Administration Plug-in

The Cisco HyperFlex HX Data Platform is a purpose-built, high-performance, distributed file system with a wide
array of enterprise-class data management services. The data platform’s innovations redefine distributed storage
technology, exceeding the boundaries of first-generation hyperconverged infrastructures. The data platform has
all the features that you would expect of an enterprise shared storage system, eliminating the need to configure
and maintain complex Fibre Channel storage networks and devices. The platform simplifies operations and helps
ensure data availability. Enterprise-class storage features include the following:

e Replication replicates data across the cluster so that data availability is not affected if single or multiple
components fail (depending on the replication factor configured).

e Deduplication is always on, helping reduce storage requirements in virtualization clusters in which multiple
operating system instances in client virtual machines result in large amounts of replicated data.

e Compression further reduces storage requirements, reducing costs, and the log- structured file system is
designed to store variable-sized blocks, reducing internal fragmentation.
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e Thin provisioning allows large volumes to be created without requiring storage to support them until the
need arises, simplifying data volume growth and making storage a “pay as you grow” proposition.

e Fast, space-efficient clones rapidly replicate storage volumes so that virtual machines can be replicated
simply through metadata operations, with actual data copied only for write operations.

e Snapshots help facilitate backup and remote-replication operations: needed in enterprises that require
always-on data availability.

The Cisco HyperFlex HX Data Platform is administered through a VMware vSphere web client plug-in. Through
this centralized point of control for the cluster, administrators can create volumes, monitor the data platform health,
and manage resource use. Administrators can also use this data to predict when the cluster will need to be
scaled. For customers who prefer a lightweight web interface, there is a tech preview URL management interface
available by opening a browser to the IP address of the HX cluster interface. Additionally, there is an interface to
assist in running cli commands through a web browser.

Figure 23 HyperFlex Web Client Plug-in
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Cisco HyperFlex Connect HTML5 Management Web Page

An all-new HTML 5 based Web Ul is available for use as the primary management tool for Cisco HyperFlex.
Through this centralized point of control for the cluster, administrators can create volumes, monitor the data
platform health, and manage resource use. Administrators can also use this data to predict when the cluster will
need to be scaled. To use the HyperFlex Connect Ul, connect using a web browser to the HyperFlex cluster IP
address: http://<hx controller cluster ip>.
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For the Tech Preview Web Ul, connect to HX controller cluster IP: http://hx controller cluster ip/ui

Figure 24 HyperFlex Web GUI Preview
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Cisco HyperFlex HX Data Platform Controller
A Cisco HyperFlex HX Data Platform controller resides on each node and implements the distributed file system.

The controller runs in user space within a virtual machine and intercepts and handles all I/O from guest virtual
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machines. The platform controller VM uses the VMDirectPath |/O feature to provide PCI pass-through control of
the physical server’'s SAS disk controller. This method gives the controller VM full control of the physical disk
resources, utilizing the SSD drives as a read/write caching layer, and the HDDs as a capacity layer for distributed
storage. The controller integrates the data platform into VMware software through the use of two preinstalled
VMware ESXi vSphere Installation Bundles (VIBs):

e |0 Visor: This VIB provides a network file system (NFS) mount point so that the ESXi hypervisor can access
the virtual disks that are attached to individual virtual machines. From the hypervisor’'s perspective, it is
simply attached to a network file system.

e VMware API for Array Integration (VAAI): This storage offload API allows vSphere to request advanced file
system operations such as snapshots and cloning. The controller implements these operations through
manipulation of metadata rather than actual data copying, providing rapid response, and thus rapid
deployment of new environments.

Replication Factor

The policy for the number of duplicate copies of each storage block is chosen during cluster setup and is referred
to as the replication factor (RF).

o Replication Factor 3: For every /O write committed to the storage layer, 2 additional copies of the blocks
written will be created and stored in separate locations, for a total of 3 copies of the blocks. Blocks are
distributed in such a way as to ensure multiple copies of the blocks are not stored on the same disks, nor
on the same nodes of the cluster. This setting can tolerate simultaneous failures 2 entire nodes without
losing data and resorting to restore from backup or other recovery processes.

e Replication Factor 2: For every /O write committed to the storage layer, 1 additional copy of the blocks
written will be created and stored in separate locations, for a total of 2 copies of the blocks. Blocks are
distributed in such a way as to ensure multiple copies of the blocks are not stored on the same disks, nor
on the same nodes of the cluster. This setting can tolerate a failure 1 entire node without losing data and
resorting to restore from backup or other recovery processes.

Data Distribution

Incoming data is distributed across all nodes in the cluster to optimize performance using the caching tier (Figure
26). Effective data distribution is achieved by mapping incoming data to stripe units that are stored evenly across
all nodes, with the number of data replicas determined by the policies you set. When an application writes data,
the data is sent to the appropriate node based on the stripe unit, which includes the relevant block of information.
This data distribution approach in combination with the capability to have multiple streams writing at the same time
avoids both network and storage hot spots, delivers the same 1/O performance regardless of virtual machine
location, and gives you more flexibility in workload placement. This contrasts with other architectures that use a
data locality approach that does not fully use available networking and 1/O resources and is vulnerable to hot spots.

39



Solution Design

Figure 26 Data is Striped Across Nodes in the Cluster
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When moving a virtual machine to a new location using tools such as VMware Dynamic Resource Scheduling
(DRS), the Cisco HyperFlex HX Data Platform does not require data to be moved. This approach significantly
reduces the impact and cost of moving virtual machines among systems.

Data Operations

The data platform implements a distributed, log-structured file system that changes how it handles caching and
storage capacity depending on the node configuration.

In the all-flash-memory configuration, the data platform uses a caching layer in SSDs to accelerate write
responses, and it implements the capacity layer in SSDs. Read requests are fulfilled directly from data obtained
from the SSDs in the capacity layer. A dedicated read cache is not required to accelerate read operations.

Incoming data is striped across the number of nodes required to satisfy availability requirements—usually two or
three nodes. Based on policies you set, incoming write operations are acknowledged as persistent after they are
replicated to the SSD drives in other nodes in the cluster. This approach reduces the likelihood of data loss due to
SSD or node failures. The write operations are then de-staged to SSDs in the capacity layer in the all-flash
memory configuration for long-term storage.

The log-structured file system writes sequentially to one of two write logs (three in case of RF=3) until it is full. It
then switches to the other write log while de-staging data from the first to the capacity tier. When existing data is
(logically) overwritten, the log-structured approach simply appends a new block and updates the metadata. This
layout benefits SSD configurations in which seek operations are not time consuming. It reduces the write
amplification levels of SSDs and the total number of writes the flash media experiences due to incoming writes
and random overwrite operations of the data.

When data is de-staged to the capacity tier in each node, the data is deduplicated and compressed. This process
occurs after the write operation is acknowledged, so no performance penalty is incurred for these operations. A
small deduplication block size helps increase the deduplication rate. Compression further reduces the data
footprint. Data is then moved to the capacity tier as write cache segments are released for reuse (Figure 27).
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Figure 27 Data Write Operation Flow through the Cisco HyperFlex HX Data Platform
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Hot data sets—data that is frequently or recently read from the capacity tier—are cached in memory. All-Flash
configurations, however, do not use an SSD read cache since there is no performance benefit of such a cache;
the persistent data copy already resides on high-performance SSDs. In these configurations, a read cache
implemented with SSDs could become a bottleneck and prevent the system from using the aggregate bandwidth

of the entire set of SSDs.

Data Optimization

The Cisco HyperFlex HX Data Platform provides finely detailed inline deduplication and variable block inline
compression that is always on for objects in the cache (SSD and memory) and capacity (SSD or HDD) layers.
Unlike other solutions, which require you to turn off these features to maintain performance, the deduplication and
compression capabilities in the Cisco data platform are designed to sustain and enhance performance and
significantly reduce physical storage capacity requirements.

Data Deduplication

Data deduplication is used on all storage in the cluster, including memory and SSD drives. Based on a patent-
pending Top-K Majority algorithm, the platform uses conclusions from empirical research that show that most
data, when sliced into small data blocks, has significant deduplication potential based on a minority of the data
blocks. By fingerprinting and indexing just these frequently used blocks, high rates of deduplication can be
achieved with only a small amount of memory, which is a high-value resource in cluster nodes (Figure 28).
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Figure 28 Cisco HyperFlex HX Data Platform Optimizes Data Storage with No Performance Impact
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Inline Compression

The Cisco HyperFlex HX Data Platform uses high-performance inline compression on data sets to save storage
capacity. Although other products offer compression capabilities, many negatively affect performance. In contrast,
the Cisco data platform uses CPU-offload instructions to reduce the performance impact of compression
operations. In addition, the log-structured distributed-objects layer has no effect on modifications (write
operations) to previously compressed data. Instead, incoming modifications are compressed and written to a new
location, and the existing (old) data is marked for deletion, unless the data needs to be retained in a snapshot.

The data that is being modified does not need to be read prior to the write operation. This feature avoids typical
read-modify-write penalties and significantly improves write performance.

Log-Structured Distributed Objects

In the Cisco HyperFlex HX Data Platform, the log-structured distributed-object store layer groups and compresses
data that filters through the deduplication engine into self-addressable objects. These objects are written to disk in
a log-structured, sequential manner. All incoming I/O—including random |/O—is written sequentially to both the
caching (SSD and memory) and persistent (SSD or HDD) tiers. The objects are distributed across all nodes in the
cluster to make uniform use of storage capacity.

By using a sequential layout, the platform helps increase flash-memory endurance. Because read-modify-write
operations are not used, there is little or no performance impact of compression, snapshot operations, and cloning
on overall performance.

Data blocks are compressed into objects and sequentially laid out in fixed-size segments, which in turn are
sequentially laid out in a log-structured manner (Figure 29). Each compressed object in the log-structured
segment is uniquely addressable using a key, with each key fingerprinted and stored with a checksum to provide
high levels of data integrity. In addition, the chronological writing of objects helps the platform quickly recover from
media or node failures by rewriting only the data that came into the system after it was truncated due to a failure.

Figure 29 Cisco HyperFlex HX Data Platform Optimizes Data Storage with No Performance Impact
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Encryption

Securely encrypted storage optionally encrypts both the caching and persistent layers of the data platform.
Integrated with enterprise key management software, or with passphrase-protected keys, encrypting data at rest
helps you comply with HIPAA, PCI-DSS, FISMA, and SOX regulations. The platform itself is hardened to Federal
Information Processing Standard (FIPS) 140-1 and the encrypted drives with key management comply with the
FIPS 140-2 standard.

Data Services

The Cisco HyperFlex HX Data Platform provides a scalable implementation of space-efficient data services,
including thin provisioning, space reclamation, pointer-based snapshots, and clones—without affecting
performance.

Thin Provisioning

The platform makes efficient use of storage by eliminating the need to forecast, purchase, and install disk capacity
that may remain unused for a long time. Virtual data containers can present any amount of logical space to
applications, whereas the amount of physical storage space that is needed is determined by the data that is
written. You can expand storage on existing nodes and expand your cluster by adding more storage-intensive
nodes as your business requirements dictate, eliminating the need to purchase large amounts of storage before
you need it.

Snapshots

The Cisco HyperFlex HX Data Platform uses metadata-based, zero-copy snapshots to facilitate backup operations
and remote replication: critical capabilities in enterprises that require always-on data availability. Space-efficient
snapshots allow you to perform frequent online data backups without worrying about the consumption of physical
storage capacity. Data can be moved offline or restored from these snapshots instantaneously.

e Fast snapshot updates: When modified-data is contained in a snapshot, it is written to a new location, and
the metadata is updated, without the need for read-modify-write operations.

e Rapid snapshot deletions: You can quickly delete snapshots. The platform simply deletes a small amount of
metadata that is located on an SSD, rather than performing a long consolidation process as needed by
solutions that use a delta-disk technique.

e Highly specific snapshots: With the Cisco HyperFlex HX Data Platform, you can take snapshots on an
individual file basis. In virtual environments, these files map to drives in a virtual machine. This flexible
specificity allows you to apply different snapshot policies on different virtual machines.

Many basic backup applications, read the entire dataset, or the changed blocks since the last backup at a rate that
is usually as fast as the storage, or the operating system can handle. This can cause performance implications
since HyperFlex is built on Cisco UCS with 40GbE that could result in multiple gigabytes per second of backup
throughput. These basic backup applications, such as Windows Server Backup, should be scheduled during off-
peak hours, particularly the initial backup If the application lacks some form of change block tracking.

Full featured backup applications, such as Veeam Backup and Replication v9.5, have the ability to limit the amount
of throughput the backup application can consume which can protect latency sensitive applications during the
production hours. With the release of v9.5 update 2, Veeam is the first partner to integrate HX native

snapshots into the product. HX Native snapshots do not suffer the performance penalty of delta-disk snapshots,
and do not require heavy disk |O impacting consolidation during snapshot deletion.
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Particularly important for SQL administrators is the Veeam Explorer for SQL which can provide transaction level
recovery within the Microsoft VSS framework. The three ways Veeam Explorer for SQL Server works to restore
SQL Server databases include; from the backup restore point, from a log replay to a point in time, and from a log
replay to a specific transaction - all without taking the VM or SQL Server offline.

Fast, Space-Efficient Clones

In the Cisco HyperFlex HX Data Platform, clones are writable snapshots that can be used to rapidly provision items
such as virtual desktops and applications for test and development environments. These fast, space-efficient
clones rapidly replicate storage volumes so that virtual machines can be replicated through just metadata
operations, with actual data copying performed only for write operations. With this approach, hundreds of clones
can be created and deleted in minutes. Compared to full-copy methods, this approach can save a significant
amount of time, increase IT agility, and improve [T productivity.

Clones are deduplicated when they are created. When clones start diverging from one another, data that is
common between them is shared, with only unique data occupying new storage space. The deduplication engine
eliminates data duplicates in the diverged clones to further reduce the clone’s storage footprint.

Data Replication and Availability

In the Cisco HyperFlex HX Data Platform, the log-structured distributed-object layer replicates incoming data,
improving data availability. Based on policies that you set, data that is written to the write cache is synchronously
replicated to one or two other SSD drives located in different nodes before the write operation is acknowledged to
the application. This approach allows incoming writes to be acknowledged quickly while protecting data from SSD
or node failures. If an SSD or node fails, the replica is quickly re-created on other SSD drives or nodes using the
available copies of the data.

The log-structured distributed-object layer also replicates data that is moved from the write cache to the capacity
layer. This replicated data is likewise protected from SSD or node failures. With two replicas, or a total of three
data copies, the cluster can survive uncorrelated failures of two SSD drives or two nodes without the risk of data
loss. Uncorrelated failures are failures that occur on different physical nodes. Failures that occur on the same node
affect the same copy of data and are treated as a single failure. For example, if one disk in a node fails and
subsequently another disk on the same node fails, these correlated failures count as one failure in the system. In
this case, the cluster could withstand another uncorrelated failure on a different node. See the Cisco HyperFlex HX
Data Platform system administrator’s guide for a complete list of fault-tolerant configurations and settings.

If a problem occurs in the Cisco HyperFlex HX controller software, data requests from the applications residing in
that node are automatically routed to other controllers in the cluster. This same capability can be used to upgrade
or perform maintenance on the controller software on a rolling basis without affecting the availability of the cluster
or data. This self-healing capability is one of the reasons that the Cisco HyperFlex HX Data Platform is well suited
for production applications.

In addition, native replication transfers consistent cluster data to local or remote clusters. With native replication,
you can snapshot and store point-in-time copies of your environment in local or remote environments for backup
and disaster recovery purposes.

Data Rebalancing

A distributed file system requires a robust data rebalancing capability. In the Cisco HyperFlex HX Data Platform, no
overhead is associated with metadata access, and rebalancing is extremely efficient. Rebalancing is a non-

disruptive online process that occurs in both the caching and persistent layers, and data is moved at a fine level of
specificity to improve the use of storage capacity. The platform automatically rebalances existing data when nodes
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and drives are added or removed or when they fail. When a new node is added to the cluster, its capacity and
performance is made available to new and existing data. The rebalancing engine distributes existing data to the
new node and helps ensure that all nodes in the cluster are used uniformly from capacity and performance
perspectives. If a node fails or is removed from the cluster, the rebalancing engine rebuilds and distributes copies
of the data from the failed or removed node to available nodes in the clusters.

Online Upgrades

Cisco HyperFlex HX-Series systems and the HX Data Platform support online upgrades so that you can expand
and update your environment without business disruption. You can easily expand your physical resources; add
processing capacity; and download and install BIOS, driver, hypervisor, firmware, and Cisco UCS Manager
updates, enhancements, and bug fixes.

Cisco Nexus 93180 Switches

The Cisco Nexus 93180YC-FX Switches has 48 10/25-Gbps Small Form Pluggable Plus (SFP+) ports and 6
Quad 40/100-Gbps SFP+ (QSFP+) uplink ports. All the ports are line rate, delivering 3.6 Tbps of throughput in a
1-rack-unit (1RU) form factor. Cisco Nexus 93180-YC-FX benefits are listed below:

Specifications at-a-Glance
e 1 rack unit (1RU)

o 48 x 1/10/25-Gbps fiber ports
e 6 x40/100-Gbps QSFP28 ports
e Upto 3.6 Tbps of bandwidth

Architectural Flexibility
e [eaf-node support for Cisco ACI architecture with flexible port configuration

e Seamless convergence thanks to 48 downlink ports that can work as 1/10/25-Gbps Ethernet or FCokE
ports or as 8/16/32-Gbps Fibre Channel ports

e FEasy migration with 6 uplink ports that can be configured as 40/100-Gbps Ethernet or FCoE ports

Feature Rich

e Automated policy-based systems management with Cisco ACI
e Open APls enable third-party integration with our partners

o Better management of speed mismatch between access and uplink ports with 40 MB of shared buffer
space

e Support for Fibre Channel interfaces for back-end storage connectivity

Highly Available and Efficient Design
e High-performance, non-blocking architecture

e Fasily deployed into either a hot-aisle or a cold-aisle configuration

e Redundant, hot-swappable power supplies and fan trays
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Simplified Operations
e Automate IT work flows and shorten app deployment from weeks to minutes

Top-notch Security

e Whitelist model, policy enforcement and application security with Cisco ACI micro-segmentation

e Wire-rate MACsec encryption on all ports

Real-time Visibility and Telemetry
e Built-in Cisco Tetration sensors for rich traffic-flow telemetry and line-rate data collection

e (et actionable insights in less than 1 second

e (et visibility into everything in your data center

Investment Protection
e Flexible migration options with support for 10-Gbps and 25-Gbps access connectivity and 40-Gbps and
100-Gbps uplinks

e (isco's 40-Gbps bidirectional transceiver allows for reuse of an existing 10 Gigabit Ethernet multimode
cabling plant for 40 Gigabit Ethernet

Resources
e Cisco Nexus 9300-EX and 9300-FX Platform | eaf

e Switches for Cisco Application Centric Infrastructure Data Sheet

Figure 30 Cisco Nexus 93180YC-FX Switch

VMware vSphere 6.5

VMware provides virtualization software. VMware’s enterprise software hypervisors for servers—\VMware vSphere
ESX, vSphere ESXI, and VSphere—are bare-metal hypervisors that run directly on server hardware without
requiring an additional underlying operating system. VMware vCenter Server for vSphere provides central
management and complete control and visibility into clusters, hosts, virtual machines, storage, networking, and
other critical elements of your virtual infrastructure.

VMware vSphere 6.5 introduces many enhancements to vSphere Hypervisor, VMware virtual machines, vCenter
Server, virtual storage, and virtual networking, further extending the core capabilities of the vSphere platform.

VMware vCenter Server

e Migration Tool

e Improved appliance management
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Native high availability
Native backup and restore

There are also general improvements to vCenter Server 6.5, including the vSphere Web Client and the fully
supported HTML5-based vSphere Client.

VMware ESXi 6.5 Hypervisor

With vSphere 6.5, administrators can find significant improvement in patching, upgrading and managing
configuration of ESXi hosts through vSphere Update Manager that is enabled by default.

VMware tool and virtual hardware upgrade

Improvement in Host Profile, as well as in day to day operations
Improvement in manageability and configuration rules for Auto-Deploy
Enhanced monitoring, added option to monitor GPU usage.

Dedicated Gateways for vMkernel Network Adapter

VMware vSphere Storage 1/O Control Using Storage Policy Based Management

VMware Horizon

VMware Horizon desktop virtualization solutions built on a unified architecture so they are simple to manage and
flexible enough to meet the needs of all your organization's users. You use the same architecture and
management tools to manage public, private, and hybrid cloud deployments as you do for on premises
deployments

VMware Horizon Virtual machines and RDSH known as server-based hosted sessions: These are
applications hosted from Microsoft Windows servers to any type of device, including Windows PCs, Macs,
smartphones, and tablets. Some VMware editions include technologies that further optimize the experience
of using Windows applications on a mobile device by automatically translating native maobile-device display,
navigation, and controls to Windows applications; enhancing performance over mobile networks; and
enabling developers to optimize any custom Windows application for any mobile environment.

VMware Horizon RDSH session users also known as server-hosted desktops: These are inexpensive,
locked-down Windows virtual desktops hosted from Windows server operating systems. They are well
suited for users, such as call center employees, who perform a standard set of tasks.

Advantages of Using VMware Horizon

VMware Horizon 7 version 7.6 provides the following new features and enhancements:

Instant Clones

— A new type of desktop virtual machines that can be provisioned significantly faster than the traditional
View Composer linked clones.

— A fully functional desktop can be provisioned in two seconds or less.
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— Recreating a desktop pool with a new OS image can be accomplished in a fraction of the time it takes a
View Composer desktop pool because the parent image can be prepared well ahead of the scheduled
time of pool recreation.

— Clones are automatically rebalanced across available datastores.
— View storage accelerator is automatically enabled.

— You can use NVIDIA GRID vGPUs with instant-clone desktop pools. Configuring PColP as the display
protocol with NVIDIA GRID vGPU is a technical preview feature.

— You can select multiple vVLAN networks to create a larger instant-clone desktop pool. Only the static
port group is supported.

— You can use the internal VM debug mode to troubleshoot internal virtual machines in an instant-clone
desktop pool or in an instant-clone farm.

— Administrators can perform a restart or reset of the virtual desktops managed by the vCenter Server.

— You can perform maintenance on instant-clone virtual machines by putting the ESXi hosts into
maintenance mode. Use vSphere Web Client to put the ESXi host into maintenance mode. The ESXi
host maintenance operation automatically deletes the parent virtual machines from that ESXi host.

e VMware Blast Extreme
— VMware Blast Extreme is now fully supported on the Horizon platform.

— Connections to physical machines that have no monitors attached are supported with NVIDIA graphics
cards. This is a technical preview feature for Horizon 7 version 7.1.

— The Blast Secure Gateway includes Blast Extreme Adaptive Transport (BEAT) networking, which
dynamically adjusts to network conditions such as varying speeds and packet loss.

— Administrators can select the VMware Blast display protocol as the default or available protocol for
pools, farms, and entitlements.

— End users can select the VMware Blast display protocol when connecting to remote desktops and
applications.

—  VMware Blast Extreme features include:

=  TCP and UDP transport support
= H.264 support for the best performance across more devices
*» Reduced device power consumption for longer battery life

=  NVIDIA GRID acceleration for more graphical workloads per server, better performance, and a su-
perior remote user experience

e True SSO

— For VMware Identity Manager Integration, True SSO streamlines the end-to-end login experience. After
users log in to VMware Identity Manager using a smart card or an RSA SecurlD or RADIUS token, users
are not required to also enter Active Directory credentials in order to use a remote desktop or
application.

— Uses a short-lived Horizon virtual certificate to enable a password-free Windows login.
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— Supports using either a native Horizon Client or HTML Access.
— System health status for True SSO appears in the Horizon Administrator dashboard.

— Can be used in a single domain, in a single forest with multiple domains, and in a multiple-forest,
multiple-domain setup.

e Smart Policies

—  Control of the clipboard cut-and-paste, client drive redirection, USB redirection, and virtual printing
desktop features through defined policies.

— PColP session control through PColP profiles.

— Conditional policies based on user location, desktop tagging, pool name, and Horizon Client registry
values.

e Configure the Clipboard Memory Size for VMware Blast and PColP Sessions

Horizon administrators can configure the server clipboard memory size by setting GPOs for VMware Blast
and PColP sessions. Horizon Client 4.1 users on Windows, Linux, and Mac OS X systems can configure the
client clipboard memory size. The effective memory size is the lesser of the server and client clipboard
memory size values.

e VMware Blast Network Recovery Enhancements

Network recovery is now supported for VMware Blast sessions initiated from i0OS, Android, Mac OS X, Linux,
and Chrome OS clients. Previously, network recovery was supported only for Windows client sessions. If
you lose your network connection unexpectedly during a VMware Blast session, Horizon Client attempts to
reconnect to the network and you can continue to use your remote desktop or application. The network
recovery feature also supports IP roaming, which means you can resume your VMware Blast session after
switching to a Wik network.

e Configure Horizon Administrator to not remember the login name

Horizon administrators can configure not to display the Remember user name check box and therefore not
remember the administrator's login name.

e Allow Mac OS X Users to Save Credentials

Horizon administrators can configure Connection Server to allow Horizon Client Mac OS X systems to
remember a user's user name, password, and domain information. If users choose to have their credentials
saved, the credentials are added to the login fields in Horizon Client on subsequent connections.

e Windows 10
— Windows 10 is supported as a desktop guest operating system
— Horizon Client runs on Windows 10
— Smart card is supported on Windows 10

— The Horizon User Profile Migration tool migrates Windows 7, 8/8.1, Server 2008 R2, or Server 2012 R2
user profiles to Windows 10 user profiles.

e RDS Desktops and Hosted Apps
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—  View Composer. View Composer and linked clones provide automated and efficient management of
RDS server farms.

— Graphics Support. Existing 3D vDGA and GRID vGPU graphics solutions on VDI desktops have been
extended to RDS hosts, enabling graphics-intensive applications to run on RDS desktops and Hosted
Apps.

— Enhanced Load Balancing. A new capability provides load balancing of server farm applications based
on memory and CPU resources.

—  One-Way AD Trusts
One-way AD trust domains are now supported. This feature enables environments with limited trust
relationships between domains without requiring Horizon Connection Server to be in an external
domain.

e Cloud Pod Architecture (CPA) Enhancements

— Hosted App Support. Support for application remoting allows applications to be launched using global
entitlements across a pod federation.

—  HTML Access (Blast) Support. Users can use HTML Access to connect to remote desktops and
applications in a Cloud Pod Architecture deployment.

e Access Point Integration

— Access Point is a hardened Linux-based virtual appliance that protects virtual desktop and application
resources to allow secure remote access from the Internet. Access Point provides a new authenticating
DMZ gateway to Horizon Connection Server. Smart card support on Access Point is available as a Tech
Preview. Security server will continue to be available as an alternative configuration. For more
information, see Deployving and Configuring Access Point.

o FIPS

— Install-time FIPS mode allows customers with high security requirements to deploy Horizon 6.
e Graphics Enhancements

— AMD vDGA enables vDGA pass-through graphics for AMD graphics hardware.

— 4K resolution monitors (3840x2160) are supported.
e Horizon Administrator Enhancements

— Horizon Administrator shows additional licensing information, including license key, named user and
concurrent connection user count.

— Pool creation is streamlined by letting Horizon administrators clone existing pools.
e Horizon 7 for Linux Desktop Enhancements

— Support for managed virtual machines

— Support for smart card redirection with SSO

—  Support for Horizon Client for iOS

— Support for SLES 12 SP1
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— Support for H.264 encoder software

—  True SSO support on the RHEL/CentOS 7 desktops
True single sign-on (SSO) is now supported on RHEL 7 and CentOS desktops.

— Additional supported platforms
Support the Ubuntu 18.04, RHEL/CentOS 6.10, and RHEL/CentOS 7.5 platforms have been added.

— Instant-clone support for RHEL 7.1 and later versions
You can now create instant-clone floating desktop pool on systems with RHEL 7.1 or later installed.

Additional Features
—  Support for IPv6 with VMware Blast Extreme on security servers.

— Horizon Administrator security protection layer. See VMware Knowledge Base (KB) article 2144303 for
more information.

— Protection against inadvertent pool deletion.

— RDS per-device licensing improvements.

— Support for Intel vDGA.

—  Support for AMD Multiuser GPU Using vDGA.

—  More resilient upgrades.

— Display scaling for Windows Horizon Clients.

— DPIscaling is supported if it is set at the system level and the scaling level is greater than 100.
vSphere Support

— vSphere 6.5 U2 is supported.

Virtual Desktops

— vMotion support for vGPU-enabled virtual desktops

What are VMware RDS Hosted Sessions?

The following describes the VMware RDS Hosted Sessions:

An RDS host is a server computer that hosts applications and desktop sessions for remote access. An RDS
host can be a virtual machine or a physical server.

An RDS host has the Microsoft Remote Desktop Services role, the Microsoft Remote Desktop Session Host
service, and Horizon Agent installed. Remote Desktop Services was previously known as Terminal Services.
The Remote Desktop Session Host service allows a server to host applications and remote desktop
sessions. With Horizon Agent installed on an RDS host, users can connect to applications and desktop
sessions by using the display protocol PColP or Blast Extreme. Both protocols provide an optimized user
experience for the delivery of remote content, including images, audio and video.

The performance of an RDS host depends on many factors. For information on how to tune the
performance of different versions of Windows Server, see
http://msdn.microsoft.com/library/windows/hardware/gg463392 aspx.
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e Horizon 7 supports at most one desktop session and one application session per user on an RDS host.

e \When users submit print jobs concurrently from RDS desktops or applications that are hosted on the same
RDS host, the ThinPrint server on the RDS host processes the print requests serially rather than in parallel.
This can cause a delay for some users. Note that the print server does not wait for a print job to complete
before processing the next one. Print jobs that are sent to different printers will print in parallel.

e If a user launches an application and also an RDS desktop, and both are hosted on the same RDS host, they
share the same user profile. If the user launches an application from the desktop, conflicts may result if both
applications try to access or modify the same parts of the user profile, and one of the applications may fail
to run properly.

e The process of setting up applications or RDS desktops for remote access involves the following tasks:
e Installing Applications

— If you plan to create application pools, you must install the applications on the RDS hosts. If you want
Horizon 7 to automatically display the list of installed applications, you must install the applications so
that they are available to all users from the Start menu. You can install an application at any time before
you create the application pool. If you plan to manually specify an application, you can install the
application at any time, either before or after creating an application pool.

e Important

— When you install an application, you must install it on all the RDS hosts in a farm and in the same
location on each RDS host. If you do not, a health warning will appear on the View Administrator
dashboard. In such a situation, if you create an application pool, users might encounter an error when
they try to run the application.

— When you create an application pool, Horizon 7 automatically displays the applications that are available
to all users rather than individual users from the Start menu on all of the RDS hosts in a farm. You can
choose any applications from that list. In addition, you can manually specify an application that is not
available to all users from the Start menu. There is no limit on the number of applications that you can
install on an RDS host.

Farms, RDS Hosts, Desktop and Application Pools

With VMware Horizon, you can create desktop and application pools to give users remote access to virtual
machine-based desktops, session-based desktops, physical computers, and applications. Horizon takes
advantage of Microsoft Remote Desktop Services (RDS) and VMware PC-over-I1P (PColP) technologies to provide
high-quality remote access to users.

e RDS Hosts

— RDS hosts are server computers that have Windows Remote Desktop Services and View Agent
installed. These servers host applications and desktop sessions that users can access remotely. To use
RDS desktop pools or applications, your end users must have access to Horizon Client 3.0 or later
software.

e Desktop Pools

— There are three types of desktop pools: automated, manual, and RDS. Automated desktop pools use a
vCenter Server virtual machine template or snapshot to create a pool of identical virtual machines.
Manual desktop pools are a collection of existing vCenter Server virtual machines, physical computers,
or third-party virtual machines. In automated or manual pools, each machine is available for one user to
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access remotely at a time. RDS desktop pools are not a collection of machines, but instead, provide
users with desktop sessions on RDS hosts. Multiple users can have desktop sessions on an RDS host
simultaneously.

e Application Pools

— Application pools let you deliver applications to many users. The applications in application pools run on
a farm of RDS hosts.

e Farms

— Farms are collections of RDS hosts and facilitate the management of those hosts. Farms can have a
variable number of RDS hosts and provide a common set of applications or RDS desktops to users.
When you create an RDS desktop pool or an application pool, you must specify a farm. The RDS hosts
in the farm provide desktop and application sessions to users.

Figure 31 VMware Horizon Architectural Overview
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Architecture and Design of VMware Horizon on Cisco Unified Computing System
and Cisco HyperFlex System Design Fundamentals

There are many reasons to consider a virtual desktop solution such as an ever growing and diverse base of user
devices, complexity in management of traditional desktops, security, and even Bring Your Own Computer (BYOC)
to work programs. The first step in designing a virtual desktop solution is to understand the user community and
the type of tasks that are required to successfully execute their role. The following sample user classifications are

provided:

o Knowledge Workers today do not just work in their offices all day - they attend meetings, visit branch
offices, work from home, and even coffee shops. These anywhere workers expect access to all of their
same applications and data wherever they are.

e External Contractors are increasingly part of your everyday business. They need access to certain portions
of your applications and data, yet administrators still have little control over the devices they use and the
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locations they work from. Consequently, IT is stuck making trade-offs on the cost of providing these
workers a device vs. the security risk of allowing them access from their own devices.

Task Workers perform a set of well-defined tasks. These workers access a small set of applications and
have limited requirements from their PCs. However, since these workers are interacting with your
customers, partners, and employees, they have access to your most critical data.

Mobile Workers need access to their virtual desktop from everywhere, regardless of their ability to connect
to a network. In addition, these workers expect the ability to personalize their PCs, by installing their own
applications and storing their own data, such as photos and music, on these devices.

Shared Workstation users are often found in state-of-the-art university and business computer labs,
conference rooms or training centers. Shared workstation environments have the constant requirement to
re-provision desktops with the latest operating systems and applications as the needs of the organization
change, tops the list.

After the user classifications have been identified and the business requirements for each user classification have
been defined, it becomes essential to evaluate the types of virtual desktops that are needed based on user
requirements. There are essentially five potential desktops environments for each user:

Traditional PC: A traditional PC is what -typically|| constituted a desktop environment: physical device with a
locally installed operating system.

Hosted Shared Desktop: A hosted, server-based desktop is a desktop where the user interacts through a
delivery protocol. With hosted, server-based desktops, a single installed instance of a server operating
system, such as Microsoft Windows Server 2012 or 2016, is shared by multiple users simultaneously. Fach
user receives a desktop " session" and works in an isolated memory space. Changes made by one user
could impact the other users.

Hosted Virtual Desktop: A hosted virtual desktop is a virtual desktop running either on virtualization layer
(ESX) or on bare metal hardware. The user does not work with and sit in front of the desktop, but instead
the user interacts through a delivery protocol.

Published Applications: Published applications run entirely on the VMware RDSH Session Hosts and the user
interacts through a delivery protocol. With published applications, a single installed instance of an
application, such as Microsoft, is shared by multiple users simultaneously. Each user receives an application
"session" and works in an isolated memory space.

Streamed Applications: Streamed desktops and applications run entirely on the user’s local client device
and are sent from a server on demand. The user interacts with the application or desktop directly, but the
resources may only available while they are connected to the network.

Local Virtual Desktop: A local virtual desktop is a desktop running entirely on the user's local device and
continues to operate when disconnected from the network. In this case, the user’s local device is used as a
type 1 hypervisor and is synchronized with the data center when the device is connected to the network.

For the purposes of the validation represented in this document both Horizon Virtual Desktops and Remote
Desktop sever Hosted Sessions were validated. Each of the sections provides some fundamental design decisions
for this environment.

Understanding Applications and Data

When the desktop user groups and sub-groups have been identified, the next task is to catalog group application
and data requirements. This can be one of the most time-consuming processes in the VDI planning exercise but is
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essential for the VDI project’s success. If the applications and data are not identified and co-located, performance

will be negatively affected.

The process of analyzing the variety of application and data pairs for an organization will likely be complicated by
the inclusion cloud applications, like SalesForce.com. This application and data analysis is beyond the scope of this
Cisco Validated Design, but should not be omitted from the planning process. There are a variety of third party

tools available to assist organizations with this crucial exercise.

Project Planning and Solution Sizing Sample Questions

Now that user groups, their applications and their data requirements are understood, some key project and

solution sizing questions may be considered.

General project questions should be addressed at the outset, including:

Below is a short, non-exhaustive list of sizing questions that should be addressed for each user sub-group:

Has a VDI pilot plan been created based on the business analysis of the desktop groups, applications and

data”?

Is there infrastructure and budget in place to run the pilot program?

Are the required skill sets to execute the VDI project available? Can we hire or contract for them?

Do we have end user experience performance metrics identified for each desktop sub-group?
How will we measure success or failure?

What is the future implication of success or failure?

What is the desktop OS planned? Windows 7, Windows 8, or Windows 107

32-bit or 64-bit desktop OS?

How many virtual desktops will be deployed in the pilot? In production? All Windows 7/8/107
How much memory per target desktop group desktop?

Are there any rich media, Flash, or graphics-intensive workloads?

What is the end point graphics processing capability?

Will VMware RDSH for Remote Desktop Server Hosted Sessions used?

It RDSH is used what is the desktop OS planned? Server 2008, Server 2012 or Server 20167
How many RDSH sessions will be deployed in the pilot? In production?

What is the hypervisor for the solution?

What is the storage configuration in the existing environment?

Are there sufficient IOPS available for the write-intensive VDI workload?

Will there be storage dedicated and tuned for VDI service?

Is there a voice component to the desktop?
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e s anti-virus a part of the image”?
e s user profile management (such as non-roaming profile based) part of the solution?
e What is the fault tolerance, failover, disaster recovery plan?

e Are there additional desktop sub-group specific questions?

Desktop Virtualization Design Fundamentals

An ever growing and diverse base of user devices, complexity in management of traditional desktops, security,
and even Bring Your Own Device (BYOD) to work programs are prime reasons for moving to a virtual desktop
solution.

VMware Horizon Design Fundamentals

VMware Horizon 7 integrates Remote Desktop Server Hosted sessions users and VDI desktop virtualization
technologies into a unified architecture that enables a scalable, simple, efficient, mixed users and manageable
solution for delivering Windows applications and desktops as a service.

Users can select applications from an easy-to-use “store” that is accessible from tablets, smartphones, PCs,
Macs, and thin clients. VMware Horizon delivers a native touch-optimized experience via PColP or Blast Extreme
high-definition performance, even over mobile networks.

Horizon VDI Pool and RDSH Servers Pool

Collections of identical Virtual Machines (VMs) or physical computers are managed as a single entity called a
Desktop Pool. In this CVD, VM provisioning relies on VMware View Composer aligning with VMware Horizon View
Connection Server and vCenter Server components. Machines in these Pools are configured to run either a
Windows Server 2016 OS (for RDSH hosted shared sessions) or a Windows 10 Desktop OS (for linked clone,
instant clone and persistent VDI desktops).

ﬁ Server OS and Desktop OS Machines were configured in this CVD to support RDSH hosted shared desk-
tops and a variety of VDI hosted virtual desktops.

Figure 32 VMware Horizon Design Overview
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Flgure 33 Horizon VDI and RDSH Desktop Dellvery Based on Dlsplay Protocol (PColP/Blast/RDP)
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VMware Horizon Composer

VMware Horizon Composer is a feature in Horizon that gives administrators the ability to manage virtual machine
pools or the desktop pools that share a common virtual disk. An administrator can update the master image, then
all desktops using linked clones of that master image can also be patched. Updating the master image will patch
the cloned desktops of the users without touching their applications, data or settings.

The VMware View Composer pooled desktops solution’s infrastructure is based on software-streaming
technology. After creating and configuring the Master Image for a virtual desktop pool, a snapshot is taken of the
OS and applications that is accessible to host(s).

Figure 34 VMware Horizon Composer Overview
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VMware View Storage Accelerator

VMware View Storage Accelerator is an in-memory host caching capability that uses the content-based read
cache (CBRC) feature in ESXi hosts. CBRC provides a per-host RAM-based solution for View desktops, which
greatly reduces the number of read I/O requests that are issued to the storage layer. It also addresses boot
storms—when multiple virtual desktops are booted at the same time—which can cause a large number of read
operations. CBRC is beneficial when administrators or users load applications or data frequently. Note that CBRC
was used in all tests that were performed on the solution described here: Horizon running pooled linked-clone
desktops hosted on Cisco HyperFlex system.
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Multiple Site Configuration

If you have multiple regional sites, you can use any of the Load Balances Tools to direct the user connections to
the most appropriate site to deliver the desktops and application to users.

Figure 35 illustrating sites, shows a site created in two data centers. Having two sites globally, rather than just one,
minimizes the amount of unnecessary WAN traffic. Two Cisco blade servers host the required infrastructure
services (Domain Controllers, DNS, DHCP, Profile, SQL, VMware Horizon View Connection Servers, View
Composer server and web servers).

Figure 35 Multisite Configuration Overvie
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& Multi-Site configuration is shown as the example.

Designing a VMware Horizon Environment for Various Workload Types

With VMware Horizon 7, the method you choose to provide applications or desktops to users depends on the
types of applications and desktops you are hosting and available system resources, as well as the types of users
and user experience you want to provide.
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Server OS machines

Desktop OS machines

Remote PC Access

You want: Inexpensive server-based delivery to minimize the cost of delivering
applications to a large number of users, while providing a secure, high-definition
user experience.

Your users: Perform well-defined tasks and do not require personalization or of-
fline access to applications. Users may include task workers such as call center
operators and retail workers, or users that share workstations.

Application types: Any application. I

You want: A client-based application delivery solution that is secure, provides cen-
tralized management, and supports a large number of users per host server (or hyper-
visor), while providing users with applications that display seamlessly in high-
definition.

Your users: Are internal, external contractors, third-party collaborators, and other
provisional team members. Users do not require off-line access to hosted applica-
tions.

Application types: Applications that might not work well with other applications or
might interact with the operating system, such as .NET framework. These types of
applications are ideal for hosting on virtual machines.

Applications running on older operating systems such as Windows XP or Windows
Vista, and older architectures, such as 32-bit or 16-bit. By isolating each application
on its own virtual machine, if one machine fails, it does not impact other users.

You want: Employees with secure remote access to a physical computer without us-
ing a VPN. For example, the user may be accessing their physical desktop PC from
home or through a public WIFI hotspot. Depending upon the location, you may want to
restrict the ability to print or copy and paste outside of the desktop. This method ena-
bles BYO device support without migrating desktop images into the datacenter.

Your users: Employees or contractors that have the option to work from home, but
need access to specific software or data on their corporate desktops to perform their
jobs remotely.

Host: The same as Desktop OS machines.

Application types: Applications that are delivered from an office computer and dis-
play seamlessly in high definition on the remote user's device.
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For the Cisco Validated Design described in this document, individual configuration of Remote Desktop Server
Hosted sessions (RDSH) using RDS-based Server OS machines and Hosted Virtual Desktops (HVDs) using
Desktop OS machines via Instant-clone, Linked- clone automated pool and Full clone persistent desktops were
configured and tested. The following sections discuss design decisions relative to the VMware Horizon
deployment, including this CVD test environment.
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Deployment Hardware and Software

Products Deployed

The architecture deployed is modular. While each customer’s environment might vary in its exact configuration,
the reference architecture contained in this document once built, can easily be scaled as requirements and
demands change. This includes scaling both up (adding additional resources within existing Cisco HyperFlex
system) and out (adding additional Cisco UCS HX-series nodes).

The solution includes Cisco networking, Cisco UCS and Cisco HyperFlex hyper-converged storage, which
efficiently fits into a single data center rack, including the access layer network switches.

This validated design document details the deployment of the multiple configurations extending to 4400 users for
Horizon virtual desktop or Horizon RDSH published desktop workload respectively featuring the following software:

e VMware Horizon 7 Shared Remote Desktop Server Hosted (RDSH) sessions on Cisco HyperFlex
e VMware Horizon 7 Non-Persistent and persistent Virtual Desktops (VDI) on Cisco HyperFlex
e Microsoft Windows Server 2016 for User Profile Manager

e Microsoft Windows 2016 Server for Login VSI Management and data servers to simulate real world VDI
workload

e VMware vSphere ESXi 6.5.2 (Update 2) Hypervisor

e Windows Server 2016 for RDSH Servers & Windows 10 64-bit Operating Systems for VDI virtual machines
e Microsoft SQL Server 2016

e Cisco HyperFlex data platform v3.5(1a)

e VMware Horizon 7 Connection Server and Replica Servers for redundancy and support up to 4400 seat
scale

e VMware Horizon 7 Composer Server
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Figure 36 Detailed Reference Architecture with Physical Hardware Cabling Configured to Enable the Solution
Cisco HyperFlex and VMware Horizon 7, Full Scale Single UCS Domain Reference Architecture
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Hardware Deployed
The solution contains the following hardware as shown in Figure 36:
e Two Cisco Nexus 93180YC-FX Layer 2 Access Switches
e Two Cisco Fabric Interconnects 6332 UP

e Two Cisco UCS C220 M4 Rack servers with dual socket Intel Xeon E5-2620v4 2.1-GHz 8-core processors,
128GB RAM 2133-MHz and VIC1227 mLOM card for the hosted infrastructure with N+1 server fault
tolerance. (Not show in the diagram).

e Sixteen Cisco UCS HXAF220c-M5S Rack servers with Intel Xeon Gold 6140 scalable family 2.3-GHz 18-
core processors, 7/68GB RAM 2666-MHz and VIC1387 mLOM cards running Cisco HyperFlex data platform
v3.5(1a) for the virtual desktop workloads with N+1 server fault tolerance.
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e Fight Cisco UCS C220 M5 Rack servers with Intel Xeon Gold 6140 scalable family 2.3-GHz 18-core
processors, 7/68GB RAM 2666-MHz and VIC 1387 mLOM cards running Cisco HyperFlex data platform
v3.5(1a) for the virtual desktop workloads with N+1 server fault tolerance

e FEight Cisco UCS B200 M5 blade servers with Intel Xeon Gold 6140 scalable family 2.3-GHz 18-core
processors, 768GB RAM 2666-MHz and VIC1340 mLOM cards running Cisco HyperFlex data platform
v3.5(1a) for the virtual desktop workloads with N+1 server fault tolerance.

Software Deployed

Table 3 lists the software and firmware version used in the study.

Table 3  Software and Firmware Versions

Vendor Product Version

Cisco UCS Component Firmware 4.0(1b) bundle release
Cisco UCS Manager 4.0(1b) bundle release
Cisco UCS HXAF220c-M5S rack server 4.0(1b) bundle release
Cisco VIC 1387 4.2(2b)

Cisco UCS B200 M5 blade server 4.0(1b) bundle release
Cisco VIC 1340 4.2(2d)

Cisco HyperFlex Data Platform 3.5.7a

Cisco Cisco NENIC 2.1.2.71

Cisco Cisco fNIC 1.6.0.37

Network Cisco Nexus 9000 NX-0S 7.0(3)17(2)

VMware Horizon Connection Server 7.6.0-9823717
VMware Horizon Composer Server 7.6.0-9491669
VMware Horizon Agent 7.6.0-9539447
VMware Horizon Client 4.9.0-9539668
VMware vCenter Server Appliance 6.5.0-5973321
VMware vSphere ESXi 6.5 Update 2 6.5.2.U2-8935087

Logical Architecture

The logical architecture of this solution has designed to support up to 4400 RDSH hosted shared server desktop
users and Hosted Virtual Microsoft Windows 10 Desktops within a sixteen node Cisco UCS HXAF220c-M5S, eight
Cisco UCS C220-M5S and eight Cisco UCS B200 M5 HyperFlex cluster, which provides physical redundancy for
each workload type.
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Figure 37 Logical Architecture Design
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Table 3 lists the software revisions for this solution.

ﬂ This document is intended to allow you to fully configure your environment. In this process, various steps
require you to insert customer-specific naming conventions, IP addresses, and VLAN schemes, as well
as to record appropriate MAC addresses. Table 4 through Table 8 lists the information you need to
configure your environment.

VLANs
The VLAN configuration recommended for the environment includes a total of seven VLANs as outlined in Table 4

Table 4 Table 2 VLANs Configured in this Study

VLAN Name VLAN ID VLAN Purpose

Default 1 Native VLAN

Hx-in-Band-Mgmt 50 VLAN for in-band management interfaces
Infra-Mgmt 51 VLAN for Virtual Infrastructure
Hx-storage-data 52 VLAN for HyperFlex Storage

Hx-vmotion 53 VLAN for VMware vMotion

Vm-network 54 VLAN for VDI Traffic

OOB-Mgmt 132 VLAN for out-of-band management interfaces

ﬂ A dedicated network or subnet for physical device management is often used in datacenters. In this sce-
nario, the mgmtO interfaces of the two Fabric Interconnects would be connected to that dedicated net-
work or subnet. This is a valid configuration for HyperFlex installations with the following caveat; wherev-
er the HyperFlex installer is deployed it must have IP connectivity to the subnet of the mgmtO interfaces
of the Fabric Interconnects, and also have IP connectivity to the subnets used by the hx-inband-mgmt
VLANS listed above.

Jumbo Frames

All HyperFlex storage traffic traversing the hx-storage-data VLAN and subnet is configured to use jumbo frames,
or to be precise all communication is configured to send IP packets with a Maximum Transmission Unit (MTU) size
of 9000 bytes. Using a larger MTU value means that each IP packet sent carries a larger payload, therefore
transmitting more data per packet, and consequently sending and receiving data faster. This requirement also
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means that the Cisco UCS uplinks must be configured to pass jumbo frames. Failure to configure the Cisco UCS
uplink switches to allow jumbo frames can lead to service interruptions during some failure scenarios, particularly
when cable or port failures would cause storage traffic to traverse the northbound Cisco UCS uplink switches.

VMware Clusters

Three VMware Clusters were configured in one vCenter datacenter instance to support the solution and testing
environment:

e Infrastructure Cluster: Infrastructure VMs (vCenter, Active Directory, DNS, DHCP, SQL Server, VMware
Horizon Connection Server, VMware Horizon Replica Servers, VMware Horizon Composer Server and
HyperFlex Data Platform Installer, etc.).

e HyperFlex Cluster: VMware Horizon RDSH VMs (Windows Server 2016) or Persistent/Non-Persistent VDI
VM Pools (Windows 10 64-bit).

& HyperFlex release v3.0 or later supports 64 nodes in a single VMware cluster with 32 HXAF series
HXAF220 or HXAF240 and 32 compute-only node. For more details, refer to:

https://www.cisco.com/c/en/us/td/docs/hyperconverged systems/HyperFlex HX DataPlatformSoftwar
e/Cisco_HXDataPlatform RN 3 0.html.

e VSl Launcher Cluster: Login VSI Cluster (the Login VSI launcher infrastructure was connected using the
same set of switches and vCenter instance but was hosted on separate local storage and servers).

Figure 38 VMware vSphere Clusters on vSphere Web GUI
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ESXi Host Design

The following sections detail the design of the elements within the VMware ESXi hypervisors, system
requirements, virtual networking and the configuration of ESXi for the Cisco HyperFlex HX Distributed Data
Platform.
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Virtual Networking Design

The Cisco HyperFlex system has a pre-defined virtual network design at the ESXi hypervisor level. Four different
virtual switches are created by the HyperFlex installer, each using two uplinks, which are each serviced by a vNIC
defined in the UCS service profile. The vSwitches created are:

e vswitch-hx-inband-mgmt: This is the default vSwitchO which is renamed by the ESXi kickstart file as part of
the automated installation. The default vmkernel port, vmkO, is configured in the standard Management
Network port group. The switch has two uplinks, active on fabric A and standby on fabric B, without jumbo
frames. A second port group is created for the Storage Platform Controller VMs to connect to with their
individual management interfaces. The VLAN is not a Native VLAN as assigned to the vNIC template, and
therefore assigned in ESXi/vSphere

e vswitch-hx-storage-data: This vSwitch is created as part of the automated installation. A vmkernel port,
vmk1, is configured in the Storage Hypervisor Data Network port group, which is the interface used for
connectivity to the HX Datastores via NFS. The switch has two uplinks, active on fabric B and standby on
fabric A, with jumbo frames required. A second port group is created for the Storage Platform Controller
VMSs to connect to with their individual storage interfaces. The VLAN is not a Native VLAN as assigned to the
vNIC template, and therefore assigned in ESXi/vSphere

e vswitch-hx-vm-network: This vSwitch is created as part of the automated installation. The switch has two
uplinks, active on both fabrics A and B, and without jumbo frames. The VLAN is not a Native VLAN as
assigned to the vNIC template, and therefore assigned in ESXi/vSphere

e vmotion: This vSwitch is created as part of the automated installation. The switch has two uplinks, active on
fabric A and standby on fabric B, with jumbo frames required. The VLAN is not a Native VLAN as assigned
to the VNIC template, and therefore assigned in ESXi/vSphere

The following table and figures help give more details into the ESXi virtual networking design as built by the
HyperFlex installer:

Table 5 Table ESXi Host Virtual Switch Configuration

Virtual Switch Port Groups Active vmnic(s) Passive VLAN IDs Jumbo
vmnic(s)
vswitch-hx-inband- Management Network vmnicO vmnic4 hx-inband-mgmt no
mgmt
Storage Controller

Management Network

vswitch-hx-storage- = Storage  Controller  Data = vmnicb vmnic1 hx-storage-data yes
data Network

Storage  Hypervisor  Data

Network
vswitch-hx-vm- none vmnic2 none vm-network no
network )
vmnico
vmotion none vmnic3 vmnic?/ hx-vmotion yes
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Figure 39 ESXi Network Design
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VMDirectPath I/O Pass-through

VMDirectPath I/O allows a guest VM to directly access PCl and PCle devices in an ESXi host as though they were
physical devices belonging to the VM itself, also referred to as PCl pass-through. With the appropriate driver for
the hardware device, the guest VM sends all /O requests directly to the physical device, bypassing the hypervisor.
In the Cisco HyperFlex system, the Storage Platform Controller VMs use this feature to gain full control of the
Cisco 12Gbps SAS HBA cards in the Cisco HX-series rack-mount servers. This gives the controller VMs direct
hardware level access to the physical disks installed in the servers, which they consume to construct the Cisco HX
Distributed Filesystem. Only the disks connected directly to the Cisco SAS HBA or to a SAS extender, in turn
connected to the SAS HBA are controlled by the controller VMs. Other disks, connected to different controllers,
such as the SD cards, remain under the control of the ESXi hypervisor. The configuration of the VMDirectPath 1/0O
feature is done by the Cisco HyperFlex installer and requires no manual steps.

Storage Platform Controller Virtual Machines

A key component of the Cisco HyperFlex system is the Storage Platform Controller Virtual Machine running on
each of the nodes in the HyperFlex cluster. The controller VMs cooperate to form and coordinate the Cisco HX
Distributed Filesystem, and service all the guest VM 10 requests. The controller VMs are deployed as a vSphere
ESXi agent, which is similar in concept to that of a Linux or Windows service. ESXi agents are tied to a specific
host, they start and stop along with the ESXi hypervisor, and the system is not considered to be online and ready
until both the hypervisor and the agents have started. Each ESXi hypervisor host has a single ESXi agent deployed,
which is the controller VM for that node, and it cannot be moved or migrated to another host. The collective ESXi
agents are managed via an ESXi agency in the vSphere cluster.

The storage controller VM runs custom software and services that manage and maintain the Cisco HX Distributed
Filesystem. The services and processes that run within the controller VMs are not exposed as part of the ESXi
agents to the agency, therefore the ESXi hypervisors nor vCenter server have any direct knowledge of the storage
services provided by the controller VMs. Management and visibility into the function of the controller VMs, and the
Cisco HX Distributed Filesystem is done via a plugin installed to the vCenter server or appliance managing the
vSphere cluster. The plugin communicates directly with the controller VMs to display the information requested, or
make the configuration changes directed, all while operating within the same web-based interface of the vSphere
Web Client. The deployment of the controller VMs, agents, agency, and vCenter plugin are all done by the Cisco
HyperFlex installer and requires no manual steps.

Controller VM Locations

The physical storage location of the controller VM is similar between the Cisco HXAF220¢c-M5S and HXAF240c¢-
MB5SX model servers. The storage controller VM is operationally no different from any other typical virtual
machines in an ESXi environment. The VM must have a virtual disk with the bootable root filesystem available in a
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location separate from the SAS HBA that the VM is controlling via VMDirectPath 1/0. The configuration details of
the models are as follows:

ﬁ The Cisco UCS compute-only Nodes also place a lightweight storage controller VM on a 3.5 GB VMFS
datastore, provisioned from the M.2 SATA SSD drive.

Cisco HyperFlex Datastores

The new HyperFlex cluster has no default datastores configured for virtual machine storage, therefore the
datastores must be created using the vCenter Web Client plugin or HyperFlex Connect GUI. A minimum of two
datastores is recommended to satisfy vSphere High Availability datastore heartbeat requirements, although one of
the two datastores can be very small. It is important to recognize that all HyperFlex datastores are thinly
provisioned, meaning that their configured size can far exceed the actual space available in the HyperFlex cluster.
Alerts will be raised by the HyperFlex system in the vCenter plugin when actual space consumption results in low
amounts of free space, and alerts will be sent via auto support email alerts. Overall space consumption in the
HyperFlex clustered filesystem is optimized by the default deduplication and compression features.

Cisco HyperFlex Datastores

The new HyperFlex cluster has no default datastores configured for virtual machine storage, therefore the
datastores must be created using the vCenter Web Client plugin. A minimum of two datastores is recommended
to satisfy vSphere High Availability datastore heartbeat requirements, although one of the two datastores can be
very small. It is important to recognize that all HyperFlex datastores are thinly provisioned, meaning that their
configured size can far exceed the actual space available in the HyperFlex cluster. Alerts will be raised by the
HyperFlex system in the vCenter plugin when actual space consumption results in low amounts of free space, and
alerts will be sent via auto support email alerts. Overall space consumption in the HyperFlex clustered filesystem is
optimized by the default deduplication and compression features.

Figure 40 Datastore Example

(HEN .
| —

Myperfiex Ciustered Filesystem 1672

CPU Resource Reservations

Since the storage controller VMs provide critical functionality of the Cisco HX Distributed Data Platform, the
HyperFlex installer will configure CPU resource reservations for the controller VMs. This reservation guarantees
that the controller VMs will have CPU resources at a minimum level, in situations where the physical CPU
resources of the ESXi hypervisor host are being heavily consumed by the guest VMs. Table 6 details the CPU
resource reservation of the storage controller VMs:

Table 6  Controller VM CPU Reservations
Number of vCPU Shares Reservation Limit
8 Low 10800 MHz unlimited
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Memory Resource Reservations

Since the storage controller VMs provide critical functionality of the Cisco HX Distributed Data Platform, the
HyperFlex installer will configure memory resource reservations for the controller VMs. This reservation guarantees
that the controller VMs will have memory resources at a minimum level, in situations where the physical memory
resources of the ESXi hypervisor host are being heavily consumed by the guest VMs.

Table 7 lists the memory resource reservation of the storage controller VMs.

Table 7  Controller VM Memory Reservations

Server Model Amount of Guest Reserve All  Guest
Memory Memory
HX220c-M5S 48 GB Yes

HXAF220c-M5S
HX240c-M5SX 72 GB Yes

HXAF240c-M5SX

ﬂ The Cisco UCS compute-only Nodes have a lightweight storage controller VM; it is configured with only
1 vCPU and 512 MB of memory reservation.
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Solution Configuration
I ————————————

This section details the configuration and tuning that was performed on the individual components to produce a
complete, validated solution. Figure 41 illustrates the configuration topology for this solution.

Figure 41 Configuration Topology for Scalable VMware Horizon 7 Workload with HyperFlex
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Cisco UCS Compute Platform

The following subsections detail the physical connectivity configuration of the VMware Horizon 7 environment.

Physical Infrastructure

Solution Cabling

The information in this section is provided as a reference for cabling the physical equipment in this Cisco Validated
Design environment. To simplify cabling requirements, the tables include both local and remote device and port
locations.

The tables in this section contain the details for the prescribed and supported configuration.

This document assumes that out-of-band management ports are plugged into an existing management
infrastructure at the deployment site. These interfaces will be used in various configuration steps.

ﬂ Be sure to follow the cabling directions in this section. Failure to do so will result in necessary changes to
the deployment procedures that follow because specific port locations are mentioned.

Figure 36 shows a cabling diagram for a VMware Horizon configuration using the Cisco Nexus 9000 and Cisco
UCS Fabric Interconnect.

Table 8 Cisco Nexus 93180 A-Cabling Information

Local Device Local Port Connection Remote Device Remote
Port
Cisco Nexus 93180 A Eth1/1 10GbE Cisco Nexus 93180 B Eth1/1
Eth1/2 10GDbE Cisco Nexus 93180 B Eth1/2
Eth1/3 10GDbE Cisco Nexus 93180 B Eth1/3

70



Solution Configuration

Local Device Local Port Connection Remote Device Remote
Port
Eth1/4 10GbE Cisco Nexus 93180 B Eth1/4
Eth1/11 10GbE Launcher-FI-A Eth/29
Eth1/12 10GbE Launcher-FI-A Eth/30
Eth1/13 10GbE Launcher-FI-B Eth/29
Eth1/14 10GbE Launcher-FI-B Eth/30
MGMTO GbE GbE management switch Any
Eth1/15 10GbE Infra-host-01 Port01
Eth1/16 10GbE Infra-host-02 PortO1
Eth1/49 40GbE Cisco UCS fabric interconnect A Eth1/35
Eth1/50 40GbE Cisco UCS fabric interconnect B Eth1/35
ﬂ For devices requiring GbE connectivity, use the GbE Copper SFP+s (GLC-T=).
Table 9 Cisco Nexus 93180 B -Cabling Information
Local Device Local Port Connection Remote Device Remote
Port

Cisco Nexus 93180 B Eth1/1 10GbE Cisco Nexus 93180 A Eth1/1
Eth1/2 10GbE Cisco Nexus 93180 A Eth1/2
Eth1/3 10GbE Cisco Nexus 93180 A Eth1/3
Eth1/4 10GbE Cisco Nexus 93180 A Eth1/4
Eth1/11 10GbE Launcher-FI-A Eth/31
Eth1/12 10GbE Launcher-FI-A Eth/32
Eth1/13 10GbE Launcher-FI-B Eth/31
Eth1/14 10GbE Launcher-FI-B Eth/32
MGMTO GbE GbE management switch Any
Eth1/15 10GbE Infra-host-01 Port02
Eth1/16 10GbE Infra-host-02 Port02
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Local Device Local Port Connection Remote Device Remote
Port

Eth1/49 40GbE Cisco UCS fabric interconnect B Eth1/36
Eth1/50 40GbE Cisco UCS fabric interconnect B Eth1/36

Table 10 Cisco UCS Fabric Interconnect A Cabling Information

Local Device Local Port Connection Remote Device Remote

Port

Cisco UCS Eth1/1 40GbE Server 1 PortO1

Fabric interconnect A
Eth1/2 40GbE Server 2 Port01
Eth1/3 40GbE Server 3 Port01
Eth1/4 40GbE Server 4 Port01
Eth1/5 40GbE Server 5 Port01
Eth1/6 40GbE Server 6 Port01
Eth1/7 40GbE Server 7 Port01
Eth1/8 40GbE Server 8 PortO1
Eth1/9 40GbE Server 9 Port01
Eth1/10 40GbE Server 10 Port01
Eth1/11 40GbE Server 11 Port01
Eth1/12 40GbE Server 12 PortO1
Eth1/13 40GbE Server 13 Port01
Eth1/14 40GbE Server 14 Port01
Eth1/15 40GbE Server 15 PortO1
Eth1/16 40GbE Server 16 Port01
Eth1/17 40GbE Server 17 Port01
Eth1/18 40GbE Server 18 PortO1
Eth1/19 40GbE Server 19 Port01
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Local Device Local Port Connection Remote Device Remote
Port

Eth1/20 40GbE Server 20 PortO1
Eth1/21 40GbE Server 21 PortO1
Eth1/22 40GbE Server 22 Port01
Eth1/23 40GbE Server 23 Port01
Eth1/24 40GbE Server 24 Port0O1
Eth1/25 40GbE 5108 IOM Chassis-A IOM-A/1/1
Eth1/26 40GbE 5108 IOM Chassis-A IOM-A/1/2
Eth1/27 40GbE Cisco Nexus 93180 A Eth1/49
Eth1/28 40GbE Cisco Nexus 93180 B Eth1/49
MGMTO GbE GbE management switch Any
L1 GbE Cisco UCS fabric interconnect B L1
L2 GbE Cisco UCS fabric interconnect B L2

Table 11 Cisco UCS Fabric Interconnect B Cabling Information

Local Device Local Port Connection Remote Device Remote

Port

Cisco UCS Eth1/1 40GbE Server 1 Port02

Fabric interconnect B
Eth1/2 40GbE Server 2 Port02
Eth1/3 40GbE Server 3 Port02
Eth1/4 40GDbE Server 4 Port02
Eth1/5 40GbE Server 5 Port02
Eth1/6 40GbE Server 6 Port02
Eth1/7 40GbE Server 7 Port02
Eth1/8 40GbE Server 8 Port02
Eth1/9 40GDbE Server 9 Port02
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Local Device Local Port Connection Remote Device Remote
Port

Eth1/10 40GbE Server 10 Port02
Eth1/11 40GbE Server 11 Port02
Eth1/12 40GDbE Server 12 Port02
Eth1/13 40GbE Server 13 Port02
Eth1/14 40GbE Server 14 Port02
Eth1/15 40GbE Server 15 Port02
Eth1/16 40GDbE Server 16 Port02
Eth1/17 40GbE Server 17 Port02
Eth1/18 40GbE Server 18 Port02
Eth1/19 40GbE Server 19 Port02
Eth1/20 40GDbE Server 20 Port02
Eth1/21 40GbE Server 21 Port02
Eth1/22 40GbE Server 22 Port02
Eth1/23 40GbE Server 23 Port02
Eth1/24 40GDbE Server 24 Port02
Eth1/25 40GbE 5108 IOM Chassis-B IOM-B/1/1
Eth1/26 40GbE 5108 IOM Chassis-B IOM-B/1/2
Eth1/35 40GbE Cisco Nexus 93180 A Eth1/50
Eth1/36 40GbE Cisco Nexus 93180 B Eth1/50
MGMTO GbE GbE management switch Any
L1 GbE Cisco UCS fabric interconnect B L1
L2 GbE Cisco UCS fabric interconnect B L2
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Flgure 42 Cable Connectlwty between Cisco Nexus 93180 A and B to CISCO UCS 6332 Fabric A and B

/N

Cisco Nexus-A 93180YC-FX Cisco Nexus-B 93180YC-FX

Cisco UCS-FI-A: 6332-UP Cisco UCS-FI-B: 6332-UP

Cisco Unified Computing System Configuration

This section details the Cisco UCS configuration performed as part of the infrastructure build out by the Cisco
HyperFlex installer. Many of the configuration elements are fixed in nature, meanwhile the HyperFlex installer does
allow for some items to be specified at the time of creation, for example VLAN names and IDs, IP pools and more.
Where the elements can be manually set during the installation, those items will be noted in << >> brackets.

For more information about racking, power, and installation of the chassis is described in the install guide (see
WWW.Cisco.com/c/en/us/support/servers-unified-computing/ucs-manager/products-installation-guides-list.html)
and it is beyond the scope of this document. For more information about each step, refer to the following
documents: Cisco UCS Manager Configuration Guides - GUI and Command Line Interface (CLI) Cisco UCS
Manager - Configuration Guides - Cisco

During the HyperFlex Installation, a Cisco UCS Sub-Organization is created named “hx-cluster.” The sub-
organization is created below the root level of the Cisco UCS hierarchy, and is used to contain all policies, pools,
templates and service profiles used by HyperFlex. This arrangement allows for organizational control using Role-
Based Access Control (RBAC) and administrative locales at a later time if desired. In this way, control can be

granted to administrators of only the HyperFlex specific elements of the Cisco UCS domain, separate from control
of root level elements or elements in other sub-organizations.

Figure 43 Cisco UCS Manager Configuration: HyperFlex Sub-organization
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Deploy and Configure HyperFlex Data Platform

Prerequisites

To deploy and configure the HyperFlex Data Platform, complete the following steps:

1. Set Time Zone and NTP: From the Cisco UCS Manager, from the Admin tab, Configure TimeZone and add
NTP server. Save changes.

0600000

Bl i 2w rageet o, TioeZere Mussgensert | Timezone

i + Tine Zone Magere e

2. Configure Server Ports: Under the Equipment tab, Select Fabric A, select port to be configured as server port
to manager HyperFlex rack server through Cisco UCS Manager.
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3. Repeat this step to configure server port on Fabric B.
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~

Configure Uplink Ports: On Fabric A, Select port to be configured as uplink port for network connectivity to
north bound switch.

0000006

5. Repeat this same on Fabric B.
6. Create Port Channels: Under LAN tab, select expand LAN > LAN cloud > Fabric A. Right-click Port Channel.

7. Select Create port-channel to connect with upstream switch as per Cisco UCS best practice. For our
reference architecture, we connected a pair of Nexus 93180 switches.
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8. Enter port-channel ID number and name to be created, click Next.
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10. Click Finish.
11. Follow the previous steps to create the port-channel on Fabric B, using a different port-channel ID.
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12. Configure QoS System Classes: From the LAN tab, under the Lan Cloud node, select QoS system class and
configure the Platinum through Bronze system classes as shown in the following figure.

Set MTU to 9216 for Platinum (Storage data) and Bronze (vMotion)

a.
b. Uncheck Enable Packet drop on the Platinum class

o

Set Weight for Platinum and Gold priority class to 4 and everything else as best-effort.

d. Enable multicast for silver class.

00 00006

& Changing QoS system class configuration on 6300 series Fabric Interconnect requires reboot of Fls.

13. Verify the UCS Manager Software Version. In the Equipment tab, select Firmware Management > Installed
Firmware.

14. Check and verify both Fabric Interconnects and Cisco USC Manager are configure with Cisco UCS Manager
v4.0.1a.
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ﬂ It is recommended to let the HX Installer handle upgrading the server firmware automatically as de-
signed. This will occur once the service profiles are applied to the HX nodes during the automated de-
ployment process.

15. Optional: If you are familiar with Cisco UCS Manager or you wish to break the install into smaller pieces, you
can use the server auto firmware download to pre-stage the correct firmware on the nodes. This will speed
up the association time in the HyperFlex installer at the cost of running two separate reboot operations. This
method is not required or recommended if doing the install in one sitting.

Deploy Cisco HyperFlex Data Platform Installer VM

Download the latest installer OVA from Cisco.com. Software Download Link:

https://software.cisco.com/download/home/286305544/type/286305994/release/3.5%25281a%2529

Deploy OVA to an existing host in the environment. Use either your existing vCenter Thick Client (C#) or vSphere
Web Client to deploy OVA on ESXi host. This document outlines the procedure to deploy the OVA from the web
client.

To deploy the OVA from the web client, complete the following steps:

1. Log into vCenter web client via login to web browser with vCenter management IP address: https://<FQDN or
IP address for VC>:9443/vcenter-client

2. Select ESXi host under hosts and cluster when HyperFlex data platform installer VM to deploy.

3. Right-click ESXi host, select Deploy OVF Template.

vmware* vSphere Web Client  #=

Navigator X 10105021 | B 2 [ [0 [ | EShActions v
4 Back Getling Started | Summary | Monitor ~ Configure  Permissions VMs Datasiores Meiworks  Update Manager
iy,
J g 2] 8 e p— 10.10.60.21
-] =
- [ veszB5.vdilab-he local Hypervisor: VI are ESX, 6.5.0, 5869303
v [l VDILAB-HC ; Model Cisco Systems Inc UCSC-C220-M4S
» B HXw5 1 Frocessor Type:  Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.106Hz
[ Infra-CL = Logical Frocessors: 32
|

[ B [ Actions - 10.10.50.21 HICs: 4
[ New Virtual Machine y VilualMachines. &
] New vApp 3
ﬁb State: Connected
& ?ﬂ Deploy OVF Template... Upfime: 10 days
&
= Connection ﬁ
(i

Maintenance Mode (=
th ) E
& Power 4 O | Configuration
ﬁb Cerfificates 3 Cisco Systems Inc
Custom Attribut
a5 Storage N UCSC-C220-M4S 7 Lustom Atlrbuies
& & [] 16 cPUsx 209 GH A ==
Add Networking... Sx 2 z
[} 8 etworking AutoDeploy.Machinelde...
!

& [ s2257 M /252,033 B InstantClone Maintenance
i ] Host Profiles » 8h Resource [[] 0.008/0.008
Eb q C220M4-Infra01 vdilab-hc.local
& Export System Logs... 2 Datastore(s)

4. Follow the deployment steps to configure HyperFlex data-platform installer VM deployment.

5. Select OVA file to deploy, click Next.
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¥# Deploy OVF Template

o)

1 Select template

2 Select name and location
3 Select a resource

4 Review details

5 Select storage

6 Ready to complete

—

Select template
Select an OVF template.

Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from your computer,

such as a local hard drive, 3 network share, or a CD/DVD drive.

(JURL

)

Local file

1 file(s) selected, click Next to validate

A Use multiple selection to select all the files associated with an OVF template (.ovf, vmdk, etc.)

Next Cancel
6. Review and verify the details for OVF template to deploy, click Next.
#¢ Deploy OVF Template (71 M
1 Selectemplate Select name and location
Enter a name for the OVF and select a deployment location.
2 Selectname and location
ElEEleCtali==uti= Name |C\scoerrData—Plaﬂnrm—lnstaller—va 5.1a-31118-esx
4 Reviewdefails N —
Filter | Browse
5 Selectstorage
Select a datacenter or folder.
& Readyt complete
- () vcsaBo.vdilab-hc.local
fla VDILAB-HC
Back Next Cancel
¥ Deploy OVF Template T
i o i Review details
Werify the lemplate details.
w 2 Selectname and locaton
e e Product Cisco HyperFiex Installer
Version 2z
6 Selectstorage Vendor Ciscoing
& Selectnetworks Publisher & hypermex cisco.com (Trusted cenincate)
7 Cusemiz emplate Download size 5.0 GB
8 Ready complets ; 6.1 GB (thin provisioned)
e an disk 24.0 GB (thick provisioned)
Back Next Cancel
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7. Enter name for OVF to template deploy, select datacenter and folder location. Click Next.

Deploy OVF Tem plate

1 Source
s 1a Selectsource
~  1b Review detalls

2 Desfination

ect name and folder

2b Salecisiorage

3 Readyto complete

Select name and folder
Specify a name and location for the deployed template

Name: [HXDP| sf—

Select a folder or datacenter

[ vesad vdilab-helocal
- Ll VDILAB-HC

The folder you selectis where the entity will be located, and
will be used to apply permissions to it

The name of the entity must be unigue within 2ach vCenter
Server VM folder.

Back Next Cancel

8. Select virtual disk format, VM storage policy set to datastore default, select datastore for OVF deployment.

Click Next.

“# Deploy OVF Template 7 re
~ 1 Selecttemplate Select storage
Select location to store the files for the deployed template
~ 2 Selectname and location
D SRR Selectvirlual disk format. | Thick provision lazy zeroed [-])
R e L VI storage policy: [ None =)
5 Select sK
[ Show datastoras fram Storage DR clusters ©
6 Select networks ‘ N
| Firter |
7 Customize template
[ Datastores | Datastore Clusters |
2 Ready to complete
[C] [ («a Filter -~
Name Status VM storage palicy Capasity Free
(=) B C220M4-InfraDS02 © Normal VM Encryption Po..  1.74 TB 936.49 GB
() B3 datastore (7) © Normal WM Encryption Po... 10325 GB 76.33 GB
< v
jects opy -
2 Object: c
Back Hext Cancel

9. Select Network adapter destination port-group.
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¥ Deploy OVF Template

L2

g

~

~

v

~

1 Select template Select networks

Select a destination network for each source network

2 select name and location
3 Select a resource

Source Network
4 Review details WM Metwork
5 Select storage
6 Select networks

7 Customize template

8 Ready to complete

Description - VM Network

Destination Network

IBMamt -

Please ensure this VM network is on the same management network of host. The installer VM must be able to communicate with hosi

IP Allocation Settings

IP protocol: 1Pv4

IP allocation: Static - Manual @

Back Next Cancel

10. Fill out the parameters requested for hostname, gateway, DNS, IP address, and netmask. Alternatively, leave
all blank for a DHCP assigned address.

.S

Provide a single DNS server only. Inputting multiple DNS servers will cause queries to fail. You must con-
nect to vCenter to deploy the OVA file and provide the IP address properties. Deploying directly from an
ESXi host will not allow you to set these values correctly.

¥4 Deploy OVF Template 2 b
+ 1 Select template Customize template
Customize the deployment properties of this software solution
' 2 Select name and location
« 3 Selectaresource © Al properties have valid values Show nesxt Collapse all
~ 4 Review details .
« Metworking Properties 5 setftings
~ 5 Select storage . P . ; "
DNS The domain name servers for this VM (comma separated). Leave blank if DHCP is desired.
~ 6 Select networks 10.10.51.21,10.10.51.22
T Customize template
Default Gateway The default gateway address for this VM. Leave blank if DHCP is desired.
8 Ready to complete
1010511
NTP MTP servers for this VM (comma separated) to synctime.
10.10.50.2,10.10.50.3
Metwark 1 1P Address The IP address for this interface. Leave blank if DHCP is desired
10105119
Network 1 Netmask The netmask or prefix for this interface. Leave blank if DHCP is desired
255255 2550
Back Next Cancel

If you have internal firewall rules between these networks, please contact TAC for assistance.

If required, an additional network adapter can be added to the HyperFlex Platform Installer VM after OVF
deployment is completed successfully. For example, in case of a separate Inband and Out-Of-Mgmt
network, see the screenshot below:
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1 Cisco-HX Data-Platfornm - Installer v3.5.1a-31111-esx - Edit Settings S

| wirtual Hardware | WM Options SDRS Rules | wapp Options |

» @ CPU [ = | -] -
» EEEE Mermory | 4096 |v|| MB | -1
» Lo Hard disk 1 = =] [ eB =]
- SCSs! controller O L=l Logic Parallel
»> Metwork adapter 1 | IBMgmt | - | 1 connected
3 Metwork adapter 2 | OOB-fMamt | = | B connected
» (@ COVDVD drive 1 | Slient Device |~
[ video card =

Lok VMCI device

Other Devices

LA B A J

Upgrade [ Schedule WM Compatibility Upgrade...

Mew device: Select ——

Compatibility: ESXi 5.5 and later (Wi version 10} O Cancel

11. Review settings selected part of the OVF deployment, click the checkbox for Power on after deployment. Click
Finish.

7@ Deploy OVF Template T
1 SelectEmplae Ready o compiete
Rewew configuration data.
+/ 2 Selectname and locason
o O ST MName Cisco-HX-Data-Platform-Insialervl. 5.1a-31118-e5x
W 4 Rewswdeniis Source VM name Clsco-HX-Data-Platform-nstallervd 5 13-31118-25x
= B Sssctatongs Download size 5068
~ & Selectnetworks Size on disk 24.0 GB
" T Customize template Catacenter VDILAB-HC
] & Reacywocompies | Resource 10.10.50.22

-

Storage mapping

-

Metwork mapping

P allocation settings

Properties

1

1

IPv4, Static - Manua
DNS = 10.10.51.21,10.10 51,22
NTF =10.10.50.2,10.10.50.3
Search domains

ateway = 100100
1 1P Address = 1

Back

Finish Cancel

.3

The default credentials for the HyperFlex installer VM are: user name: root password: Cisco123

Verify or Set DNS Resolution

SSH to HX installer VM, verify or set DNS resolution is set on HyperFlex Installer VM:

root@Cisco-HX-Data-Platform-Installer:

auto ethO

iface eth0O inet static
metric 100

address 10.10.50.18
netmask 255.255.255.0
gateway 10.10.50.1

dns-search vdilab-hc.local

dns-nameservers 10.10.51.

21 10.10.51.22

# more /etc/network/eth0.interface

root@Cisco-HX-Data-Platform-Installer:~# more /run/resolvconf/resolv.conf

# Dynamic resolv.conf (5)

file for glibc resolver (3)
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# DO NOT EDIT THIS FILE BY HAND -- YOUR CHANGES WILL BE OVERWRITTEN

nameserver 10.10.51.21
nameserver 10.10.51.22
search vdilab-hc.local

Cisco HyperFlex Cluster Configuration

To configuring the Cisco HyperFlex Cluster, complete the following steps:

1. Login to HX Installer VM through a web browser: http://<Installer VM [P Address>.

atloanln,
Ccisco

Cisco HyperFlex Connect

— erIe |

Create a HyperFlex Cluster

1. Select the workflow for cluster creation to deploy a new HyperFlex cluster on eight Cisco HXAF220c-M5S
nodes.

alules HyperFlex Installer

5C0

Select a Workflow

2. On the credentials page, enter the access details for Cisco UCS Manager, vCenter server, and Hypervisor.
Click Continue.
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lex Installer

UCS Manager Credentials Configuratian
LSC5 Minnages o Narm - E— e

vCenter Credentials

0.10.50.20 administrator@vsphersdosal | e

~ Hypervisor Credentials
At User Narmes [T —

o e ' Select 5 File

3. Select the top-most check box at the top right corner of the HyperFlex installer to select all unassociated
servers. (To configure a subset of available of the HyperFlex servers, manually click the check box for
individual servers.)

4. Click Continue after completing server selection.
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R HyperFlex Installer

erver Selectior figure Server Port Refresh Configuration

Credentials

Server Selection

ﬂ The required server ports can be configured from Installer workflow but it will extend the time to
complete server discovery. Therefore, we recommend configuring the server ports and complete HX
node discovery in Cisco UCS Manager as described in the Pre-requisites section above prior starting
workflow for HyperFlex installer.

Configure Server Ports (Optional)

If you choose to allow the installer to configure the server ports, complete the following steps:

1. Click Configure Server Ports at the top right corner of the Server Selection window.
2. Provide the port numbers for each Fabric Interconnect in the form:

Al/x-y,B1/x-y where A1 and B1 designate Fabric Interconnect A and B and where x=starting port
number and y=ending port number on each Fabric Interconnect.

3. Click Configure.
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Configure Server Ports

List all ports to be configured as server ports

Af1/17-20,81/17-20

= h

4. Enter the Details for the Cisco UCS Manager Configuration:

a. nter VLAN ID for hx-inband-mgmt, hx-storage-data, hx-vmotion, vim-network.

b. MAC Pool Prefix: The prefix to use for each HX MAC address pool. Please select a prefix that does not
conflict with any other MAC address pool across all Cisco UCS domains.

c. The blocks in the MAC address pool will have the following format:

—  S{prefix}:S{fabric_id}S{vnic_id}:{service_profile_id}
— The first three bytes should always be “00:25:B5”.

& The first three bytes should always be “00:25:B5.”

5. Enter range of IP address to create a block of IP addresses for external management and access to
CIMC/KVM.

6. Cisco UCS firmware version is set to 4.0 (1b) which is the required Cisco UCS Manager release for HyperFlex
v3.5(1a) installation.

7. Enter HyperFlex cluster name.
8. Enter Org name to be created in Cisco UCS Manager.

9. Click Continue.
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HyperFlex |

UCSM Configuration H

VLAM Configuration Configuration -
VLAN for Hypervisor and HyperFlex management WLAN for HyperFlex storage traffic Credentials
VLAN Name VLAN 1D VLAN Name VLAN 1D

50 hx-storage: a2

admin
10.10.50.20
VLAN for VM vMation WLAN for VM Network tor@vsphere.local
WVLAN Marme VLAN ID VLAN Name VLAN ID(s) L
ool
hx-vrmotion 3 vm-network 64 i
Server Selection
Server 2 WZPZ20200AM !
WZP22111555 f HX)
MAC Pool

22020D8P f HXAF;

MAL Pool Prefix
erver 20 WIP212816UQ
61
WIPZ12416VK

WIPZ12416U0 ¢

. Server B WIPZ1490FCL S
‘he-ext-mgmt’ IP Poal for Cisco IMC

IP Blocks Subner Mask Gateway

10.29.1321

10.28.132.57-69

Cisco IMC access management (Out of band or Inband)

Wl 1535 7 HXAF220C-M35%

MAC Pool

WZP22020D8P / H

220C-M38X

MAC Poal Prefix
0C-M355%

61

WIPIZ ANAF220C-M35X

WZP21241610 / HKAF220C-M5SK

| . 1490FQL / HXAF220C-M35X
"hx-ext-mgmt' IP Pool for Cisco IMC
WZP220216VM / HXAF220C-M35K

IP Blocks Subnet Mask Gateway
Server 19 WIP21230UBH /H

DC-M35X

10291321

WZP21470491 / HXAFZ20C-M35X

Cisco IMC access management (Qut of band or Inband) -

® Qut of band In band

»iSCSI Storage

» FC Storage

Advanced
LICS Server Firmware Version HyperFlex Cluster Name
40(1b) v HXAFMS-VDI

Configure Hypervisor Settings
To configure the Hypervisor settings, complete the following steps:

1. In the Configure common Hypervisor Settings section, enter:
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— Subnet Mask
—  Gateway
—  DNS server(s)

2. In the Hypervisor Settings section:

— Select check box Make IP Address and Hostnames Sequential if they are following in sequence.
— Provide the starting IP Address.
— Provide the starting Host Name or enter Static IP address and Host Names manually for each node

3. Click Continue.

HyperFlex Installer

Configure common Hypervisor Settings Configuration -
subre bask Gareway Credentials
10.90.50.1 T
adm
10.10.50:20
Hypervisor Settings adminsirator usgherelocal
oo

#  Make IP Addresses and Hosmames Saquental
Server Selection

Name - serla Statlc IP Address Hosmame

server 1 WZP21450FP2 1010.60.51

HEAFMEVD0T

sarierz WEP21470431 1nnEn OOARIS VT 02
sener3 WEP21430PPE 10405053 FOCAFIMS VD03
sarer 4 WEP21430PPA 10.10.50.54 [ ——
Seryer 5 WEZF21450FRS 1010 50.55 HKAFME-A-08 -

Server & WEP21450FR2 10.10.50.56
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Server 6 WZP21450FR2 10.10.50.56 HXAFMSVDI06
Server 7 WZP214390F54 10.10.50.57 HXAFMS5-VDI-07
Server 8 WZP21450FQL 10.10.50.5¢ HXAFMS-VDI-08
Server 17 WZP22111355 10.10.50.59 HXAFMS-VDI-09
Server 18 WZP220216VM 10.10.50.6 HXAEMS-VDL10
server19 WZP21230UBH 10.10.5061 HXAEMS-VOI-11
Server 20 WZP212416UQ 10.10.50,62 HXAEMS-VDI-12
server 21 WIZP22020D87 10.10.50.63 HXAFMS-VDI-13
Server 22 WZP212416U0 10.10.50.64 HXAFMS-VDI-14
server 23 WEZPZ12416VK 10.10.50.65 HXAFMS-VDI-15
Server 24 WZP22020DAM 10105065 HXAEMS-VDI1E

Hypervisor Credentials

IP Addresses
To add the IP addresses, complete the following steps:

When the IP Addresses page appears, the hypervisor IP address for each node that was configured in the
Hypervisor Configuration tab, appears under the Management Hypervisor column.

Three additional columns appear on this page:
e Storage Controller/Management
e Hypervisor/Data

e Storage Controller/Data

ﬂ The Data network IP addresses are for vmkernel addresses for storage access by the hypervisor and
storage controller virtual machine.

1. Onthe IP Addresses page, check the box Make IP Addresses Sequential or enter the IP address manually for
each node for the following requested values:

— Storage Controller/Management

— Hypervisor/Data
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— Storage Controller/Data

2. Enter subnet and gateway details for the Management and Data subnets configured.

3. Click Continue to proceed.

I HyperFlex Installer
1P Addresses
IP Addresses Add server Configuration -
[ Make IP Addresses Sequential Credentials =
10.29.132.40
Management - VLAN 50 Data - VLAN 52
admin
Server Hypervisar @ Storage Controller Hypervisar @ Storage Controller & 10105020
adrministrator@vsphere.local
WZP212416U0 10.10.50.51 10.10.50.101 10.10.52.51 10.10.52.101
root
WZP212416U0 10.10.50,52 10.10.50.102 10.10,52,52 10.10.52,102 Server Selection
Server 2 WEZP212416U0 / HKAF2Z20C-MESX
- ne 010 50 10 .y 9 0.10.52.103
WEZP212416VK 10.10.50.53 10.10.50.103 10.10.52.5 10.10.52.1 P TP 1244 UK HKARII0E S
Server 1  WEZP212416U0Q / HKAFZ20C MESX
WZP21230UBH  10.10.50.54 10.10.50.104 10.10.52.54 10.10.52.104
Server 4 WEP21230UBH / HEXAFZZOC-MSSX
UCSM Configuration
Management Data hoc-inband-mgrmt
50
Cluster 1P Address 10.10.50. 100 10.10.52.100 hx-storage-data
52
Subnet Mask 255.255.255.0 255,255.255.0 same mxvmotion v

4. On the Cluster Configuration page, enter the following:

—  Cluster Name

—  Cluster management IP address
— Cluster data IP Address

— Set Replication Factor: 2 or 3

—  Controller VM password

— vCenter configuration

= vCenter Datacenter name
= vCenter Cluster name
— System Services
= DNS Server(s)
= NTP Server(s)

= Time Zone
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— Auto Support

= (lick the check box for Enable Auto Support
= Mail Server

= Mail Sender

=  ASUP Recipient(s)

— Advanced Networking

»  Management vSwitch
= Data vSwitch

— Advanced Configuration

= (Click the check box to Optimize for VDI only deployment
» Enable jumbo Frames on Data Network
» Clean up disk partitions (optional)

- vCenter Single-Sign-0On server

K

cIsee HyperFlex Installer

Cluster Configuration

Cisco HX Cluster Configuration -
- ~
Cluster Mame Replication Factor 10.29.132.4177
HXAFMS-HZVDI 3 @
N 255.255.255.0
10.29.132.1
3.201d)
Controller Vi
HXAF-MS-HZVDH
Create Admin Password Confirm Admin Password HXAF-ME-HZVDI
................ false
hx-ext-storage-iscsi-a
he-ext-storage-iscsi-h
vCenter Canfiguration
false
vCenter Datacenter Name wvCenter Cluster Name 20:00:00:25:85:
HXAFMS-HZVDT HXAFHS-HZVDT hx-ext-storage-fe-a
hx-ext-storage-fo-b
. Hypervisor Configuration
System Services
255.255.255.0
DNS Server(s) NTF Server(s) Time Zone
10,10.50.1
10.10.51.21,10.10.51.22 10.10.50.2,10.10.50.3 (UTC-08:00) Pacific Time Ml

10.10.51.21,10.10.51.22 w

. < Back
Connected Services

— vCenter Single-Sign-On server
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Connected Services

Connected Services

Enable Connected Services -
& 0]

(Recommended)

~ Advanced Networking

Management viwitch

vswiech-hx-nband-mgme

~ Advanced Configuration

Jumbo Frames

Enable Jumbo Frames on —
&

Data Network

wCenter Single-Sign-0On Server

send service ticket notifications to

Data vSwitch

wswitch-hx-storage-data

Disk Partitions

Clean up disk partitions

HEAF-MS-HZVDI

Storage false

VLAM A Name hx-ext-st0rage-scsi-a

Name hx-ext-storage-iscsi-b

falze

20:00:00:25:B5;

VSAM A Name hs-ext-storage-fo-a

VEAN B Name Fue-el-storage-fo-b
Hypervisar Configuration

bret Mask 255.255.255.0

10.10.50.1

45 Server(s) 10.90.57.21.10.10.51.22

5. The configuration details can be exported to a JSON file by clicking the down arrow icon in the top right corner

of the Web browser page as shown in the screenshot below.

6. Configuration details can be reviewed on Configuration page on right side section. Verify entered details for IP
address entered in Credentials page, server selection for cluster deployment and creation workflow, Cisco

UCS Manager configuration, Hypervisor Configuration, IP addresses.

7. Click Start after verifying details.

When the installation workflow begins, it will go through the Cisco UCS Manager validation.
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aliail
co

HyperFlex Installer

PBrogress

. Configuration
o
validations Credentials

Validations in Progress

@vspherelocal

root

Validations v Server Selection

Validations - Overall

AM /

220C-M55X

M35X

UCsM validation

Login to UCS AP

M

Inventarying physical servers VK f HXAF220C-M55X

Validating the setup/environment

erver 19 WIP21230UBH /

WIZPZ

WZP21490FP2 /

WZP21490FR2 /
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Configuration

P Blocks 10.29.132.41-77

Subnet Mas| 255.255.255.0

R . a N Gateway 10.29.1321
Warnings found during Validations Retry Validations Skip Validations

UCS Server Firmware Version 3.2(1d)

HyperFlex Cluster Name HXAF-M5-HZVDI

validations A Org Name HXAF-M5-HZVDI

false

Validations - Overall Cluster Management IP resolveable

LAN A Name hx-ext-storage-iscsi-a
Nodes Compatible check
B Mame hx-ext-storage-iscsi-b
Storage Controller Management IP List Name Resolution Check

false
Storage Controller Data IP List Name Resolution Check
20:00:00:25:B5:
Hypervisor Management IP List Name Resolution Check
SAN A Name hx-ext-storage-fc-a

Hypervisor Data IP List Name Resolution Check
SAN B Name hx-ext-storage-fc-b
ESXi host check

Hypervisor Configuration
ESXi max cluster size check

Subnet Mas| 2552552550
Data IP's specified check

Gatewa 1010501
Data IP subnet specified check

1010.51.21,10.10.51.22
Data Metwaork IP's in the same subnet !

IManagement IP's specified check Server |

Management IP subnet specified check P Address 10.10.50.51
Wanagement Netwerk IF's in the same subnet Hostname HXAFMS-HZVDI-01
vCenter reachability and credential check Server 2

vCenter 550 server reachability P Address 10.10.50.52
vCenter Reverse Proxy Port check Hosmname HXAFMS-HZVDI-02
Controllers not in existing cluster check

NTP reachability < Edit Configuration

DNS reachability

UCSM Validation

ﬂ If QoS system class is not defined as per the requirement HyperFlex installer will go ahead and make
required changes. There will be a warning generated accordingly in HyperFlex Installer workflow. For
6300 series Fabric Interconnect change in QoS system class requires reboot of Fls.

8. After a successful validation, the workflow continues with the Cisco UCS Manager configuration.
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HyperFlex Installer

Progress

O Configuration
ucsmM
Configuration Co

Credentials

me 10.29.132.40

admin

.

UCSM Configuration in Progress e 10.10.50.20

User Name administrator@vsphere.local

A ne root
UCSM Configuration v
Server Selection
UCSM Configuration - Overall Login to UCS API Server2  WZP212416UQ / HXAF220C-MS5SX
,
Inventory physical servers Server 3 WZPZ212416VIK / HXAF220C-M55X

LSS R e Server1  WIP21230UBH / HXAF220C-M5SX

Semting flags for firmware validation Sarver 4 WEP212416UQ / HXAF220C-M5SXK

Get inventory of firmware bundles .
UCSM Configuration

Download firmware bundle
LAN Name hx-inband-mgmt

Configure UCS Fabric Interconnect
AN 1D 50

Configure Fl Server Ports
LA ame hx-storage-data

Configure QoS classes

LAN 1D 52
Configure org for the hx cluster

LAN Name hx-vmation
Configure VLANS

LAN 1D 53
Configure Host Firmware policy

LA ame wm-netwark
Configure MAC address pools

LAN ID(s 54
Configure QoS policies

00:25:85:23

Configure Network Control policies

10281324177

Configure HyperFlex cluster
Subnet Mas 255.255.255.0

. ] Configure Adapter policies
10.29.132.1

3.2(2b)

ame HXAF-MS-HZVDI "

9. After a successful Cisco UCS Manager configuration, the installer proceeds with the Hypervisor configuration.
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I HyperFlex Installer

Progress
. Configuration
\J
Hypervisor
ypenas Credentials
Configuration
10.29.132.40
admin
\.) Hypervisor Configuration in Progress 10-10.50.20
administrator@vsphere.local
root
Hypervisor Configuration v
Server Selection
Hypervisor Configuration - Overall Login to UCS AP Server 16 FCH1938V08S / HXAF220C-M45
Configure static ip on the specified esxi servers Server 10 FCHZ033V1AD / HXAF220C-M45
Create threads to configure static ip on the esxi servers Server 11 f HXAF220C-M4S
Server 14 FCH1842V1)G / HXAF220C-M45
Server & FCH1937V2TV / HXAFZ20C-M4S
Server 9 FCH1937W2JV / HXAF220C-M45
Server 12 FCH2033VOLR / HXAF220C-M45
Server 15 FCH1¢ IT / HXAF220C-M45
Server 2 FCH2033V1ES / HXAF220C-M45
Server 3 FCH2033VOHF / HXAF220C-M4S

10. After a successful Hypervisor configuration, deploy validation task is performed which checks for required
compoenent and accessibilty prior Deploy task is performed on Storage Controller VM.
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HyperFlex Installer

Progress

m Deploy Validation in Progress

Deploy Validation - Overall

10.10.50.60

O

Deploy Deploy C
Walidation Validation G

Deploy Validation v

ESXi Management IP resolvability check
ESXi Data IP resolvability check
Controller Management IP resalvability check
Controller Data IP resolvability check
ESXi reachability check

ESXi credential check

Check for datastore inputs
ESXi-Version

Storage-HBA

Storage-HBA-Count

CPU-Threads

HV-Support

HyperThreading

BootDisk-Adapter

BootDisk-Size

Configuration

Credentials

10.29.132.40

administrator@vsphere.local

root
Server Selection

Server 16 FCH1938V085 / HXAF220C-M45
Server 10 FCH2033V1AD / HXAF220C-M45
Server 11 FCH1937V2JU / HXAF220C-M45
Server 14 FCH1842V1)G / HXAF220C-M45
Server § FCH1937V2TV / HXAF220C-M45
Server 9 FCH1 ZJV / HXAF220C-M45
Server 12 FCH2033VOLR / HXAF220C-M45
Server 15 FCH1937V2|T / HXAF220C-M45
Server 2 FCH2033V1ES / HXAF220C-M45
Server 3 FCH2033VOHF / HXAF220C-M45
Server 13 FCH1937V2TS / HXAF220C-M45
Server 1 FCH2033V0BW / HXAFZ20C-M45
Server 6 FCH2031V054 / HXAF220C-M45
Server 7 FCH2033VOHS / HXAF220C-M45
Server 4 FCH1938VOGE / HXAF220C-M45

Server 5 FCH2033V18F / HXAF220C-M45
UCSM Configuration

hx-inband-mgmt

11. Installer performs deployment task after successfully validating Hypervisor configuration.
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g3 HyperFlex Installer

Progress

(_ Deploy in Progress

Deploy - Overall

10.10.50.51

10.10.50.52

10.10.50.53

Ini g Configuration

Configuring CIMC server

or Installation

Preparing ESKi Host

Initislizing Configuration
Configuring CIMC server

Preparing ESXi Host for Installation

Inizislizing Configuration
Canfiguring CIMC server

Preparing ESXi Host for Installation

Deploy

Configuration

Credentials

Server Selection

Server 24 WZP22020DAM

Server 17 WZp2211

Server 2 WZP2202008P /

Server 20 WZP212418UQ /

Server 23 WZP212416VK

WZP212418U0

WZIP21450FQL

Server 12 WZP220216VM /

Server 2 WZP2147049)

Server 3 WZIPZ14E0PPE

Serve WZPZ1450FP2

Server 7 WZP21430F54 /

Server 4 WIPZ1420PPA

WZIP21230UBH /

WZIP21490FR2 /

1029132 208

admin

10.10.50.20

vsphere.local

£ HXAF220C-M55X

/ HXAF220C-M55X

HXAF220C-M55X

HXAF220C-M55X

£ HXAF220C-M55X

£ HXAF220C-M55X

§ HXAF220C-M55X

HXAF220C-M55X

HXAF220C-M55X

£ HXAF220C-M55X

§ HXAF220C-M55X

/ HXAF220C-M55X

HXAF220C-M55X

HXAF220C-M55X

§ HXAF220C-M55X

12. After a successful deployment of the ESXi hosts configuration, the Controller VM software components for

HyperFlex installer checks for validation prior to creating the cluster.
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Hdln HyperFlex Installer

¢ Create Validation In Progress

Create Validation - Owverall

In Progress

Create
Val lation
Create Validation v

Conflguration

Credentials

13. After a successful validation, the installer creates and starts the HyperFlex cluster service.

cisco HyperFlex Installer

Progress

CAF220C-M45

HEXAF220C- 145
HNAFZZ0C-M4S
FCHT 842V 1 )G/ HXAFZ20C-M45
FCH1S V § HXAFZ20C-M45
FCH193TVV § HXAF220C.M45

FCHZ033VOLR / HXAF220C-M45

RAFZ20C-M4S

T/ HXAF220C-M4S

(" Cluster Creation in Progress

Cluster Creation - Overall

10.10.52.101

In Progress

10.10.52.102

In Progress

10.10.52.103

In Progress

10.10.52.104

In Progress

Q

C. Cluster
idation Creation
Cluster Creation v

Configuring Cluster Resource Manager

Preparing Storage Cluster

Configuring NTP Services

Configuring NTP Services

Configuring NTP Services

Configuring NTP Services
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Configuration

Credentials

administrator

Server Selection

Server 16

Server 10

Server 11

Server 14

Server 2

Server 3

FCH1938v085 /

FCH2033W1AD /

FCH1842V1)G

FCH1937v2TV /

FCH1937W2IV /

FCHZ033WOLR /

FCH2033W1ES/

FCH2033VOHF /

FCH

FCH2033

FCH2031v054 /

275/

10.29.132.40
admin
10.10.50.20

phere.local

root

HXAF220C-M45
HXAF220C-M45

HXAF220C-M4S

{ HXAFZ220C-M45

HXAF220C-M45

HXAFZ20C-M4as

HXAF220C-M45

HXAF220C-M4S

HXAF220C-M45

HXAF220C-M45

HXAF220C-M4S

/ HXAF220C-M45

HXAF220C-M45

{ HXAFZ20C-M4as

{ HXAF220C-M45
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14. After a successful HyperFlex Installer VM workflow completion, the installer GUI provides a summary of the
cluster that has been created.

Installer

Cluster Mame HXM5
Version 351231118 vCenter Server 10.10.5020
Cluster Management P Address 10.10.50.100 wCenter Datacenter Name WDILAB-HC
Cluster Data IP Address 10.10.52.100 vCenter Cluster Name HXMS
Replication Factor 3 DMS Serveris) 10.10.51.21
Awailable Capacity I57TE NTF Server(s) 10010.50.3, 10.90.50.2
Servers

Modsl Serial Mumber Management Hypervisor Management Storage Controller Data Network Hypervisor Data MNetwork Storage Controller

HXAF220C-MESX WIPZ1490FP2 10.10.50.57 10.10.50.101 10.10.52.51 10.10.52.101

HXAF220C-MESX WIP21470491 10.10.50:52 10.10.50.102 10.10.52.52 10.10.52.102

HXAF220C-MESX WIPZ214200PE8 10.10.50.53 10.10.50.103 10.10.52.53 10.10.52.103

H¥AF220C-MBSX WZPZ14800PA 10.10.50.54 10.10.50.104 10.10.52.54 101052104

H¥AF220C-MBSX WZPZ1490FRS 10.10.50.55 10.10.50.105 10.10.52.55 10.10.52.105

HXAF220C-M55X WIPZ1490FR2 10.10.50.56 10.10.50.106 10.10.52.56 10.10.52.106

HXAF220C-M55X WZPZ1490F54 10.10.50.57 10.10.50.107 10.10.52.57 10.10.52.107

HXAFZ20C-M55X WEIRZI1490F0L 10.10.50.58 10.10.50.108 10.10.52.58 10.10.52.108

HXAF220C-MESX WEIPZZ11155% 10.10.50.59 10.10.50.109 10.10.52.59 10.10.52.109

HXAF220C-MESX WIPZZODZ1EVM 10.10.50.60 10.10.50.110 10.10.52.60 10.10.52.110

HXAF220C-MESX WEIPZ1230UBH 10.10.50.67 10.10.50.111 10.10.52.61 101052111

HXAF220C-MESX WIPZ12416U0Q 10.10.50.62 10.10.50.112 10.10.52.62 10.10.52.112

H¥AF220C-MBSX WZP22020D8P 10.10.50.62 10.10.50.112 10.10.52.62 101052112

H¥AF220C-MB5X WZIPZ12416U0 10.10.50.64 10.10.50.114 10.1052.64 101052114

HXAF220C-M55X WIPZ12418VK 10.10.50.65 10.10.50.115 10.10.52.65 10.10.52.115

HXAFZ20C-M55X WEIRZZOZODAM 10.10.50.66 10.10.50.116 10.10.52.66 10.10.52.116

Cisco HyperFlex Cluster Expansion

ﬂ For this exercise, you will add the compute node workflow as part of the cluster expansion.

Prerequisites
Configure the service profile for compute-only nodes and install ESXi hypervisor.

To add the compute node workflow, complete the following steps:
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1. Login to Cisco UCS Manger.
2. Under “hx-cluster” sub-organization:

a. Inthe existing vMedia policy “HyperFlex” add vMedia mount details to boot ESXi image from data platform
installer VM.

b. For Hostname/IP Address - Add IP address of data-platform installer VM which can alsocommunicate with
Cisco UCS Manager.

Create vMedia Mount ? X
o - [cowncorpin |

Description 1 | COMPNODE-M5-VMedia

Device Type : (= CDD () HDD

Protocol : (UNFS (. CIFS (s HTTP [ HTTPS

Hostname/IP Address @ | 10.29.132.18

Image Name Variable : («)None () Service Profile Name

Remote File : | ‘e-ESXi-6.5U2-8935087 -Cisco-Custom-6.5.2.2.iso
Remote Path 1 images
Usemame o root
Password I essesene
Remap on Ejact -
« -

3. Change the existing service profile template to accommodate the new changes; install ESXi via vMedia policy.
4. In the existing service profile template “compute-nodes” select vMedia Policy tab.
5. Click Modify vMedia Policy.

6. From the drop-down list of vMedia Policy, select HyperFlex.

Madify vMedia Policy L4

Hame Tyoe  Fowocol  Authen.. Sever  Fizname Remete Path User = Remap.

D o
7. In the existing service profile template “compute-nodes” click Boot Order tab.
8. Click Modify Boot Policy.

9. From the drop-down list of Boot Paolicies, select HyperFlexInstall.
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10. Save changes.

Maodify Bool Policy ?

Boct Mckey: , HyperFle- e v
Cowopn (st Fridcy

N - Hyperfux sl
Qe rsen Hyperfies dnstall- 84S
b on Boot Orew Claonge Yo
e N
e Mode Lagacy
WARNNGS:
Tra type (pormanyizoedary) does n2 ncbeatu 4 Boot e prasnca.
Tree efiecthas oroe of 200 deices wihn the deece chss (b P s acen ooy,
AN X o
I b 0o sedociod, e ohICLAHBAG S 2o eatod 10y Cory Oiratas 1 e N CIEEA with Ure ol POR Dul 00 oidar G und,
Boot Order
§ = TAdwosiFiw Dot &S -]

SEELLLCE

Name: Qrder o WNCAKBANS.. Type YN LUN Nome St Numter  Boot Nam: Box Fauh Doz piza
CNG Mowncd COO. 8
E0 Cand 2

D -

11. Create the service profile from the “compute-nodes” updating service profile template located in the
HyperFlex cluster sub organization.

v A A :@ @ D New -| G cotons| @ @ | e Ao | B e
7 e Servers + [l Service Profle Templates « @, root + ), Sub-Grganizators + 4, ho-duster + [Tl Service Template compute-nodes.
Stawage | Nelwark | 5C51 uNICH | Boal Order | Pucien | Fvents | F5M | vMedia Palky

tiervice Profie Templste for compute seryers

B T rack-unit-3 (HE-Chater)
B rack-unit4 (HX-Cluster)
B rack-unit-5 ( -Chuster)
e T rckeuritets (HE-Cluster)
[ T rack it (R Chator]
8 rack-unit-8 (HX-Cluster)

T
|
|
|
|
|
|
!
|
|
|
|
|
|
|
|
|
|
|
|
|
| _
?! Serves Prafik Templates
|
|
|
|
|
|
|
|
|
i
|
5
|
|
|
|
|
|
|
|
|
|

- i, Sub-Organzations )
o roat
=7 [l 5ervics Template Infra Temp
| =il scs vacs
I ill vhBAs
| il uhies
5 4%, Sub-Organizstions
=i g, Pochuszer
g | [serves Temoiste compu sl
& Sorvics Template hu-rede Shaw Nandgater
-
o A subroramizators Create Service Prafiles Fram Template
|, oot Cieate a Clone
: :;‘;g‘”“':“ Disasscciate Ternlass
- I 8105 Polices Masociate with Server Pool
kg* % mmﬁ Change UUID
s Packagen
T TG et Change Warld Wide Node Narme
Lo B [PMI Apcess Profiles Chares | aeal Ditk Canfiaurstinn Dalicw

12. Add the Naming Prefix and Number of Instances to be created.
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Create Service Profiles From Template 2 X

Maming Prefis - | B2D0MS-Senvicefrofiles
Name Suffic Starting Number © 1

Number of Instances : 16

13. Click OK.

| 99| v | s | e : 5 - : s emtsen | 0 [ e P | P ey L

Associate Service Profile
Slwizl an axisling swrsn ponl o = prescusly-dosmmiml omnmn by nsma a0 msrally
=pecify @ custom server by emering its chassis and sict ID. If no serier curently exists at
that locatan, the mhmm urtll ong 15 SSCovRned.

| S e
[0} e und, 5
i [ dadmame s
| B E nadesne-7 |
o ladenh

181 i ruth a1 (FRAR-HE- L)
B2 et 10 (HEAPHTATT)
| BT it L HEAFHTAT) B
I T rodtuil- 12 HIAF HE VDD
11 ks w13 e Hz )

11 el ruceural 3 [HRAF H2 401
[ emerit 8 (HEAPE I
| B kUit (AP0 . STt i Sikims
5] racuit 4 (HRAF-HE400)
B il rasheurnl s (HRAF-HEE)

1l o
-0, Sub.Crgansstors
| B, AT T
[l Service Template compuie-rodes
s kil b el
-4, Seb-Croanizatione

$‘$Polaeﬁ

14. After the of ESXiinstall, assign the VLAN tag on the ESXi host; the static IP address configuration is located in
the Configure Management Network section.

tnane :
HXAFBHS-HZVDI-01

figure Management Network IPv4 Address:
10.10.50.75
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15. Log into the HyperFlex data platform installer WebUI. Click “I know what I'm doing, let me customize my
workflow”.

HyperFlex Installer

Select a Workflow

16. Select Deploy HX Software, Expand HX Cluster. Click Continue.

oA, HyperFlex Installer

Select a Workflow

#  Deploy HX Sofoware

¥  Expand HX Cluster

17. Enter the credentials for vCenter server, and ESXi. Click Continue.
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18. Select Cluster to expand, click Continue.

HyperFlex Installer

Select a Cluster to Expand Configuration

HIMS

ﬂ Since you are performing a compute-node only expansion, no servers report in to the Cisco UCS Man-
ager configuration tab.

19. Click Add Compute Server tab for N number of compute-only node expansion to existing HyperFlex cluster.
Provide Hypervisor Management IP address and vmkernel IP address to access storage cluster. Click
Continue.
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IP Addresses

¥ Make P Addresses Sequential

L Mame~ Hy|

Server 1

Server 2
Compute

Server 3
COmpuLe

Serear 11
coMmgute

Server 14
Compute

Serear 15
coMmgute

Server 16
Compute

Controller VM Password

Management - VLAN

perdsar

10.10.50.75

10.10.50.76

10.10.50.77

10.10.50.7%

10.10.50.74

10.10.50.80

10.10.50.81

10.10.50.82

10.10.50.83

10.10.50.84

10.10.50.85

10.10.50.86

10.10.50.87

10.10.50.85

10.10.50.84

10.10.50.50

o]

Storage Controller

-

Add Compule Server | | Add Converged Server

Hypervisor

A0ALSETS

10105276

A0ALSZTT

10A0S2TE

10405279

10105280

10105281

1010.52.82

10105283

10405284

10105285

10405286

10105287

10.10.52.88

10.10.52.88

10.10.52.30

Data - VLAM
[FQDN or P Address)

-

Y

Storage Controller

Configuration -
Credentials

wlenter Server 10.10.50.20
User Hame administracon@wspherelocal
Admin User name root

Cluster Expand Canfiguration

Management Cluster 10.10.500100

20. Cluster expansion workflow starts which performs deploy validation task first.
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sty HyperFlex Installer

Progress

Deploy
Validation

C Deploy validation in Progress

Deploy Validation

Deploy Validation - Owverall

Configuration

Credentials

administrator@vephere locs

root
Cluster Expand Configuration

IP Addresses

Server 1

Server 2

Server 3

Server 5
H 0.50.87
Hype: 105287
Server &
H; 0105088
Hype: 05288
Server 7
H; 05089
. nesy e

21. Performs deployment of HyperFlex controller VM create and deployment task.

109



Solution Configuration

Progress
~ Canfiguration
NS
Deley - 10.10.5, o
Server 2
Management Hypervisor 10.10.50.76
) Deploy in Pragress 10.10.52.76
[serves
Management Hypervisor 10.10.50.85
Deploy v 10.10.52.85
|Serves
Deploy - Owerall
10105075 Initializing Configuration Server 3
= zor 0.50.27
- Configuring OMC server - 10.10.50.57
0.52.27
v Preparing ESX Host for Installation 10.10.52.57
Configuring Hypervisor Server &
D Hypervisor 10.10.50.28
SOr 10.10.52.28
10.10.50.78 v Initializing Canfiguration Server 7
In Progress o
v Configuring OMC server 10.10.50.29
/  Preparing ES¥i Host for Inszallation 10.10.5:
Configuring Hypervisor
10.10.50.90
10.10.52.90
10.10.50.77 v Initializing Configuration
Configuring OMC server
Preparing ESXi Host for Installation 10.10.5,
Configuring Hypervisor Server 10

ent Hypervisor 10.10.50.78

22. Performs expansion validation.
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HyperFl Installer

Configuration

Expansion

w Credentials
walidation

L) Expansion Validation in Progress oot

Cluster Expand Configuration

Expansion Validation A
IP Addresses

Expansicn Validation - Overall

Server 0
In Progress.
10.10.50.67
101
Server 1
10.10.50.68
10.1¢€
Server 2

gl HyperFlex Installer

Configuration

Credentials

Expansion
0.10.50.20
admin
*  Cluster Expansion in Progress ot
Cluster Expand Configuration
Cluster Expansion v
IP Addresses
Cluster Expansion - Overall
Server (0
In Progress
10.10.50.67
stCtVM-FCH1937TPVA - S 10.10.52.27
In Progress Server 1
10.10.50.68
N 10
stCdVM-FCH19057QG2 StNode
in Progress Server 2
0.10.50.77
stCtIVM-FCH2033VIAN i B
In Progress Server 3
10.10.50.78
stiCtVM-FCH2033V0EX = 10.10.52.38
Sthode
In Progress -
0.1 g
stCtVM-FCH2033VOFP — B
In Progress
0.10.50.8
stCelVM-FCH2033V18H ~ e e

In Progress

Server 6

cefeTULE CAUANGIUN ©

111



Solu

tion Configuration

23. Summary of Expansion cluster workflow performed.

phe ) HyperFlex Installer
Progress
Configuration
Credentials
0. 10.50,
administrat here Jocal
Cluster Expansion Successful View Summary ¥ roo
Cluster Expand Configuration
0.50.1
Cluster Expansion v
P Addresses
Cluster Expansion - Overall F .
server (
0.10.50.
0.10.52.2
stCtVM-FCH19377PVA P
Server 1
M. t 0. 5068
B
Server 2
stCtlVM-FCH19057QG2 — 0.10.50
0.10.52.37
M
I Server 3
i} 50,78
0.10.52.38
stCelWM-FCH2033V1AN Sxhiade
Server 4
0.10.50.79
Mount
0.10.52.39
Serve
stCtVM-FCH2033VOEX . 10.10.50.80

&

As part of the cluster creation operations, the HyperFlex Installer adds HyperFlex functionality to the
vSphere vCenter identified in earlier steps. This functionality allows vCenter administrators to manage
the HyperFlex cluster entirely from their vSphere Web Client.

24. Click Launch vSphere Web Client.

Cisco HyperFlex installer creates and configures a controller VM on each converged or compute-only node.
Naming convention used is as “stctivm-<Serial Number for Cisco UCS Node>" shown in Figure 44.

&

Do not to change name or any resource configuration for controller VM.
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Figure 44 Cisco UCS Node Naming
vmware' vSphere Web Client

[e|® B8 @
v {3 vesa6.vdilab-he local
v [RVOILAB-HC
» B Hx-Inva-cL
» §J Hx-Launcher-CL
/DI
10105051
g1o105052
10105053
g1o105054
gret05055
g10105056
g1ot05057
10105058
[ RUSDEIE]
g1o105080
10105051
grotos082
g 10105053
g1o105054
g10105085
10105086
10105067
g 10105068
g 10105069
g10105070
B 10105071
grotosor2
@1o105073
gro105074
gro105075
10105076
groros0r?
g 10105078
@ 0105079
g 10105080
g 10105081
grotos082
» @ ESX Agents
» B (2729) Vinual Machines

Convention

U | Administator

'SPHERE LOCAL ~

Summary  Montor  Manage Rehhedthcls|

Top Level Objects | Hosts ’qu VApps | Datastores | Datastore Clusters | Networks  Distibuted Swiiches

Run Cluster Post Installation Script

EEWIF L BB G| Gy
Name Starte

| B SICIVIFCH2033V1AD Powered On
Hy SICOVI-FCH1938V085 Powersd On
&) sCOVM-FCH1936VOGE Powered On
&y SCHVMFCH193TV2IV Pawered On
& SICIVM-FCH2033V18F Powered On
& SCIVMFCHI9ITV2TS Powered On
#j SICUVMLFCH2033V0BW Powered On
fy SICOVMFCHIIV2TV Powered On
&y sCIVM-FCH1937V20U Powered On
 SCIVMFCH203IVIES Powered On
& SCIVMFCHIQTVIT Powered On
#3, SCIVMFCH2033VOLR Powered On
Hy SCIVMFCH1IB42V1IG Powered On
Hy SICIVM-FCH2033VDHS Pawersd On
&y SICHVM-FCH2033VOHF Powered On
&y SCIVMFCH2031V054 Pawered On
& SCIVMFCHIBISTZPL Powered On
# SICUVNFLM1042AFAR Powered On
By SICUVALFLM9379CIF Pawered On
&y SICOVMFLM2033LLTP Powered On
&y SICHVM-FLM2033LLYE Powered On
& sCIVMFCHISITTPVA Powered On
#j SICIVM-FCH2033VOLF Powered On
fy SICIVML-FCH2033V18H Powered Cn
&y SICUVNLFCH2033VOEX Powersd On
#y SICIVM-FLM19379C68 Powered On
Hy SCIVM-FCH033VOMO Powered On
& SICIVMFCH2033VIAN Powered On
Hy SICOVILFCH2033V0M2 Powered On
Sy <!CUVM-FCH2100V2VG Powered On
&y SICHVNLFCH2023VOFP Powered On
& SICHVMFCH19057062 Powered On

Status

@ Nomal
@ Nomal
@ Nomal
© Nomal
© Nomal
© Nomal
@ Nomal
@ Nomal
© Nomal
@ Nomal
© Nomal
@ Nomal
@ Nomal
@ Nomal
© Nomal
@ Nomal
@ Nomal
© Nomal
@ Nomal
@ Nomal
© Nomal
© Nomal
© Nomal
@ Nomal
© Nomal
@ Nomal
@ Nomal
© Nomal
@ Nomal
@ Nomal
© Nomal
© Nomal

Frovsioned Spece
24268
24268
242 GB
242 G8
242 G8
242 GB
242 GB
242 GB
242 G8
242 GB
24268
24268
242 GB
242 GB
242 G8
2492068
2066 GB
266 GB
266 GB
266 G8
266 GB
266 G
256 GB
266 GB
266 GB
266 GB
266 GB
206 GB
266 GB
266 GB
266 GB
266 GB

Used Space
24268
242 G8
24268
242 GB
242 68
242 GB
24268
242G8
242 GB
242 GB
242 68
24268
24268
242 G8
242 GB
242 68
266 GB
266 GB
256 G3
286 6B
266 GB
266 GB
266 GB
266 GB
266 GB
266 GB
266 GB
266 GB
266 GB
266 GB
266 GB
266 GB

Host C7U
B804 MHz
830 MH2
804 MHz
1,037 MKz
1.037 MHz
804 MHz
1841 MHz
933 MH2z
856 MHz
1,193 MKz
1,167 MKz
856 MHz
985 M2
1,167 MHz
856 Mz
907 MHz
OMHz
OMH2
OMHz

0 MHz

0 MHz

0 MMz
0MHz

0 MHz
0MHz

O MHz
0MHz

O MHz
0MHz

0 MHz
0MHz

0 MHz

Hoat Mem
49.335M8
49335 M8
49335 M8
49.335M8
49,335 M8
49335M8
49,336 MB
49335 M8
49336 MB
49335 M8
49335M8
49.335M8
49335 M8
43335 M8
49335M8
49.335M8
45TMB
438 ME
450 ME
457 MB
441Me
457 MB
445M8
445 M8
443ME
418 MB
446 ME
447 ME
444Me
446 ME
445 MB
451 M8

EVC Mode

WA Prstecson

@ Proteced
© Prolectad
© Proteciad
© Proteced
© Protecea
© Proteciac
© Proteciac
© Protectad
© Proteciad
© Proteced
© Protecied
© Prolecied
© Prolecia¢
© Protectsd
© Proteciad
© Protecizd
© Protecise
© Protecied
© Prolectad
@ Proteciad
© Protecizd
@ Proteciza
© Protecied
© Proteciac
© Protectad
@ Prolecizd
© Proteczd
© Proteciad
© Prolecied
© Prolected
@ Protectad
© Protectad

% B Qs -

After a successful installation of HyperFlex cluster, run the post_install script by logging into the Data Platform
Installer VM via SSH, using the credentials configured earlier.

A built-in post install script automates basic final configuration tasks like enabling HA/DRS on HyperFlex cluster,
configuring vmKernel for vMotion interface, creating datastore for ESXi logging, etc., as shown in the following

figures.
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1. To run the script, first use your tool of choice to make a secure connection to the Cisco HyperFlex Data
Platform installer using it’s IP address and port 22.

2. Authenticate with the credentials provided earlier. (user name: root with password Cisco 123 if you did not
change the defaults.)

114



Solution Configuration

3. When authenticated, enter post_install at the command prompt, then press Enter.
4. Provide a valid vCenter administrator user name and password and the vCenter url IP address.

5. Typey for yes to each of the promts that follow except Add VM network VLANS? (y/n) where you can choose
whether or not to send health status data via SMS to Cisco support.

6. Provide the requested user credentials, the vMotion netmask, VLAN ID and an IP address on the vMotion
VLAN for each host when prompted for the vmkernel IP.

7. Sample post install input and output:

root@Cisco-HX-Data-Platform-Installer:root@Cisco-HX-Data-Platform-
Installer:~#post_install Getting ESX hosts from HX cluster...

vCenter URL: 10.10.50.20

Enter vCenter username (user@domain): administrator@vsphere.local
vCenter Password:

Found datacenter VDILAB-HX

Found cluster HX-VDI-CL

Enable HA/DRS on cluster? (y/n) y
Disable SSH warning? (y/n) y

Add vmotion interfaces? (y/n) y

Netmask for vMotion: 255.255.255.0

VLAN ID: (0-4096) 53

vMotion IP for 10.10.50.27: 10.10.53.27
Adding vmotion to 10.10.50.27

Adding vmkernel to 10.10.50.27

vMotion IP for 10.10.50.28: 10.10.53.28
Adding vmotion to 10.10.50.28

Adding vmkernel to 10.10.50.28

vMotion IP for 10.10.50.29: 10.10.53.29
Adding vmotion to 10.10.50.29

Adding vmkernel to 10.10.50.29

vMotion IP for 10.10.50.30: 10.10.53.30
Adding vmotion to 10.10.50.30

Adding vmkernel to 10.10.50.30

vMotion IP for 10.10.50.31: 10.10.53.31

115



Solution Configuration

Adding vmotion to 10.10.50.31

Adding vmkernel to 10.10.50.31

vMotion IP for 10.10.50.32: 10.10.53.32
Adding vmotion to 10.10.50.32

Adding vmkernel to 10.10.50.32

vMotion IP for 10.10.50.33: 10.10.53.33
Adding vmotion to 10.10.50.33

Adding vmkernel to 10.10.50.33

vMotion IP for 10.10.50.34: 10.10.53.34
Adding vmotion to 10.10.50.34

Adding vmkernel to 10.10.50.34
Add VM network VLANs? (y/n) n

Enable NTP on ESX hosts? (y/n) y
Starting ntpd service on 10.10.50.27
Starting ntpd service on 10.10.50.28
Starting ntpd service on 10.10.50.29
Starting ntpd service on 10.10.50.30
Starting ntpd service on 10.10.50.31
Starting ntpd service on 10.10.50.32
Starting ntpd service on 10.10.50.33
Starting ntpd service on 10.10.50.34
Send test email? (y/n) n
Validating cluster health and configuration...
Found UCSM 10.29.132.11, logging with username admin. Org is hx-vdi-org
UCSM Password:

TChecking MTU settings

Pinging 10.10.52.107 from vmkl

Pinging 10.10.52.101 from vmkl

Pinging 10.10.52.105 from vmkl

Pinging 10.10.52.108 from vmkl

Pinging 10.10.52.102 from vmkl

Pinging 10.10.52.104 from vmkl
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Pinging
Pinging
Setting
Pinging
Pinging
Pinging
Pinging
Pinging
Pinging
Pinging
Pinging
Pinging
Pinging
Pinging
Pinging
Pinging
Pinging
Pinging
Pinging
Setting
Pinging
Pinging
Pinging
Pinging
Pinging
Pinging
Pinging
Pinging
Setting
Pinging
Pinging

Pinging

10.

10.

10.

10.

vnic2

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

52

52

to

52.

52.

52.

52.

52.

52.

52.

52.

52.

52.

52.

52.

52.

52.

52.

52.

.106 from wvmkl

.103 from vmkl

active and vmnic3

107

107

101

101

105

105

108

108

102

102

104

104

106

106

103

103

from

with

from

with

from

with

from

with

from

with

from

with

from

with

from

with

vmnic3 to active

10.10.50.33

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

vnicl

10.

10.

10.

10.

10.

10.

50

50.

50.

50

50.

50.

50

to

50.

50

50.

.27

31

34

.28

30

32

.29

from

from

from

from

from

from

from

from

vmk1

mtu 8972

vmk1

mtu 8972

vmk1

mtu 8972

vmk1

mtu 8972

vmk1

mtu 8972

vmk1

mtu 8972

vmk1

mtu 8972

vmk1

mtu 8972

and vnic?2

vmk O

vmkO

vmkO

vmk O

vmkO

vmkO

vmk O

vmkO

to standby

from vmkl

from vmkl

from vmkl

from vmkl

from vmkl

from vmkl

from vmkl

from vmkl

to standby

active and vmnicO to standby

33 from wvmkO

.27 from wvmkO

31 from vmkO
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Pinging 10.10.50.34 from wvmkO

Pinging 10.10.50.28 from wvmkO

Pinging 10.10.50.30 from wvmkO

Pinging 10.10.50.32 from wvmkO

Pinging 10.10.50.29 from wvmkO

Setting vmnicO to active and vnicl to standby
Pinging 10.10.53.27 from vmk2

Pinging 10.10.53.28 from vmk2

Pinging 10.10.53.29 from vmk2

Pinging 10.10.53.30 from vmk2

Pinging 10.10.53.31 from vmk2

Pinging 10.10.53.32 from vmk2

Pinging 10.10.53.33 from vmk2

Pinging 10.10.53.34 from vmk2

Setting vnic7 to active and vmnicé to standby
Pinging 10.10.53.27 from vmk2

Pinging 10.10.53.27 with mtu 8972 from vmk2
Pinging 10.10.53.28 from vmk2

Pinging 10.10.53.28 with mtu 8972 from vmk2
Pinging 10.10.53.29 from vmk2

Pinging 10.10.53.29 with mtu 8972 from vmk2
Pinging 10.10.53.30 from vmk2

Pinging 10.10.53.30 with mtu 8972 from vmk2
Pinging 10.10.53.31 from vmk2

Pinging 10.10.53.31 with mtu 8972 from vmk2
Pinging 10.10.53.32 from vmk2

Pinging 10.10.53.32 with mtu 8972 from vmk2
Pinging 10.10.53.33 from vmk2

Pinging 10.10.53.33 with mtu 8972 from wvmk2
Pinging 10.10.53.34 from vmk2

Pinging 10.10.53.34 with mtu 8972 from vmk2

Setting vmnic6 to active and vnic7 to standby
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Network Summary:
Host: 10.10.50.27
vswitch: vswitch-hx-inband-mgmt - mtu: 1500 - policy: loadbalance srcid
vmnicO - 1 - K22-HXVDI-A - active
vmnicl - 1 - K22-HXVDI-B - standby
Portgroup Name - VLAN
Storage Controller Management Network - 50
Management Network - 50
vswitch: vswitch-hx-vm-network - mtu: 1500 - policy: loadbalance srcid
vmnic4 - 1 - K22-HXVDI-A - active
vmnic5 - 1 - K22-HXVDI-B - active
Portgroup Name - VLAN
vm-network-54 - 54
vswitch: vmotion - mtu: 9000 - policy: loadbalance srcid
vmnic6é - 1 - K22-HXVDI-A - active
vmnic7 - 1 - K22-HXVDI-B - standby
Portgroup Name - VLAN
vmotion - 53
vswitch: vswitch-hx-storage-data - mtu: 9000 - policy: loadbalance srcid
vmnic2 - 1 - K22-HXVDI-A - standby
vmnic3 - 1 - K22-HXVDI-B - active
Portgroup Name - VLAN
Storage Controller Data Network - 52
Storage Hypervisor Data Network - 52
Host: 10.10.50.28
vswitch: vswitch-hx-inband-mgmt - mtu: 1500 - policy: loadbalance srcid
vmnicO - 1 - K22-HXVDI-A - active
vmnicl - 1 - K22-HXVDI-B - standby
Portgroup Name - VLAN
Storage Controller Management Network - 50
Management Network - 50

vswitch: vswitch-hx-vm-network - mtu: 1500 - policy: loadbalance srcid
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vmnic4 - 1 - K22-HXVDI-A - active

vmnich5 - 1 - K22-HXVDI-B - active

Portgroup Name - VLAN
vm-network-54 - 54
vswitch: vmotion - mtu:

vmnic6 - 1 - K22-HXVDI-A - active

vmnic7 - 1 - K22-HXVDI-B - standby

Portgroup Name - VLAN
vmotion - 53
vswitch: vswitch-hx-storage-data - mtu: 9000 - policy:

vmnic2 - 1 - K22-HXVDI-A - standby

vmnic3 - 1 - K22-HXVDI-B - active

Portgroup Name - VLAN
Storage Controller Data Network - 52

Storage Hypervisor Data Network - 52

Host: 10.10.50.29
vswitch: vswitch-hx-inband-mgmt - mtu:
vmnicO - 1 - K22-HXVDI-A - active

vmnicl - 1 - K22-HXVDI-B - standby
Portgroup Name - VLAN
Storage Controller Management Network - 50

Management Network - 50

9000 - policy: loadbalance srcid

loadbalance srcid

1500 - policy: loadbalance srcid

loadbalance srcid

vswitch: vswitch-hx-vm-network - mtu: 1500 - policy:
vmnic4 - 1 - K22-HXVDI-A - active
vmnic5 - 1 - K22-HXVDI-B - active
Portgroup Name - VLAN
vm-network-54 - 54
vswitch: vmotion - mtu: 9000 - policy: loadbalance srcid

vmnic6e - 1 - K22-HXVDI-A - active
vmnic7 - 1 - K22-HXVDI-B - standby
Portgroup Name - VLAN

vmotion - 53
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vswitch: vswitch-hx-storage-data - mtu:

vmnic2 - 1 - K22-HXVDI-A - standby
vmnic3 - 1 - K22-HXVDI-B - active

Portgroup Name - VLAN

9000 - policy: loadbalance srcid

Storage Controller Data Network - 52

Storage Hypervisor Data Network - 52

Host: 10.10.50.30

vswitch: vswitch-hx-inband-mgmt - mtu:
vmnicO - 1 - K22-HXVDI-A - active

vmnicl - 1 - K22-HXVDI-B - standby

Portgroup Name - VLAN

1500 - policy:

Storage Controller Management Network - 50

Management Network - 50

vswitch: vswitch-hx-vm-network - mtu:
vmnic4 - 1 - K22-HXVDI-A - active
vmnic5 - 1 - K22-HXVDI-B - active

Portgroup Name - VLAN
vm-network-54 - 54
vswitch: vmotion - mtu:
vmnic6 - 1 - K22-HXVDI-A - active

vmnic7 - 1 - K22-HXVDI-B - standby

Portgroup Name - VLAN
vmotion - 53
vswitch: vswitch-hx-storage-data - mtu:

vmnic2 - 1 - K22-HXVDI-A - standby
vmnic3 - 1 - K22-HXVDI-B - active

Portgroup Name - VLAN

9000 - policy:

Storage Controller Data Network - 52

Storage Hypervisor Data Network - 52

Host: 10.10.50.31
vswitch:

vmnicO - 1 - K22-HXVDI-A - active
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vmnicl - 1 - K22-HXVDI-B - standby
Portgroup Name - VLAN
Storage Controller Management Network - 50
Management Network - 50
vswitch: vswitch-hx-vm-network - mtu: 1500 - policy: loadbalance srcid
vmnic4 - 1 - K22-HXVDI-A - active
vmnic5 - 1 - K22-HXVDI-B - active
Portgroup Name - VLAN
vm-network-54 - 54
vswitch: vmotion - mtu: 9000 - policy: loadbalance srcid
vmnic6e - 1 - K22-HXVDI-A - active
vmnic7 - 1 - K22-HXVDI-B - standby
Portgroup Name - VLAN
vmotion - 53
vswitch: vswitch-hx-storage-data - mtu: 9000 - policy: loadbalance srcid
vmnic2 - 1 - K22-HXVDI-A - standby
vmnic3 - 1 - K22-HXVDI-B - active
Portgroup Name - VLAN
Storage Controller Data Network - 52
Storage Hypervisor Data Network - 52
Host: 10.10.50.32
vswitch: vswitch-hx-inband-mgmt - mtu: 1500 - policy: loadbalance srcid
vmnicO - 1 - K22-HXVDI-A - active
vmnicl - 1 - K22-HXVDI-B - standby
Portgroup Name - VLAN
Storage Controller Management Network - 50
Management Network - 50
vswitch: vswitch-hx-vm-network - mtu: 1500 - policy: loadbalance srcid
vmnic4d - 1 - K22-HXVDI-A - active
vmnic5 - 1 - K22-HXVDI-B - active
Portgroup Name - VLAN

vm-network-54 - 54
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vswitch: vmotion - mtu: 9000 - policy: loadbalance srcid
vmnicé - 1 - K22-HXVDI-A - active
vmnic7 - 1 - K22-HXVDI-B - standby
Portgroup Name - VLAN
vmotion - 53
vswitch: vswitch-hx-storage-data - mtu: 9000 - policy: loadbalance srcid
vmnic?2 - 1 - K22-HXVDI-A - standby
vmnic3 - 1 - K22-HXVDI-B - active
Portgroup Name - VLAN
Storage Controller Data Network - 52
Storage Hypervisor Data Network - 52
Host: 10.10.50.33
vswitch: vswitch-hx-inband-mgmt - mtu: 1500 - policy: loadbalance srcid
vmnicO - 1 - K22-HXVDI-A - active
vmnicl - 1 - K22-HXVDI-B - standby
Portgroup Name - VLAN
Storage Controller Management Network - 50
Management Network - 50
vswitch: vswitch-hx-vm-network - mtu: 1500 - policy: loadbalance srcid
vmnic4d - 1 - K22-HXVDI-A - active
vmnic5 - 1 - K22-HXVDI-B - active
Portgroup Name - VLAN
vm-network-54 - 54
vswitch: vmotion - mtu: 9000 - policy: loadbalance srcid
vmnic6é - 1 - K22-HXVDI-A - active
vmnic7 - 1 - K22-HXVDI-B - standby
Portgroup Name - VLAN
vmotion - 53
vswitch: vswitch-hx-storage-data - mtu: 9000 - policy: loadbalance srcid
vmnic2 - 1 - K22-HXVDI-A - standby
vmnic3 - 1 - K22-HXVDI-B - active

Portgroup Name - VLAN
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Storage Controller Data Network - 52
Storage Hypervisor Data Network - 52
Host: 10.10.50.34
vswitch: vswitch-hx-inband-mgmt - mtu: 1500 - policy: loadbalance srcid
vmnicO - 1 - K22-HXVDI-A - active
vmnicl - 1 - K22-HXVDI-B - standby
Portgroup Name - VLAN
Storage Controller Management Network - 50
Management Network - 50
vswitch: vswitch-hx-vm-network - mtu: 1500 - policy: loadbalance srcid
vmnic4 - 1 - K22-HXVDI-A - active
vmnic5 - 1 - K22-HXVDI-B - active
Portgroup Name - VLAN
vm-network-54 - 54
vswitch: vmotion - mtu: 9000 - policy: loadbalance srcid
vmnicé - 1 - K22-HXVDI-A - active
vmnic7 - 1 - K22-HXVDI-B - standby
Portgroup Name - VLAN
vmotion - 53
vswitch: vswitch-hx-storage-data - mtu: 9000 - policy: loadbalance srcid
vmnic?2 - 1 - K22-HXVDI-A - standby
vmnic3 - 1 - K22-HXVDI-B - active
Portgroup Name - VLAN
Storage Controller Data Network - 52
Storage Hypervisor Data Network - 52
Host: 10.10.50.27
No errors found
Host: 10.10.50.28
No errors found
Host: 10.10.50.29
No errors found

Host: 10.10.50.30
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No errors found
Host: 10.10.50.31

No errors found
Host: 10.10.50.32

No errors found
Host: 10.10.50.33

No errors found

Host: 10.10.50.34
No errors found

Controller VM Clocks:

stCt1lVM-FCH1937v2JV - 2018-10-22 05:32:09
stCt1lVM-FCH1937V2TV - 2018-10-22 05:32:25
stCt1lVM-FCH1842V1JG - 2018-10-22 05:32:41
stCt1lVM-FCH1936VOGE - 2018-10-22 05:32:57
stCt1lVM-FCH1937v2JT - 2018-10-22 05:33:14
stCt1lVM-FCH1938Vv085 - 2018-10-22 05:33:30
stCtlVM-FCH1937V2TS - 2018-10-22 05:33:46
stCt1lVM-FCH1937v2JU - 2018-10-22 05:34:02
Cluster:

Version - 3.5.1a-31118
Model - HXAF220C-M5S
Health - HEALTHY

Access Policy - LENIENT
ASUP enabled - False
SMTP Server -

root@Cisco-HX-Data-Platform-Installer:~#

8. Login to vSphere WebClient to create additional shared datastore.
9. Go to the Summary tab on the cluster created via the HyperFlex cluster creation workflow.

10. On Cisco HyperFlex Systems click the cluster name.
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vmware* vSphere Web Client =

Navigator b 3 ﬁmlu'@&{®|§mﬁum-

4 Back » Summary | Monitor Configure Permissions Hosts VMs Datastores Metworks Update Manager
HXMS
Total Processors 1152

Total vMotion Migrations: 711

g 10105051
@ 10.10.50.52
g 10105053
[ 10.10.50.54
g 10105055

E 10.10.50.56 ~ Cluster Resources ] [ ~ Cluster Consumers
@ 10.10.50.57 Hosts 32 Hosts .
10.10.50.58 - ated Objects
g Total virtual flash resources  0.00 B Related Obj =
g 1o.10.5059 - Datacenter VDILAB-HC
E 10.10.50.60 EVC mode Disabled
g 10.10.50.61 ~ Update Manager Compliance [
10.10.50.62
Stat
g 10.1050.63 [» s atus
@ 10.10.50.64 [+ custom Atributes Scan . Detailed Status
g 10.10.50.65 [
@ 101050 66
Cisco HyperFlex Systems (|
. 10105075 - e =
B 10105076 Name HXM5
B 10.10.50.77 Capacity 257178
(@ 10.10.50.78 Free 2161 T8
B 10.10.50.79 Sovinas
B 10105080 L
@ 10.10.50.81 Total Savings 94.87%

B 10105082
F\ 10.10.50.82
B 10105084
F\ 10.10.50.85
B, 10105086
E\ 10.10.50.87
B 10105088
F\ 10.10.50.89
B, 10105090

The Summary tab displays the details about the cluster status, capacity, and performance.
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‘A Bace Geffing Stated | Summary | Mandor - Manags

HIANE. 0] STORAGE FREE 1181 7TE

Tatal Moses: H ~

Ustastores: 2 v e

Versim: EEAERIRL OFERAT DAL STATUS DHLINE

M=t ERAPENC MG UCAC: T v
CIRMRBER UCEE-B2I0-M5 COMVERGEONDIZS 18 COWTRELLERS 42

VE Guster: 5 R RESILEHCY STATUE HEALT-Y

He Prugin Loeded Fror 4085 {10110 501900
ZHOET FAILUAEE) CANEE TOLERATED

= Statug =||* Pariomance =
Cosglional Sizis @ Qning - I0P3
» Reslinncy Staus @ Healhy 0 Current
Last Updated 11122018 23422 FM Pas i How o Read B ke O
L
+ Corerged Nodes 15 Hess anling [i] -
16 GanTalars ciing
» Compile Hodes 16 Hoets oriina
"+ Capacty = wm
Tetal = Througnpul

Curent
Frow 1 Iy
: PaztHour fiite B
Uned

Usable Capacty BNMTR

Lisad 40 TE
Fres 21817 o
Frovsioned 4100 TR - Lalency
var Fraslonad 1528 TE Curani
 Smings Paas Hour Head il 1
Tetsl Sadngs 407%
Compression 45.63%
Ceduphcaton BRETH

woe LLET
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11. Click Manage, select Datastores. Click the Add datastore icon, select the datastore name and size to
provision.

A You have created a 40TB datastore for the Horizon pooled, persistent/non-persistent, and RDSH server
desktop performance test.

Alternatively HyperFlex connect WebUI can be utilized as well to create a datastore. While using HyperFlex
Connect Ul to create a datastore there is an option to select Block size. By default datastores are created with 8K
Block size using vSphere WebClient.

Diatastone Mame:

TEST
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Building the Virtual Machines and Environment for Workload Testing

This section details how to configure the software infrastructure components that comprise this solution.

Horizon 7 Infrastructure Components Installation

The prerequisites for installing the view connection server, replica server(s) and composer server is to have
Windows 2008, 2012 2012 R2 or 2016 virtual machines ready.

ﬁ In this study, we used Windows Server 2016 virtual machines for all Horizon infrastructure servers.

Download the VMware Horizon 7 installation package from this link:

https://my.vmware.com/web/vmware/info/slug/desktop end user computing/vmware horizon/7 6

This following section provides a detailed, systematic installation process for Horizon 7 v7.6.0.

Install VMware Horizon Composer Server

To install the VMware Horizon Composer Server, complete the following steps:

1. Open installer for Horizon composer. VMware-viewcomposer-7.6.0-9491669.exe

2. Click Next to continue.

) VMware Horizon 7 Composer =)

Welcome to the Installation Wizard for
VMware Horizon 7 Composer

The installation wizard will install VMware Horizon 7 Composer
on your computer. To continue, dick Next.

VMware Horizon™7

Copyright ©® 1998-2017 VMware, Inc. All rights reserved. This
m r product is protected by U.S. and international copyright and

Co pose intellectual property laws. VMware products are covered by

one or more patents listed at

EIPCo® http: //www.vmware.com/go/patents.

< Back ] Next > | | Cancel

3. Accept the EULA. Click Next.

128


https://my.vmware.com/web/vmware/info/slug/desktop_end_user_computing/vmware_horizon/7_6

Building the Virtual Machines and Environment for Workload Testing

License Agreement
Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT
MAY APPEAR DURING THE INSTALLATION OF THE
SOFTWARE.

(®) I accept the terms in the license agreement
() 1 do not accept the terms in the license agreement

InstalliShield

[ <Bak | Next> [[ cancel |

4. Click Next to accept the default installation folder.

Destination Folder
Click Mext to install to this folder, or dick Change to install to a different folder.

Install VMware Horizon 7 Composer to:

C:YProgram Files {x86) \WMware\VMware View Composer’, i

InstallShield

[ <Back [ mext= | [ cancal |

5. Enter the database information. The ODBC database can be configured during the installation by clicking
ODBC DSN Setup.

Database Information
Enter additional database configuration information.

Enter the Data Source Name (DSN) for the VMware Horizon 7 Composer database. To set up
the DSN dick the ODBC Setup button.

| ODBC DSN Setup...

Enter the username that you entered in the ODBC Data Source Administrator.

Enter the d for this datat connection.

InstaliShield

<Back |[ Next> | [ cancel

129



Building the Virtual Machines and Environment for Workload Testing

Configure the ODBC Source Name

1. Open 64bit ODBC, select System DSN tab and click Add.

= ODBC Data Source Administrator (64-bit)
[ UserDSN | System DSN | Fie DSN | Divers | Tracing | Connection Poolng | Abaut |
Systemn Data Sources:

e

Remove
Carfigure -
8. To setup
sl
= An ODBC System data source stores information about how to connect to the indicated data provider.
b A System data source is visible to all users on this machine. including NT services
Instalsnied
| < Back | Next > | Cancel

2. Create a new Data source and select SQL server native client. You will use an existing instanace of the
Mircosoft SQL server 2016 for the current deployment. Click Finish.

@ ODBC Data Source Administrator (64-bit) [x]
[ User st Create New Data Source 3]
System
Name

Select a dnver for which you want to set up a data source

! Name Version Com{ l
[ SQL Server

6039600.17415  Mcr O
) | SRl 2011.110210060 Men| ¥
e

e

[ 0K Cancel [ Heb

_ o

3. Create a name for data source, select SQL server, click Next
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@ ODBC Data Source Administrator (64-bit)

| User DSN | System DSN | Fle DSN | Diivers | Tracing | Connection Pooling | About |

This wizard wil help you create an ODBC data source that you can use to connect to
SQL Server.

What name do you want to use to refer to the data source?

Neme: |HVComposerDB

How do you want to describe the data source?
Description: I

Which SQL Server do you want to connect to?
Server: [sg-01.vdlabhc ocal v]

. =] o] T o

4. Enter the login credentails for the SQL server authentication or use Windows Authentication. Click Next.

@ ODBC Data Source Administrator (64-bit) [x]

How should SQL Server verify the authenticity of the login ID?
ﬁ\iA S © With Integrated Windows authentication
SPN [Dptonal ‘ ke, To setup
@WMSQLSwvarMuimamledpumdmmbyme
 user,
Setup...

Login ID: [viewservice |
Palmd:[oooo.oo. ]

. [t | o> | [ | [ ] || o |

5. Select Default Database, click Next.

= ODBC Data Source Administrator (64-bit)

User DSN | System DSN | File DSN | Drivers | Tracing | Pooling | About

(] Change the defauit database to:
» [HvComposer v]
SOLServer iz l"'""""‘

I pe. To setup
SPN for mirror server Optional):

ﬁ

[w] Use ANSI quoted idertifiers.
[v] Use ANSI nus, paddings and wamings.
Application intent:

[ReEADWRITE

. <MIIY",E,LJ|W]|H#]EV
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6. Check the box to select language for SQL server system messages. Click Finish.

= ODBC Data Source Administrator (64-bit) =]

| User DSN | System DSN | Fie DSN | Drvers | Traong | & Pooling | About |

p’ (] Change the language of SQL Server system messages to;
&L server x1: [Eodh o)
["] Use strong encryption for data

|| Pesform transiation for character data

[] Use regional settings when outputting cuency. numbers, dates and times.
Setup...

[[] Save long running quesies to the log file:

C-\Users\ADMINI~1\AppData\Local\ Temp*\ \QUEI|

Browse
Long quesy time {milliseconds): | 10000
[] Log ODBC driver statistics to the log file:
C\Ussrs\ADMIN™T\AppData\Local\ Temp\1\STAT

Browse

. [[<tockc J[ mooh [ Concd | [ Heb | f—corcd ]

7. Click Test datastore to verify connectivity between SQL server and newly create Data source.

= ODBC Data Source Administrator (64-bit)
User DSN | System DSN | File DSN | Davere | Tracing | C Pooling | About |
5

Anew ODEC data source will be created with the following configuration:

Microsoft SQL Server Native Cliert Version 11.00.2100
Data Source Name: HVComposerDB
on

~

Data Encryption:

Truet Server Certificate: No
Multiple Active Resut Sets(MARS): No o
Meror Server:

Translate Character Data. Ye

~

8. Since this a new instanace of Composer server installation, a new SSL certificate will be created. In case of
update or existing composer server installation either create new SSL certificate or use existing certificate.

Database Information

Enter additional database configuration information.

Enter the Data Source Name (DSN) for the VMware Horizon 7 Composer database. To set up
the DSN dick the ODBC Setup button.

|HvComposerDB [ opBcDsnsetup... |

Enter the username that you entered in the ODBC Data Source Administrator.

lviewservice

Enter the p d for this datab connection.

[[ sssssses

InstallShield

<Back || nNext> | [ cancel |
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9. Leave default port configuration for SOAP port.

10. Click Next.

i ‘VMware Horizon 7 Composer

VMware Horizon 7 Composer Port Settings

Enter the connection information for the VMware Horizon 7 Composer.

Specify the web access port and security settings for VMware Horizon 7 Composer.
SOAP Port:

SSL Certificate: @) Create default SSL certificate
() Use an existing SSL certificate

InstaliShield
<Back |[ mext> | [  cancel
11. Click Install.
i VMware Horizon 7 Composer

Ready to Install the Program

The wizard is ready to begin installation.

WMware Horizon 7 Composer will be installed in:
C:\Program Files (x85)WMware\WMware View Composery

If you want to review or change any of your installation settings, dick Back. Click Install to
begin the installation or Cancel to exit the wizard.

Installshield

< Back || Install | | Cancel

12. Click Finish.

! VMware Horizon 7 Composer

Installer Completed

The installer has successfully installed VMware Horizon 7
Composer. Click Finish to exit the wizard.

VMware Horizon™7

Composer

EIPC
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Install Horizon Connection/Replica Servers

To install the Horizon Connection/Replica Servers, complete the following steps:
1. Open view connection server installation,VMware-viewconnectionserver-x86_64-7.6.0-9823717 .exe.
2. Click Next.

ﬂ VM ware Horizon 7 Connection Server >

Welcome to the Installation Wizard for
VMware Horizon 7 Connection Server

The installation wizard will upgrade VMware Horizon 7
Connection Server on your computer. To continue, dick Mext.

Copyright {c) 1998-2018 YMware, Inc. all rights reserved. This

VMware Horizon™7 product is protected by U.S, and international copyright and
5 intellectual property laws. VMware products are covered by

Connection one or more patents listed at

Server http: ffwww . vmware . comfgo/patents.

Product version: 7.6.0-2823717 %54 P Cancel

3. Accpet the EULA, click Next.

ﬁ VMware Herizon 7 Connection Server

License Agreement

Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT A

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT
MAY APPEAR DURING THE INSTALLATION OF THE
SOFTWARE.

(® I accept the terms in the license agreement
(O I do not accept the terms in the license agreement

= Cancel

4. Leave default destination folder, click Next.
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‘g VMware Horizon 7 Connection Server x
Destination Folder
Click Next to install to this folder, or dick Change to install to a different folder.
{ j Install VMware Horizon 7 Connection Server to:
C:\Program Files\VMware \VMware View\Server\ ‘ E:hange
| <Back |[ Next> ~ Cancel

5. Select type of instance intended to install.

6. Select Standard Server instance for primary connection server installation.

ﬁ VMware Horizon 7 Connection Server >

Installation Options
Select the type of Horizon 7 Connection Server instance you want to install.

Select the type of Horizon 7 Connection Server instance you want to install.

Horizon 7 Standard Server
Horizon 7 Replica Server
Horizon 7 Security Server
Horizon 7 Enrollment Server

Perform a standard full install. This is used to install a standalone instance of Horizon 7
Connection Server or the first instance of a group of servers.

Install HTML Access

Specify what IP protocol version shall be used to configure this Horizon 7 Connection Server
instance:

This server will be configured to choose the IPv4
IPv6 protocol for establishing all connections.

<Back [ Next> ]| = Cancel

7. Select Replica server instance for fault tolerant connection server configration after completion of Standard
Server instance installation.

ﬁ VMware Horizon 7 Connection Server >

Installation Options
Select the type of Horizon 7 Connection Server instance you want to install.

Sele;t the type of Hon:izon 7 Connecéon Server instance you want to ins{all.

Horizon 7 Standard Server
Horizon 7 Replica Server [~ Install HTML Access

Horizon 7 Security Server
Horizon 7 Enroliment Server

Perform a replica instance install joining an existing server instance. This is used to install a
second or subsequent server in a group of servers that all automatically share the same
directory configuration.

Specify what IP protocol version shall be used to configure this Horizon 7 Connection Server
instance:

This server will be configured to choose the IPv4
IPvE protocol for establishing all connections.

<oss  [mems ]| concel
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8. Enter the Data Recovery Password.

ﬁ VMware Heorizon 7 Connection Server x
= I

Data Recovery
Enter data recovery password details.

This password protects data backups of your Horizon 7 Connection Server. Recovering a backup
will require entry of this password.

Enter data recovery password: [cecccsssl |

Re-enter password: || PP |
Enter password reminder (optional): Idefault
<Back | Next > [ cancel

9. Click Next.

ﬁ VMware Heorizon 7 Connection Server >

Firewall Configuration

Automatically configure the Windows Firewall to allow incoming TCP protocol
connections.

In order for Horizon 7 Connection Server to operate on a network, specific incoming TCP
ports must be allowed through the local Windows Firewall service. The incoming TCP ports
for the Standard Server are 8009 (AJP13), 80 (HTTP), 443 (HTTPS), 4001 (JMS), 4002
{IMS-SSL), 4100 (JMSIR), 4101 {(JMSIR-SSL), 4172 (PColP), 8472 (Inter-pod API), and
8443 (HTML Access). UDP packets on port 4172 (PColP) are allowed through as well.

(®) Configure Windows Firewall automatically

() Do not configure Windows Firewall

ST e

10. Select authorized users and group, click Next.

ﬁ VMware Horizon 7 Connection Server >
r

Initial Horizon 7 Administrators

Specify the domain user or group for initial Horizon 7 administration.

To login to Horizon 7 Administrator, you will need to be authorized. Select the local
Administrators group option or enter the name of a domain user or group that will be initially
allowed to login and will be granted full admistrative rights.

The list of authorized administrator users and groups can be changed later in Horizon 7
Administrator.

() Authorize the local Administrators group

(® Authorize a specific domain user or domain group

Ivdilab-hc\administrabor

(domainname \username, domainname \groupname or UPN format)

< Back | Next > l Cancel
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11. Enter domain credentials for previously specified domain user/group.

ﬁ VMware Horizon 7 Connection Server =
Domain Login

Enter domain credentials.

You need to login to the domain to access details of the previously specified domain user or
domain group.

User name: | dilab-hc\administrator

{domainname \username or UPN format)

Password: || sesssccse

<dack [ mext= ]| cancel

12. Opt-in or Opt-out of User Experience Improvement Program. Click Next.

ﬁ VMware Horizon 7 Connection Server x

User Experience Improvement Program

Basic Customer Demographics

VMware is constantly trying to improve the user experience of our products. You can
help us in this effort by agreeing to send product usage statistics. This data is
completely anonymous, and is restricted to product usage metrics. For more details
about it visit the VMware user experience improvement web page by dicking the "..."
button.

[ Participate anonymously in the user experience improvement program

Select your organization industry type:
Select location of your organization's headquarter:

Select approximate number of employees:

<osk  [mems ][ conce

13. Click Install.

ﬁ VMware Horizon 7 Connection Server x

Installer Completed

The installer has successfully installed VMware Horizon 7
Connection Server, Click Finish to exit the wizard.

Next Steps:

[] Show the documentation

VMware Horizon™7

Connection
Server

Product version: 7.6.0-9823717 x64 < Back Finish Cancel

14. Click Finish.
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Create a Microsoft Management Console Certificate Request

To generate a Horizon View SSL certificate request, use the Microsoft Management Console (MMC) Certificates
snap-in:
https://kb vmware .com/selfservice/microsites/search.do?language=en US&cmd=displayKC&externalld=2068666

Configure the Horizon 7 Environment

To configure the Horizon 7 environment, complete the following steps:

1. Open WebUI, Login to https://<Horizon_Connection_ server_Management_IP_Address>/admin.

VMware Horizon 7 Administrator

Harizon Console

Updated 11/12/2018 2:46 PM g2 Dashboard

Sessions 0

Problem vCenter VMs 0

Problem RDS Hosts 0

Events © o & o Syst=m Health =l Machine Status

System Healtl X

! '-212 0. DG ;_a ¥ View compenents vCenter VMs RDS Hosts Others
¥ [l Connection Servers -
| Inventory B vH-connot * (I Preparing
B v+-connoz » 1 Problem Machines

B vH-connoz

2% Users and Groups » [ Prepared for use

» Catalog B vH-conno4

¥ Resources P. Event database
[@Farms » [l view Composer Servers
1 Machines » RDS Farms
L Persistent Disks ¥ vSphere components

»> Monitoring » [l Datastores

¥ Policies » [l E5X hosts

» View Configuration » @ vCanter Sarvers
¥ Other components
¥ [l pomains

B voILaB-HC

Configure Event Database

To configure the Event Database, complete the following steps:

1. Configure the Event Database by adding Database Server, Database name, login credentials and prefix for the
table from the Horizon 7 Administrator, View Configuration, Event Configuration node of the Inventory pane.

2. Click Edit in the action pane.
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Dataiams s o) lialie
Ditaass tas:
ot

[ —

Uz rame:

Paismerd.

ot s [

Tablz orefix

The details are shown below:

Database server: |SQLDl

Database type: J Microsoft SQL Server |

Port: EEEE

Database name: |H|:|ri2|:|r‘|Ever‘|t

Usar name: |H|:|rizc|r|.dxgent

Password: |********

Confirm password: |********

Tahle prefisx:

Configure Horizon 7 Licenses

To configure the Horizon 7 licenses, complete the following steps:

1. Click View Configuration.

2. Select Product Licensing and Usage.
3. Click Edit License in the action pane.
4. Add the License Serial Number.

5. Click OK.
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VMware Horizon 7 Administrator

| About

| Help

| Logout (administrator)

Administrators.

Configure vCenter

Problem vCenter VMs 0 Licensing
Problem RDS Hosts 0
B 604 ¢
SystemHealtll @ & B
H2 00 LT icense Key: B0400-X0EXN- XK XX 3N4TH
Tnventory License expiration: Thursday, February 28, 2018 12:00:00 AM PST
i Dshbosra Desktap license: Enabled
& Users and Groups Application Remoting license:  Enabled
Catal
> Catalog View Composer license: Enabled
¥ Resources
Hrame Instant Clone license: Enabled
&l Machines Help Desk license: Enabled
Persistant Disks
L Persistant D Session Collaboration licenss:  Enabled
» Monitoring
» Policies Usage Model: Named User
¥ View L
Servars
Instant Clone Domain Admins ‘ Usage
Product Lice: ELERVEET B
e e Mlanet 2 [Rese( H.ghestfuunt] [Rese( Named USEV‘SODuﬂtJ 2
Global Settings.
Registersd Mach
sgistarac Machines ‘ Session Mode Current Highast

Customer Experience Program

Edit Settings

Customer Experience Improvement Program:
Geographic Location:
Business Vertical:

Number of Employees:

To configure the vCenter, complete the following steps:

1. In View Configuration, Select Servers. Click Add vCenter Server tab.

2. Enter vCenter Server IP Address or FQDN, login credentials.

3. Advanced Settings options can be modified to change existing operations limit. Keep the advanced settings

options as default.

wCenter Server Settings
Server sddimss: vesall.vdisb-helocal

User name: smnsrtoviphere bl

VCentar Server Settings

Defore v odd vOonte: Sow: 10
View, instal » vald S50 cenfcas
sated by o trstesd CA S a est
SVITITIANS, YU G Us E% defau.

Password:

Descriotion

Poet:

Advanced Settings

Speaiby the torcsrrent operation fmity,

Max concurrent vCerter

prowsning operstias: 0

Max cancurraet power
operations;

Max concurent View Compose!
TR 6 s Thas

Max concurest View Composer
provisoning opretiony:

Max concurest Instant Chne
FUgie POy opersions:

l-syneed e mutabed
with vCanter Sarver, but yoo must
accopt the cenfcats tumbpint.

rovde the yUenter Server FGUN of 1P
e, user narme, anid pessword
Comcurrent Operatioes L mils
Max conayrrent yCoster provsionng

| opesstces. he maxmam rumbe: of
congutvent Y doring and detios
OparaLons 0N Ihis vCenter server (WA
dooes)

e cvneiermnl priwen speretsne: the
mamum number of concurrent VM
poweron, pewni-0F, reset, and
<onfigutation cperotions (ul dores
and nked coces)

Max conaerent Wew Compese:
mantenancs npeations: the
manmum number of concurrent Mew

Disabled

4. Click View certificate. Accept the certificate.
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Certificate Information

Issued to:
Issued by: ca
Valid from :

Subject:

C=uUs

vesa65.vdilab-hc.local

10/11/17 4:04 PM to 10/6/27 4:04 PM

CN=vcsab65.vdilab-hc.local

Issuer:

OU=VMware Engineering

O=vcsa65.vdilab-hc.local
ST=California

C

Serial Number:
78

Version: 3
Signature Algorithm:
Public Key Algorithm: RSA
Public Key:

00 db cf be 04 1e 24 a2

SHA256withRSA

308201 22 300d 06 09 2a 86 48 86 f7 0d 01 01 01 05 00 03 82 01 Of 00 :

01 01 00 bf db 75 ae 38 ¢7 85 0a 16 1f ee 75 ce 7e el 21 41 54 52 Oe 2d 60
a7 ef b9 d6 f6 6f 3e 86 03 6b 08 1b 25 d1 04 €9 21 a4 66 bb 42 5b d3 f3 5a

dd Oe e0 10 98 98 fc 5b f8 1a 4c 98 c6 d8 16 bd df 8e 20 35 9c c8 44 77 10 .
10 56 c9 20 02 Ob d9 85 db f9 90 dO fc 5¢c 60 4a 5a 8b de 15 ee 56 3 39 85
a2 2d ba ac d7 ec 4e 7e 32 30 42 03 30 51 f7 b6 4d 83 d6 8e 5d c5 44 a8 c0
b5 4cfl ba 2c 57 b6 46 €7 59 73 829 2f 70 ¢5 63 34 4d 2f 6c bf 74 83 <0 b,

1e b0 6a bd 7a di c6 2fad 94 fe ce 11 09 81 3f 03 d3 10 e3 16 f2 b2 e6 6e e

5. Add View composer settings, View composer server FQDN or Management IP address,

6. Click Next.

Add vConter Server
VC infomaten

Wiy Compuises
View Composer Seltings
{3 Do ot 50 View Composar
() View Camposer co-nsmled with vCester Server
hocse the f Vew Composs: & nialed an the ame sove
(2} Stardalona View Compoter Server
fo0s the i View Camposs  utaled an o
Sorveroddress:  ViCeaposs sd'ab e bad

User name Aot

Paszword

Pest: 42

View Composer Settings

View Cammposer cun be steded o
the vCenter Server host or o
standeiive host

Al you wdd Ve Compesss 1y
Viaw, instal 3 vaid SSL carthesze
et by tusted CA W i Tt
envronment, you c3
defuuit, sel-sumes! cesthi
instabed wih Viem Compose
you st accepl the cortficsts
Twmbpm:

7. View and accept the certificate.
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Tesued Lo VHCOMPOSER
Tusued bry: WVHCOMPOSER
wabd from: POL LS LS 12004 1M ke 107117105 150 14 1
Huhgoct: Loy
ST=CA
L=Ch

O=VMware Inc,

OL=VMware Ine.

CHN=YHCOMPOSER
EMAILADDRESS—supporu@vinware.cuim

ELT s
ST=CA
L—CA
O=VMware Tnc,
Ol —Vhware Ine.
CH=vHCOMPOSER
EMAILADDRESS—suppur UEvimsware.com

Srerial Nurmibsers: 35 &3 doe Se bb 85 bd a2 Ad 51 10 1e b1 11 65
26
Version: 3
signature Alganthm: sHAzZOwithRsA
Public Key Alguritemn: RS
Pubilic Key: 306201 22 30 0d 06 09 2o G5 A0 G5 17 0d 01 01 01 05 O

W he £ G0 0 b f da fhoa s DB DD S6 68 16 Th dE e od

8. Click Add a new domain or Edit the existing domain.

9. Click Next.

Full domain name:  wvdilab-hc.local

User name: administrator

Password: EEmmm————
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Add vCenter Server

Add vCenter Server View Composer Domains o

VC Information View Composer Domains

View Composer Domains

View Composer i ; ; ; . View Composer adds computer
View Composer Domains | Add... || Edit.. || Remove... | accounts for linked-clone
machines in the AD domains
Domains User Desktap Pool configured here. The View
vdilab-he.local administrator ST TTEET MEE T S3en 3 Ty e

domains must have Create
Computer Objects, Delete
Computer Objects, and Write All
Properties permissions in the
domains.

When you create a linked-clone
desktop pool, you select a
domain from this list to store the
computer accounts.

i < Back H MNext > H Cancel \

10. In Storage settings, select Reclaim VM disk space and View Storage Accelarator.

11. Configure default host cache size between 100MB and 2048MB. We configured the maximum, which is
2048MB.

12. Click Next.

Add vCenter Server

Add vCenter Server SELEE =

VC Information Storage Settings Storage Settings

e Crr s ESXi hosts can be configured to

View Composer Domains [¥] Redaim VM disk space cache virtual machine disk data,

Storage which improves performance
[¥] Enable View Storage Accelerator during 1/O storms such as when

many machines power on and run

Default host cache size: | 2048 MB
anti-virus scans at once. Hosts
Cache must be between 100 MB and 2048 MB read common data blocks from
cache instead of reading the 05
Hosts from disk.

By reducing I0PS during boot

storms, View Storage Accelerator

[ & | lowers the demand on the

. storage array and uses less
Host Cache Size storage I/O bandwidth.

[] show all hosts

/HX-VDILAB/host/HX-Infra/10.10.50.( Default Disk Space Reclamation

[HX-VDILAB/host/HX-Infra/10.10.50.( Default With vSphere 5.x, virtual
machines can be configured to
use a space efficient disk format
[HX-VDILAB/host/HX-Launcher/10.10 Default that supports reclamation of
unused disk space (such as
deleted files). This option reclaims
/HX-VDILAB/host/HX-Launcher/10.10 Default unused disk space on each virtual
/HX-VDILAB/host/HX-VDI/10.10.50.3 Default mimgsdﬁ:ﬂ“s:rj&ﬁ:‘;ie o
/HX-VDILAB/host/HX-VDI/10.10.50.3! Default used disk space exceeds the

JHX-VDILAB/host/HX-VDI/10.10.50.3! Default specified threshold.

JHX-VDILAB/host/HX-Launcher/10.10 Default

JHX-VDILAB/host/HX-Launcher/10.10| Default

\' < Back ‘|[ Next > ]\ Cancel \

13. Review Add vCenter Server settings and click Finish.
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Add vCenter Server “

VC Information vCenter Server vesa6.vdilab-he.local
View Composer User name administrator@vsphere.local
View Composer Domains password  smss=s=
Stotage Description wvCenter Server 6.0 to host HyperFlex cluster deployed VD
Server Port 443
Max Provision 20
Max Power 50
Max View Composer Operations 12
Max View Composer Provision 8
Max Instant Clone Engine Provision 20
View Composer State Standalone View Composer Server
View Composer Address wh-comp.vdilab-hc.local

view Composer Password | m==s===

View Composer User Name administrator
View Composer Port 18443
Enable View Storage Accelerator Yes

Default host cache size: 2048

VM Disk Space Reclamation Yes

q |

<o || emsn || cance

Configure Instant Clone Domain Admins

To configure the instant clone domain admins, complete the following steps:

1. Under View Configuration, Click on Instant Clone Domain Admins.

2. Click Add button. Enter credentials for domain user/group.

Fulldomein name: wiilsbhelol |+

Username: FmrisTat

o

Horizon Persona Manager Installation

To install Horizon Persona Manager, complete the following steps:

1. Open Horizon Persona Manager Installer, VMware-personamanagement-x86_64-7.6.0-9539447 exe.

2. Click Next.
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Welcome to the VMware Horizon 7 Persona
Management Setup Wizard

The Setup Wizard will install VMware Horizon 7 Persona
Management on your computer. Click Next to continue or
Cancel to exit the Setup Wizard.

VMware Horizon™7

Persona Copyright © 1998-2018 VMware, Inc. All rights reserved.
This product is protected by U.S. and international copyright
Mana gemen t and intellectual property laws. VMware products are covered

by one or more patents listed at
http: //www.vmware.com/go jpatents.

Product Version: 7.6.0-9539447 x64 < Back Next > Cancel

3. Accept the EULA and click Next.

#  VMware Horizon 7 Persona Management Setup

End-User License Agreement

Please read the following license agreement carefully

VMWARE END USER LICENSE AGREEMENT A

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE
OF THE SOFTWARE, REGARDLESS OF ANY TERMS
THAT MAY APPEAR DURING THE INSTALLATION OF
THE SOFTWARE.

I accept the terms in the License Agreement

4. Click Install.
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Ready to install VMware Horizon 7 Persona Management

Click Install to begin the installation. Click Back to review or change any of your
installation settings. Click Cancel to exit the wizard.

VMware Horizon 7 Persona Management will be installed in:
C:\Program Files\VMware \VMware Horizon 7 Persona Management)

5. Click Finish.

Completed the VMware Horizon 7 Persona
Management Setup Wizard

Click the Finish button to exit the Setup Wizard.

VMware Horizon™7

Persona
Management

Cancel
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Master Image Creation for Tested Horizon Deployment Types

To create the Master Image for the tested Horizon deployment types, complete the following steps:

1. Select an ESXi host in an existing infrastructure cluster and create the virtual machines to use as Golden
Images with Windows 10 and Office 2016 for Instant Clone, Linked-Clone and Full Clone desktops.

&

We used a 64-bit version of Microsoft Operating System and Office for our testing.

.S

A fourth master image has been created using Microsoft Windows Server 2016 for RDSH (Remote Desk-

top Server Sessions) session host virtual machines.

For the Master Image virtual machines, the following parameters were used (Table 12 ).

Table 12 Golden Image Virtual Machine Parameters

Attribute Instant/Linkedclone Persistent/Full Clone RDSH server

Desktop operating | Microsoft  Windows 10 | Microsoft ~ Windows 10 | Microsoft Windows  Server

system Enterprise (64-bit) Enterprise (64-bit) 2016 standard (64-bit)

Hardware VMware  Virtual Hardware | VMware Virtual Hardware | VMware  Virtual Hardware
Version 13 Version 13 Version 13

vCPU 2 2 8

Memory 4096 MB 4096 MB* 24576MB

Memory reserved 4096 MB 4096 MB* 24576MB

Video RAM 35 MB 35 MB ANMB

3D graphics Off Off Off

NIC 1 1 1

Virtual network adapter 1

VMXNet3 adapter

VMXNet3 adapter

VMXNet3 adapter

Virtual SCSI controller O Paravirtual Paravirtual Paravirtual
Virtual disk: VMDK 1 32 GB 100 GB 40 GB
Virtual disk: VMDK 2 6 GB - -
(non-persistent  disk  for

Linked-Clones)

Virtual floppy drive 1 Removed Removed Removed

Virtual CD/DVD drive 1
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Applications

Login VSI 4.1.32 application
installation

Adobe Acrobat 11

Adobe Flash Player 16
Doro PDF 1.82

FreeMind

Microsoft Internet Explorer

Microsoft Office 2016

Login VSI 4.1.32 application
installation

Adobe Acrobat 11

Adobe Flash Player 16
Doro PDF 1.82

FreeMind

Microsoft Internet Explorer

Microsoft Office 2016

Login VSI 4.1.32 application
installation

Adobe Acrobat 11

Adobe Flash Player 16
Doro PDF 1.82

FreeMind

Microsoft Internet Explorer

Microsoft Office 2016

VMware tools

Release 10.2.1.8267844

Release 10.2.1.8267844

Release 10.2.1.8267844

VMware View Agent

Release 7.6.0-9539447

Release 7.6.0-9539447

Release 7.6.0-9539447

Attribute

Linked-Clone/Instant-clone

Persistent/Full Clone

RDSH server

* For Persistent Desktops, we configured 4GB of RAM as amount of memory allocated is sufficient to run LoginVSl

Knowledge Worker workload. HyperFlex nodes and compute-only node were configured with 768GB of total
memory for this performance study.

Prepare Microsoft Windows 10 and Server 2016 R2 with Microsoft Office 2016

Prepare your master image for one or more of the following use cases:

e VVMware Horizon 7 RDSH Virtual Machines

e VVMware Horizon 7 Instant Clones

e VVMware Horizon 7 Linked Clones

e VMware Horizon 7 Full clones

Include Microsoft Office 2016 and other applications used by all pool users in your organization into your master

image.

Apply required Microsoft updates and patches to your master images.

For this study, we added Login VSI target software to enable the use the Login VSI Knowledge Worker workload

to benchmark end user experience for each use case.

Optimization of Base Windows 10 or Server 2016 Guest OS

Click the links below for information about how to optimize windows 10 for VDI deployment:

http://www.vmware.com/content/dam/diaitalmarketing/vmware/en/pdf/whitepaper/vimware -view -

optimizationguidewindows?/ -en-white-paper.pdf

VMware Optimization tool for HVD or HSD deployment: https://labs vmware com/flings/vmware-os-optimization-

toal
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Virtual Desktop Agent Software Installation for Horizon

To install the Virtual Desktop Agent software for Horizon, complete the following steps:

1. For each master image created, open the Horizon View Agent Installer, VMware-viewagent-7.6.0-9539447.
Click Next to install.

Welcome to the Installation Wizard for
VMware Horizon Agent

The installation wizard will install VMware Honzon Agent on
VMware Horizon your computer. To continue, dick Next.

Agent

Copyright © 1998-2018 VWMware, Inc. Al nghts reserved. This
product is protected by U.S. and international copyright and
intellectual property laws. VMware products are covered by
one or more patents ksted at
http:/fwwve. vmware .com/go/patents.

Product version: 7.6.0-9539447 x64 < Back Next > Cancel

2. Review and accept the EULA Agreement. Click Next.

#8 VMware Horizon Agent >

License Agreement

Please read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT ~

PLEASE NOTE THAT THE TERMS OF THIS END USER
LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT
MAY APPEAR DURING THE INSTALLATION OF THE
SOFTWARE.

(®) I accept the terms in the license agreement

({31 do not accept the terms in the license agreement

<sack Cance

3. Select Network protocol configuration, click Next.
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#3 Vhhaare Horizon Agent >

MNetwork protocol configuration

Select the communicaton protocol

Specify the protocol to be used to configure this Horizon Agent instance:
IPw<} This agent will be configured to choose the IPv4 protocol for establishing
all connections.

<oaek Cancel

4. Based on the Desktop pool you want to create, select either View Composer Agent or Instant Clone Agent
installation. Do not install both features on the same master image.

5. Enable installation of the VMware Horizon View Composer Agent for linked-clone VDI virtual machines.

#2 vhhware Horizon Agent =

Custon Sebtup

Seleckt the program feaktures wou want installed.

Click an an icon in khe list below to change how a Feature is installed.

Feature Descripkion
=- ) core = W Horizon Wiew © Agent
= - | USE Redirection weare Horizon Yiews Composer Agen
=l

RD5SH installs: This machine can be used as
the parent image For provisioning
Auktomated Farms

|

" i =
» ~ | ¥Mware Horizon Instant Clone
=3 ~ | Client Drive Redireckion

ececcaisucct R = This Feature requires 1703KE on wour hard
= ~ | virtual Prinking Hrisa

= = | vRealize Operations Desktop A w

£ >

Inskall ko

Change...

Help Space = Barck Cancel

6. Disable the Horizon View Composer Agent and enable the Horizon Instant Clone Agent for Instant Clone
floating assigned desktop pool creation.

#3 vhiware Horizon Agent e

Custom Setup

Select the program Features you wank installed.

Click on an icon in the list below ta change how a Feature is installed.

Feature Description
Zore -~ T
USE Redi ti Horizon Inskant Clone agent should only
SCIFEEHOlT be installed on a wirtual machine running
on WMware wSphere 2015 1 or later, Ik
cannok be co-installed with Horizon view

Real-Time Audio-Yideo

Ul pefpep

¥ & Hr In Composer Agent.
Client Drive Redireckion ) .
. ot This Feature requires 3175KE on your hard
Wirtual Prinking e
wRealize Operations Deskiop & w
£ >
Install bo:
Change. ..
Help Space < Back Cancel
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ﬂ Prior to installing the Horizon View Agent on a Microsoft Server 2016 virtual machine, you must add the
Remote Desktop Services role and the Remote Desktop Session Host role service.

7. To add Remote Desktop Services role on Windows Server OS from the Server Manager, use the Add Roles
and Features wizard:

server Manager - o] x|

[

i local Select server roles
WE A sed

Selct ane or mare roies 15 irstall an the selected servor

¥R File ar Baton

OoRKOZCOD0O=O

000

< Previous Toext > rata Cancet

TPA rosu: noe

B

BPA results

8. Add Remote Desktop Session Host services.

Server Manager * Dashboard

B Locsl
Bz Alse
" e a Seiact the robe senices to install for Remote Dasictop Senices
Hole services
[T Remate Decktop Carnection Broker
ioe
[Ccprevious | [ nen> | Cancel
BFPA rezuits rerformance
HPA resuits
9. Click Install.
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Confirm installation selections Kl

To install the following roles, role services, or features on selected server, click Install

[T Restart the destination server automatically if required

Optional features (such = administration tools) might be displayed on this psge because they have
been selected automatically. If you do nat want to install these optional features, click Previous to clear
their check boxes.

v Remote Desktop Sarvices

Remote Desktop Session Host

Remote Server Administration Tools

Role Administration Tools
Remote Desktop Services Tools

Remote Desktop Licensing Diagnoser Tools

< Previous | eaienid _finstall’ || Concel |

Welcome to the Installation Wizard for
VMware Horizon Agent

The installation wizard will install VMware Honzon Agent on
VMware Horizon your computer. To contnue, dick Next.

Agent

Copyright © 1998-2018 VWMware, Inc. Al nghts reserved. This
product is protected by U.S. and international copyright and
intellectual property laws. VMware products are covered by
one or more patents ksted at

http://wwve. vimware..com/go /patents.

Product version: 7.6.0-9539447 x64 < Back Next > Cancel

10. View Agent is will report as Install in “Desktop Mode” if Remote Desktop Services not installed.

P VMware Horizon Agent -

Desktop 0% Configuration

The following information is used to configure the YMware Horizon 7 Desktop
feature

The Remote Desktop Session Host role is not installed on this operating system. To configure the
Agent in RDS mode restart the installer after configuring the Remote Desktop Session Host role.

Please check the box to continue installing VMware Horizon Agent in 'desktop mode’.

[ ] Install VMware Horizon Agent in '"deskitop mode'
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11. Add FQDN or IP address for Connection Server Instance to register the RDSH server.

Pl VMware Horizon Agent

Register with Horizon 7 Connection Server

Enter the Horizon 7 Connection Server that this machine will connect to.

Enter the server name of a Horizon 7 Connection Server {standard or replica instance) and
administrator login credentials to register this machine with the Horizon 7 Connection Server.

[vh-conno 1. vdilab-he.local (hostname or IP address)

Authentication: Authenticate as the currently logged on user

J Specify administrator credentials

Username:
] (Domain\User)
Passwaord:
|
< Back || Next > i | Cancel
12. Click Install.
#F vhAware Horizon Sgent >

Ready to Install the Program

The wizard is ready to begin installation.

Yrlware Horizon agent will be installed in:

i\ Program Files\WHwareWiware Wiewhagenth,

Zlick Install to begin the installation or Cancel to exit the wizard.

= Back Install Cancel

13. Click Finish and restart the VM.

ﬁ Whlware Horizon Sgent >

Installer Completed

The installer has successfully installed YMware Horizon Agent.
Click Finish to exit the wizard.

VMware Horizon™

Agent
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Install Additional Software
To install additional software required for your base windows image, complete the following steps:

1. For testing, we installed Microsoft Office 2016 64-bit version.

2. Log into the VSI Target software package to facilitate workload testing.

3. Install service packs and hot fixes required for the additional software components that are being added.
4. Reboot or shut down the VM as required.

Create a Native Snapshot for Automated Desktop Pool Creation

To create a native snapshot for the automated desktop pool, complete the following steps:

1. Log into vCenter WebUI.
2. Select the master image for the automated desktop pool creation.

3. Right-click, select Cisco HX Data Platform > SnapshotNow.

T voii | stens -

Sammary Menise  Manage | Ralated Otjects

Top Lyt speets | 1iosts [RURTRRREINRE| wopies  Chubastsies | Dumastive Ciustens Muhwoss | Ciemituted Skt

Taw F b s.|l-a-'cm=-
T

e r— TE— el 55 [ravrve [T e

3 HEAR IR e rrw 918 GO a0 o8 LLES L A

4. Enter a name for the HX native snapshot.
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Create Customization Specification for Virtual Desktops

To create Customization Specification for virtual desktops, complete the following steps:
1. On vCenter WebUI, select Customization Specification Manager.

vSphere Web Client A=

‘& He
Horme
IS
[Eavwcemzr nventary Lists H = . -
T Mosts and Clusters » |_i13l ml E = n‘é @ Q (o)
Vak and Tempfabes * wzantar Hests ang W5 and Strags Netaring Gontant Hytind Gloug e
M sinrage 3| ImventeryList Clustars Templatas Liranss lanager orchiestanr
3 metwnrking ¥
i Pelicies and Profiles ¥
€ Hhbrid Cloud Managsr » g 1 e M
kd = : :E.
J #eales Orehastator > t Eil'
Tazk Consele Ewent Conzole Hesit Profiles W Sloage Customizion Realis
EL saminisvation H Fuolicias Spettcaon Oparations
Manager Manager
B Tasks A
[ Log Browser
o m R
& )
& Tage
Rodas m&s::n'lm Licensing Cusiomer
gl i
et » T
o Sawd Ssarches »

2. Select VM Operating System as Windows for Windows based guest OS optimization. Enter a name.
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L Meow UM Ciusal Customization Spec

2 5=l Hegisiaton nkormalon
3 SetCompuier Hame

A Ear Windows Losnss

& SelAdminisyaor Fasswond
& Tima Fama

¥ Run Qi

 GIIIECTI Mo Cistoizsion Speciicaton

Enfar a name far iha cusemization s pecHcaton and salec tha OF of the sargsat

Tamgal Wi Cparating Sysem wAndoms

[ ws= cusmm SymPrep avswer i

Cuslomimbon Spec Hame:

Desiplion

B Conhgans Metwork

B SeiWorkgmup or Tomain

o SE10peRNNG Sysem
Cpbons.

11 Ready o compiie

Cance

3. Provide name and organization details.

Spec

[ Mew

Specify Proparies

Seat Registrafion Information
Entar the ragistrakon information for this copy of the guest operating system

w1

Set Computer Name
Enter Windows License

Name: [poministrator

Organization: [vdllao-hc ]

Set Adminisrator Password

Run Once
Configure Network

2
3
4
5
& Time Zone
7
B
]

Set Workgroup or Domain
1o Se1Operasng Sysiem
Cptions

11 Ready o compleie

| mack | Mext Finish Cancel

4. Provide a computer name. For this solution, we selected the radio button for Use the virtual machine name.

Compuier Name
Enter a computer name that will identify this vinual machine on & network

+ 1 Speafy Properties.
2 SetRegistraton Information

B4 3 SetComputer Name

4 Enter Windows License

() Enter anama.

5 SetAdministrator Password

6 Time Zone

o (3) Use the virlual machine name

TR Mihe name exceeds 15 characiers it will be runcated

8 Configure Network (U Entar a nama in the Clone/Depioy wizard

@ SetWorkgroup or Domam ne a Name Using 15 cusiom application configurad with the v

10 SetOperatng System
Options

11 Ready W compleie

Back Next Fits Cancel |
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5. Provide the product License key if required.

New VM Guest Customization Spec (@M
~ 1 Specify Properiies Enter Windows License
N _ N Enter the Windows licensing information for this copy of the guest operating system. If this virtual machine does not require
~ 2 SetRegistation Information licensing information, leave these fields blank.

~" 3 SetComputer Name

g 4 Enter dows License Product Key:

5 SetAdministrator Password

[#1 Include Server License Information (Required for customizing a server guest OS)

© Time Zone Server License Mode: ) Perseat

7 Run Once (+) Per server

8 Configure Network Max connections: | 5
9 SetWorkgroup or Domain

SetOperating System
Options

11 Readyto complete

Back Next Finis Cancel
|2 Mew VM Guest Customization Spec 7L
w1 Specily Properies Set Administrator Password
A Enter the password and auto lagan opBion for the adm inistrator account
~ 3 SetCompuisr Name Password: = e |
~ 4 EnterWindows License Confirn pasaword. [ |
~ = Adm s @ tor Password

& Time Zone [} Autematically logon a3 Adminis rator

e — mber ofimes to logon autsmatica =

8 Configure Natwork

a9 SelWorkgroup or Domain
4 FetOperating Sysem

Oplians
11 Readyts complets
Back HNext Cancel

7. Select the Timezone.
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" [ New VM Guast Customization Spec

Time Zone
Specitya bme 2o0ne for this Virual Machine

1 Specity Propertes
2 SetRegistration Information

3 SelComputer Name Time Zone: | (GMT-08:00) Facific Time (US & Canada)

4 EnterWindows License

R

5 SetAdministrator Password
v
7 Run Once
8 ConBigure Network
o SetWorkgroup of Domain
1o SetOperaiing System
Oplons

11 Ready o comphet:

Back

Mext Cancel

8. Add the commands to run when the first-time user 10gs in,

if there are any.

% Wew VM Guest Customization Spec

Run Once
Enter the commands 1o run the first bme 8 userlogs on.

w1 SpeciyPropertes

' 2 SetRegistration Information
3 SetCompuier Name enter a new command=
w4 EnErwincows License

" 5§ SetAdministator Password
s

& Time Zone

v
& Configue Network
9 SetWaorkgroup or Domain

10 mnw System

11 Ready o complete

Back

Hext

Cancel

9. Provide the network information whether to use the DHCP server to assign IP address, or manual

configuration.

[[% New VM Guest Customization Spec

)

v CETRECTR Coroure Network

~ 2 Set

Use default network settings or customize properties for each network interface

~ 3 SetComputer Name

~ 4 Enter Windows License

~ 5 SetAdministrator Password

~ 6 Time Zone

~ 7 RunOnce

-
9 SetWorkgroup or Domain

SetOperating System
Options

11 Readyto complete

10

(= Use standard network settings for the guest operating system, including enabling DHCP on all network interfaces

() Manually select custom settings

L]

NIC Use DHCP

Back

10. Provide the domain name and user credentials.
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[ New VM Guest Customization Spec

1 SpecilyProperties Set Workgroup or Domain
How will this wiiual maching participats in & netwarc?
« 2 SetRegisiration Information
3 SetComputer Name () Warkg raup:
~ 4 Enter Windows License (%) Windows Server Domain: |\.-:| lab-nclocal |
5 SetAdministrator Password
Specity & user account thathas permission o add a computer to the domain
~ & Time Zone
R [administrator
' 7 RunOmce Ysemarme: | |
~ & Configure Network Fassuond [ |
- ORI ot Fesvers ]

10 SetOpemting System
Options

11 Ready to complete

Back Mext Cancsl

11. Select the checkbox Generate New Security ID (SID).

[C4 New VM Guest Customization Spec

1 Specily Properies Set Operating System Oplions
Configura th fonal rameters for the guast ratin siem
SetRegiswason informaton gurs hese oplicnal paramaters guast operating syste
SatComputer Nama |w] Generate New Securtty 1D FID)
Selectmis fem 0 generate a new security idenuy.

2
3
4 Enter Windows Licensea
5 SetAdminisrator Password
& Time Zone
7 Run Once

2 Configure Network

]

SetWorkgroup or Dormain

efaling System
s

4
'
w
o
4
w
-~
o
e
'
" 11 Readyto complate

Back Mext Finizh cancel

12. Review and click Next to complete creating the Customization Specs.

13. Click Finish.

[(% New VM Guest Customization Spec (2} »
~ 1 Specify Properties Ready to complete
Review your setlings selections before finishing the wizard.

~ 2 SetRegistration Information
+ 3 SetComputer Name Name Windows
~* 4 Enterwindows License 08 Type: Windows
S — Registration Info User: Administrator Organization: vdilab-hc

Gomputer Name Use Virtual Machine name
~” 6 Time Zone Product Key
~ 7 Run Once Server License Mode: Per Server (Maximum Connections: 5)
& 0 ar e Administrator Log In Do not log in automatically as Administrator

N Time Zone: (GMT-08:00) Pacific Time (US & Canada)
+ 8 SelWorkgroup or Domain Network Trpe: Custom
Vfap SEEEEE TS0 NICT IPva Use DHCP
Options

NIC1 IPv6 Not used
pg ! Ready o compiet Windows Server Domain vdilab-hc local

Username administrator

0S Options: Generate new security ID

Back Next Finish Cancel
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RDSH Farm Creation

Before you can create an RDSH desktop pool, you must first create a RDSH Farm. To create a RDSH Farm,
complete the following steps:

1. In the VMware Horizon Administration console, select Farms under the Resource node of the Inventory pane.

2. Click Add in the action pane to create a new RDSH Farm.

VMware Horizon 7 Administrator

Farms

Problem vCenter VMs
Problem RDS Hosts
Events ¢ o A

System Health @ @ & Filter + \ Find H Clear ‘ | Access Group: | All | »
47 0 0 0 R

| Add.. || | | | ~ More Commands | | + Access Group |

/2312016 F
Sessions 0
0
]
0

(o] Type RDS Hosts
Inventory
{2 Dashboard
&8 Users and Groups
» Catalog

¥ Resources

) Persistent Disks
» Monitoring

» Policies

» View Configuration

3. Select either to create an Automated or Manual Farm. In this solution, we selected Automated Farm.

& A Manual Farm requires a manual registration of each RDSH server to Horizon Connection or Replica
Server instance.

Add Farm

Type U

Automated Farm
(=) Automated Farm
== An automated RDS farm uses

virtual machines. The machines
IEI . can be created when the farm is
! () Manual Farm created or resized.

Supported Features

~  vCenter virtual machines
Physical computers
Microsoft RDS Hosts
View Composer

PColP

LS

VMware Blast

i Mext > || Cancel

4. Select the vCenter Server and Horizon Composer server that you will use to deploy the Horizon RDSH Farm.

5. Click Next.
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Add Farm

Type vCenter Server

vCenter Server ) Instant clones View Composer

view Composer linked clones
share the same base image and
use less storage space than full

virtual machines.

(=) View Composer linked clones

vCenter Server 1a View Composer

vcsabs.vdilab- VHComposer.vdilab-
hc.local(administrator@vs  hc.local
phere.local)

Supported Features
~ VMware Blast
PColP

Storage savings

AR Y

Recompose
Schedule Maintenance

+ SysPrep guest customization
Description: |Nens
ClonePrep guest
customization

| <Back Next > | Cancel

ﬂ You can choose to create either Instant clones or View Composer linked clones for the RDSH server
FARM server VMs. Both have benefits and limitations, but detailing these differences are beyond the
scope of this CVD. Please refer to your VMware documentation for more information.

6. Enter the RDSH Farm ID, Access group, Default Display Protocol (Blast/PColP/RDP).

7. Select if users are allowed to change the default display protocol, Session timeout, Logoff Disconnected
users, and select the checkbox to Enable HTML access.

8. Click Next.

Add Farm - HX-RDSPool

Type Identification and Settings

vCenter Server General

Identification and Settings
1D: Hx-RDSPool
Description: Windovs Server 2015 RDS Pool FARM Creation
Access aroup: VDI-Users -

Farm Settings

Default display protocol: PColP | =

Allow users to choose Yes |«

protocol:

3D Renderer: Disabled =
Pre-launch session timeout After... |« | [10 Minutes
(applications only):

Empty session timeout After... - |z Minutes
(applications only):

When timeout accurs: Disconnect | =

Log off disconnected sessions: | Newver -

Allow HTML Access to desktops [ | Enabled
and applications on this farm:
Requires installation of HTML Access.

< Back Next > | Cancel |

9. Select the provisioning settings, naming convention for RDSH server VM to deploy, and the number of VMs to
deploy.

é In this study, we deployed 1032 RDSH virtual machines across our 16 node HyperFlex Cluster.

10. Click Next.
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Type
wviCenter Server Basic
Identificat d Setti -
=sntification an (7= E Enable provisioning

Storage Optimization ¥ Stop provisioning on error

wCenter Settings
Guest Customization
Ready to Complete

Virtual Machine Naming
Use a naming pattern

Maming Pattern: RDSH-HXPOOL

Master Image Creation for Tested Horizon Deployment Types

Farm Sizing
Max number of machines
Minimum number of ready(provisioned)

machines during Instant Clone
maintenance operations:

11. Click Next.

Type
vCenter Server Storage Policy Management
Identification and Settings

Provisioning Settings () Use VMwazre Virtual SAN

(«) Do not use VMware Virtual SAN

vCenter Settings _ )

Guest Customiza A\ Virtual SAN is not available because no Virtual SAN
HEsE Lastomzaten datastores are configured.

Ready to Complete

|| Select separate datastores for replica and 0S disks

12. Select vCenter settings, for example; Master Image, snapshot, folder, Host or Cluster, resource pool, storage

selection.

13. Click Next.

< Back

Naming Pattern

wirtual machines will be
named according to the
specified naming pattern.
By default, View Manager
appends a unique number
to the specified pattern to
provide a unique name for
each wvirtual machine.

To place this unique
number elsewhere in the
pattern, use '{n}'. (For
example: vm-{n}-sales.).

The unique number can
alse be made a fixed
length. {For example: vm-
{nifixed=33-sales).

See the help for more
naming pattern syntax
options.

Storage can be optimized by
storing different kinds of data
separately,

Select the instant clone datastores to use for this Automated Farm. Only datastores that can be used by the

selected host or cluster can be selected.
[] show all datastores (including local datastores) (2

Datastore
=4 ‘g_ VDI-01

iv Capacity (GB) Free (GB)
40,960.00 |4u,043.u1 ‘ NFS ‘

FS Type Drive Typ

EZ Local datastore B Shared datastore @

Storage Overcommit

‘ Unbounded
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14. For Step 6 Datastores: Browse and choose Unbounded for the Storage Overcommit field.

15. Click OK.

Select Linked Clone Datastores

Select the linked clone datastores to use for this Automated Farm. Only datastores that can be used by the
selected host or cluster can be selected.

[] show all datastores (including local datastores) (2 ED Local datastore . Shared datastore &

Datastore Capacity (GB) Free (GB) FS Type Drive Typ Storage Overcommit (7
¥ B HxX-vDI 40,960.00 40,878.51 | NFS Unbounded [ ‘

Data Type Selected Free Space (GB) | Min Recommended (GB)  50% utilization (¢ Max Recommendad (

Linked clones 40,878.51 104.40 101.00 122.00

16. Click Next.

17. Select the Active Directory Domain, the Active Directory OU into which the RDSH machines will be
provisioned, and the Sysprep file created as part of the customization specific configuration performed earlier.

& If you choose the instant clone pool for the RDSH FARM creation, you may not see the Sys prep guest
customization step shown in the screenshot below.

18. Click Next.

Add Farm - W2K16-Farm

e Guest Customization
vCenter Server <
Identification and Settings

Domain: wvdilab-hc.local(administrator) | - |
Provisioning Settings
Storage Optimization AD container: ©OU-Target,OU-Computers,0U—VSIUser | | Browse...
vCenter Settings
Advanced Storage Options [ Allow reuse of pre-existing computer accounts (2

Using a customization specification (SysPrej
Ready to Complete 9 P (SysPrep)

Name Guest 0S Description
W10-Guest-Custom Windows
W2K16-Custom windows

| <Back || next> || cancel |

19. Review the pool creation information.

20. Click Finish.
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Add Farm - HX-RDSPool

Type Ready to Complete K
veenter Server vCenter Server: wesa65.vdilab-he.local(administrator@vsphere.local)
Identification and Settings =
Use View Composer: No
Provisioning Settings
5 < ID: HX-RDSPool
Storage Optimization
Description: Windows Server 2016 RDS Pool FARM Creation
vCenter Settings A & N WDI-U
Guest Customization CCFEST dlfuu‘p. | Users
Ready to = Default display protocol PCoIP
Allow users to choose Yes
protocol
Pre-launch session timeout 10 minutes
(applications only):
Empty session timeout 1 minute
(applications only)
Wwhen timeout occurs: Disconnect
Log off disconnected Never
sessions
Allow HTML Access to Disabled
desktops and applications an
this farm:
Allow Session Collaboration: | Disabled
Enable provisioning: ves
Stop provisioning on error: Yes
Virtual Machine Naming: Use a naming pattern
VM naming pattern: HX-RDSPool
Default image: W16-RDSH-MI - WS16-55-0423
Virtual Machine Folder: /VDILAB-HC/vm
Cluster: AVDILAB-HC/host/HXAFMS5-HZVDI
Resource pool: AVDILAB-HC/host/HXAFMS-HZVDI/Resources
Use VMware Virtual SAN: No
Datastore: /NDILAB-HC/host/HXAFMS-HZVDI/VDI-01

| <Back || Finish || cancel |

The VMware Horizon Administration console displays the status of the provisioning task and pool settings:

VMware Horizon 7 Administrator

Updated 11/29/2016 & | Fams

Sessions 0

Problem vCenter VMs 0 f 1

Add. Delete... ~ More Commands ~ Access Grou
Problem RDS Hosts 0 ‘ | 150 | | ‘ | 2 |
Events 0 /M0
| SystemHeath @ @ & | Filter v Find Clear | Access Group: | All |
47 0 0 0
D Type RDS Hosts

Inventory HX-RDSHPaol Automnated 0

& Dashboard

E Users and Groups
» Catalog

¥ Resources

(& Machines
[ Persistent Disks

» Monitoring

» Policies

» View Configuration

1| HAE

o

v . ; -
e oy | ST ROSHue WD Poels  Sensiors
'

Prolem RO ety

Bty o0k B
sttt D@ 0| » Mo Cemmands

#0010

Fiter v find || e 3 &
ety
P— e o e e e
o d urn
v Cataing
[=LERERT
W scpicsion ook
s

¥ Remureen

Bivachines
Peitent Ok
» Momlurer
» Policie
¥ e Canbigqurnticn

Create the Horizon 7 RDS Published Desktop Pool

To create the Horizon 7 RDS Published Desktop Pool, complete the following steps:
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1. In the Horizon Administrator console, select Desktop Pools in the Catalog node of the Inventory pane.

2. Click Add in the action pane.

VMware Horizon 7 Administrator

pented 11/25/2016 2 Desidop Pacla

Seasions

Problem vCenter WMs

Problem RDS Hosts

Events G0 f

System beatth [l 0 & | Fiter v Fnd || Clear | Arcnss Groug: Al i3
LY

| S
471 [V

add... | et wre | [ nelee ||« Entiements. | | - Status | [+ Access Group | |+ Mare Commands |

cooo &

o Duaplay Name Tipe Saurce Liger Azl
Inventory |
£ Dashboard

5 users and Graups
¥ Catalog

[¥] aaplicatian Paals
A Thinapps
¥ Resvurces

[ Farms

{1 Hachines

2 Persstant Disks
® Monitoring
* Folicizs

*» View Configuration

3. Select RDS Desktop pool.

4. Click Next.

Add Desktop Pool (?)

Desktop Pool Definition

- RDS Desktop Pool

(O Automated Desktop Pool
A Microsoft RDS desktop pool
provides RDS sessions as

Type

entification

cttings - machines to View users.

- (& Manual Desktop Pool Connection Server manages RDS
- sessions in the same way as
normal machines. Microsoft RDS

hosts are supported on vCenter
== virtual machines and physical

computers.

(=) RDS Desktop Pool

Supported Features

+ vCenter virtual machines

+ Physical computers

+ Microsoft RDS Hosts
View Composer

' PColP

v WMware Blast

Persona management

5. Enter Pool ID and Display name.

6. Click Next.
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Add Desktop Pool - W2K16-Pool B
Desktop Pool Definition Desktop Pool Identification

Tvpe D W2K16-Poal 1D
Setting

I Displ X The desktop pool ID is the unique

Desktop Pool Identification isplay name: W2K16-Pool name used to identify this
Description desktop pool.

RDS Farm Display Name

The display name is the name

that users will see when they

connect to View Client. If the

display name is left blank, the ID

will be used.

Access groups can organize the
desktop pools in your
organization. They can also be
used for delegated
administration.

Description

This description is only shown on
the Settings tab for a desktop
pool within View Administrator.

\’ < Back |[ Next > ]\ Ccancel -\::
7. Accept the default settings on Desktop Pool Settings page.

8. Click Next.

Add Desktop Pool - HXRDS-Pool (7]
Desktop Pool Definition FETLE FUE ST
Type: General

Settin
o State: Enabled |+

Desktop Pool Identification
Desktop Pool Settings Connection Server None | Browse... |
RDS Farm restrictions: —

Adobe Flash Settings for Sessions

Adobe Flash quality Do not control | » 3
Adobe Flash throttling: Disabled - F-

| <Back || Next> || cancel |

9. Click the “Select an RDS farm for this desktop pool” radio button.
10. Click the farm created in the previous section.

11. Click Next.
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Add Dasktop Pool - HX-RDSHPaol

Deskiop Pool Definition Select an RDS farm

Typa
Setling
Desktop Pool Identification
Desktop Pool Settings
RODS Farm
Selact an RDS farm

() Create a new RDS farm

Filter -

Farm 100
RDS

12. Review the pool settings.

Description

(=) Select an ROS farm for this desktop pool

|_Hnd || clear | =
HDS Hosts Max number of ... Status
az 800 Mo problem detect
< Back cancel |

13. Select the checkbox “Entitle users after this wizard finishes” to authorize users for the newly create RDSH

desktop pool.

14. Click Finish.

Add Desktop Poal - HX-RDSHPooI

Deskiop Pool Definition e L Sl

Type
Sctting

Dasktop Pool Identification

Desktop Pool Sertings
RDS Farm

Select an RDS Farm

Keady to

Iype:

Unigue T0:
Diescniption:

Cisplay name:
Deskiop pool state:
Connechon Server
restrichons:
Category Folder:
Client Restriclions:
Adabe Flash quality:
Adoba Flash thrattling:
ROS Farm:

Mumber of RDS hoste in the
rarm:

¥ Entitle users after this wizard finishes

KOS Deskiop Pool
HX-ROSHPoo!

HX-ROSHPool
Enabled
None

Mone

Lrisakaled

[0 not conbrol
Dizablad

RLS

az

| =Back | Finish Cancel

15. Select the Users or Groups checkbox, use the search tools to locate the user or group to be authorized,
highlight the user or group in the results box.

16. Click OK.
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Find User or Group

Type [ users

Domain Entire Directory | v

[¥] Groups

Name/user name: | Contains |~ |

‘Lugln\n’S[

Description:

Contains | =

Name User Name
LoginVsi LoginVsl/vdilab-he.

Description

In Folder

wvdilab-hc.local/Loagi

17. You now have a functional RDSH Farm and Desktop Pool with users identified who are authorized to utilize

Horizon RDSH sessions.

VMware Horizon Linked-Clone Windows 10 Desktop Pool Creation

To create a VMware Horizon linked-clone Windows 10 Desktop Pool, complete the following steps:

1.

2.

3.

4.

In Horizon Administrator console, select Desktop Pools in the Catalog node of the Inventory pane.

Click Add in the action pane.
Select assignment type for pool.

Click Next.

Add Desktop Pool

O

Desktop Pool Definition Type
© Automated Deskto ool
vCenter Server
Setting !
[===] Manual Desktop Pool
Desktop Pool Identification ! © »
D o Settings

5. Select Floating or Dedicated user assignment.

6.

P

DEEID (O RDS Desktop Pool

e Optimization
vCenter Settings

Advanced

orage Options
Guest C mization

Ready to Complete

Click Next.

Automated Desktop Pool

An automated desktop pool uses
a vCenter Server template or
wirtual machine snapshot to
generate new machines. The
machines can be created when
the pool is created or generated
on demand based on pool usage.

Supported Features

+ vCenter virtual machines
Physical computers
Microsoft RDS Hosts
View Composer

PColP

VMware Blast

LR Y

Persona management
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Add Desktop Pool - LinkedClonePool

Pool Definitis User ia
Tme O pedicated Floating assignment
User as Users will receive machines
vCenter Server ]

picked randomly from the desktop

Setting pool each time they log in.
Desktop Pool Identification
Desktop Pool Sattings

(@ Floating

Supported Features

~ Vview Composer

~ PCorp

~ VWMware Blast

+~ Persona management

<Back || mext> || cancel |
7. Select View Composer Linked Clones, highlight your vCenter and View Composer virtual machine.

8. Click Next.

Add Desktop Pool - LinkedClonePool

Desktop Pool Definition =i EC

Type > Full virtual machines View Composer

Usar Asslgnmant View Composer linked dones

vCenter Server (= view Composer linked clones share the same base image and

Setting use less storage space than full
(> Instant clones =

Desktop Pool Identification irtual machines.

Desktop Pocl Settings vCenter Server View Composer The user profile for linked clones
vesas.vdilab- vh-comp.vdilab- can be redirected to persistent
he.local{administrator@vsphere.lo| he.local disks that will be unaffected by
cal) OS updates and refreshes.

|| Supported Features
~ PColp
~ VMware Blast
+ storage savings
~ Recompose and refresh

Push Image

+ QuickPrep guest
customization
+ SysPrep guest customization

o tion: [wone
escrption ClonePrep guest
customization

~ Persona management

<Back || Next> || cancel

9. Enter pool identification details.

10. Click Next.

Add Desktop Pool - LinkedClonePool

Desktop Pool Defin Desktop Pool Identification

Type 1D LinkedClonePool 1w

User Assignment The desktop pool ID is the unique

vCenter Server Display name: LinkedClonePool name used to identify this
Setting Access aroup —— [~ | desktop pool.

Desktop Pool Identification Display Name

Desktop Pool Settings Description:

The display name is the name
that users will see when they
connect to View Client. If the
display name is left blank, the ID
will be used.

Access Group

Access groups can organize the
desktop pools in your
organization. They can also be
used for delegated
administration.

Description

This description is only shown on
the Settings tab for a desktop
pool within View Administrator.
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11. Select Desktop Pool settings.

.3

Be sure to scroll down in this dialogue to configure all options.

12. Click Next.

Add Desktop Pool - LinkedClonePool 2
Desktop Pool Definition BEETT PEE] SEiITEE *
Type General
User Assignment
£ State: Enabled | v
vCenter Server e —————
Setting Connection Server None | Browse... |
Desktop Pool Identification restrictions:
Desktop Pool Settings Remote Settings
Remote Machine Power | Ensure machines are always powered on | v | 2
Policy:
Automatically logoff after Never xl
disconnect: e
Allow users to reset their | No | «
machines: e
Allow user to initiate Ne |w | @
separate sessions from e
different client devices:
Delete or refresh machine | Never |~
on logoff e
Remote Display Protocol
Default display protocol: VMware Blast | v
Allow users to choose Yes |-
protocol: e
3D Renderer; [ Disabled =
Max number of monitors 2 |~ @
May require power-cycle of related virtual machines
| <Back || Next> || Cancel |
Add Desktop Pool - W10-LINKEDCLN 7

Desktop Pool Definition Provisioning Settings

Type
User Assignment
vCenter Server
Setting
Desktop Pool Identification
Desktop Pool Settings

Basic
¥|] Enable provisioning
|¥|] stop provisioning on error
Virtual Machine Naming
) spedfy names manually

0 nam

Start machines in maintenance mode

Provisioning Settings

aned machines kept powered on:

Use a naming pattern

Maming Pattern: W10-LINKEDCL

Desktop Pool Sizing

Max number of machines: 950
Mumber of spare (powered on) machines: 950
Minimum number of ready (provisioned) o

machines during View Composer maintenance
operations:

Provi

ning Timing
) Provision machines on demand

Min number of machir

Frovision all machines up-front

15. Select View Composer disk configuration.

16. Click Next.

Naming Pattern

virtual machines will be
named according to the
specified naming pattern.
By default, View Manager
appends a unigue number
to the specified pattern to
provide a unique name for
each virtual machine.

To place this unique
number elsewhers in the
pattern, use '{n}'". (For
example: vm-{n}-sales.).

The unique number can
also be made a fixed
length. (For example: vm-
{n:fixed=3}-sales).

See the help for more
naming pattern syntax
options.

| <Back || mext> || cancel
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Add Desktop Pool - LinkedClonePaol ¥
Desktop Pool Definition View Composer Disks
Type Dispasable File Redirection 3 Disposable
User Assignment File
vCenter Server (=) Redirect disposable files to a non-persistent disk Redirection
o Disk size: S144 | MB  (minimum 512 ME) Use this
Dresktop Pool Identification ?And:?nnctm
Desktop Pool Settings Drive letter: Auto | - R
Provisioning Settings ) _ files to a
i s O Do not redirect disposable files =
persistent
o

deleted
automatics
¥ when a

< Back Next = | | Cancel |

17. Click Next.

Add Desktop Pool - LinkedClonePool

Desktop Pool Definition Storage Optimization
Type Storage Policy Management Storage Optimization
s Aer T TERE Storage can be optimized by
vCenter Server — storing different kinds of data
Setting = separately.

Desktop Pool Identification
Desktop Pool Settings

Ay virtual SAN is not available because no Replica disks

virtual SAN datastores are configured This eptien enables control
Provisioning Settinas over the placement of the
View Composer Disks replica that linked clones use
Storage Optimization A\ virtual volumes(vwoL) and fast NFS clones as their base image.

(VAAT) will be unavailable if the replica
disks and OS disks are stored on
separate datastores.

[} select separate datastores for replica and OS disks

It is recommended that a high
performance datastore be
chosen for these images.
Depending on your hardware
configuration, storing replicas

Il on a separate datastore
might create a single point of
failure.

\’ < Back ‘Ii Next > \I cancel \

18. Select each of the six required vCenter Settings by using the Browse button next to each field.

Add Desktop Pool - LinkedClonePool

Desktop Pool Definition CEETIE ST
Type Default Image
User Assignment ; |
R Iy —— Parent VM: [/Ax-vpIiLAB/vm/DIs virtual mac] | Browse... |
Setting . ot 3
napshot: Spshoto
Desktop Pool Identification 2 " IEENIIENEGEEED | (Eeawsegy)
Desktop Pool Settings Virtual Machine Location
Provisioning Settings
view Composer Disks 3 M felder location: [/o-UDILAS v ][ Browse...
Storage Optimization
vCenter Settings Resource Settings
4 Host or cluster VDILAB/host/VDI-CL | Browse...
5 Resource pool: VDILAB/hoSt/VDI-CL/Re ]| Browse... |
&) Datastores: 1 selected | Browse.

| <Back || Next> || cancel |
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19. For Datastore selection, select the correct datastore and set the Storage Overcommit as “Unbounded.”
20. Click OK.

271. Click Next.

Select Clone Datastores
-

Select the linked clone datastores to use for this desktop pool. Only datastores that can be used by the selected
host or cluster can be selected.

] Show all datastores (including local datastores) (3 EE Local datastore E. Shared datastore &'

Datastore Capacity (GB) Free (GB) FS  Type Drive Typ Storage Owvercommit ()
¥ B Hx-vDI 40,960.00 40,746.14 NFS Unbounded - |

Data Type Selected Free Space (6B) Min Recommended (GB) 50% utilization (€ Masx Recommended [

Linked clones 40,746.14 4,080.00 20,080.00 40,080.00

Cance

22. Set the Advanced Storage Options using the settings in the following screenshot.

23. Click Next.

Add D Paol - LinkedClonePool 'O

o Pool D == Storage Options =
Type Based on your resource selection, the following features are RaemgSioraocifcesicratar
User Assignment recommended. Options that are not supportad by the selected | ysphaere 5.x hosts can be
vCenter Server hardware are disabled. configured to improve

Setting performance by caching

Use View Storage Accelerator
besktop Pool Identification [ a certain desktop pool data.
Enable this option to use

Desktop Pool Settings Disk Types: View Storage Accelerator for

Provisioning Settings J— this pool. View Storage

View Composer Disks R;QE”EratE storage accelerator |7 Days Accelerator is most useful for

Storage| Optamization after shared disks that are read
frequently, such as View

vCenter Settings [¥] Other Options Composer Os disks.

Guest Customization (=) Use native NFS snapshots (VAAT) :I:‘l‘;\]we)NFS Snapshots

Ready to Complete ) Reclaim VM disk space

WAAI (vStorage API for Array

Initiate reclamation when GB Integration) is a hardware

unused space on VM feature of certain storage
exceeds: arrays. It uses native
|I| snapshotting technology to
Blackout Times provide linked clone
functionality. Choose this

Storage accelerator regeneration and VM disk space option only if you have
reclamation do not occur during blackout times. The same appropriate hardware
blackout policy applies to both operations. devices.

[(Aga- ) [Edit.. ) [[Remeve ) e

with wSphere 5.x, virtual
Day Time machines can be configured
to use a space efficient disk
format that supports
reclamation of unused disk
space (such as deleted files).

| <Back || Next> || cancel ]_

24. Select Guest optimization settings.

25. Select the Active Directory domain, browse to the Active Directory Container where the virtual machines will
be provisioned and then choose either the QuickPrep or Sysprep option you would like to use. Highlight the
Customization Spec previously prepared.

26. Click Next.
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Add Desktop Pool - LinkedClonePool

Desktop Pool Definition
Type
User Assignment
vCenter Server
Setting

Desktop Pool Identification

Desktop Pool Settings
Provisioning Settings

View Composer Disks
Storage Optimization

vCenter Settings

Advanced Storage Options

Guest Customization

Guest Customization

Domain:

AD container:

O Use QuickPrep

vdilab-hc.local(administrator) |« ‘

OuU=Users,OU=Loginvsl | Browse... |

[] Allow reuse of pre-existing computer accounts

(=) Use a customization specification (SysPrep)

Name Guest OS Description
Horizon-RDS Windows
InfravM-Specs Windows
RDSH-Customization windows

Win10-Custom Windows Windows 10 customization for

Win10-Persistent Windows

| <Back || Next> || cancel |

27. Select the checkbox “Entitle users after pool creation wizard completion” if you would like to authorize users
as part of this process. Follow instructions provided in the Create Horizon 7 RDS Desktop Pool to authorize
users for the Linked Clone Pool.

28. Click Finish to complete the Linked Clone Pool creation process.

Add Desktop Pool - LinkedClonePool

Desktop Pool Definition
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
vCenter Settings
Advanced Storage Options
Guest Customization
Ready to Complete

Ready to Complete

Type:

User assignment:
vCenter Server:

Use View Composer:
Unique ID

Display name:

Access Group:

Desktop pool state:
Remote Machine Power
Policy:

Automatic logoff after
disconnect:

Connection Server
restrictions:

Allow users to reset their
machine:

Allow user to initiate
separate sessions from
different client devices:

Delete or refresh machine
on logoff:

Default display protocol:
Allow users to choose
protocol:

3D Renderer:

Max number of monitors:

[] Entitle users after this wizard finishes

Automated

Floating assignment
vesaé.vdilab-hc.local{administrator@vsphere.local)
Yes

LinkedClonePool

LinkedClonePool

VDI-User

Enabled

Ensure machines are always powered on

Never
None
No

No

Never

VMware Blast
Yes

Disabled
2

| «Back || Finish || Cancel |

VMware Horizon Instant-Clone Windows 10 Desktop Pool Creation

To create the VMware Horizon Instant-Clone Windows 10 Desktop Pool, complete the following steps:

1. In Horizon Administrator console, select Desktop Pools in the Catalog node of the Inventory pane.
2. Click Add in the action pane.
3. Select Automated assignment type for pool.

4. Click Next.
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Add Desktop Pool

Desktop Pool Definition Type
Type Automated Desktop Pool

(=) Automated Desktop Pool
An automated desktop pool uses
a wCenter Server template or

Setting = o virtual machine snapshot to
! ) Manual Desktop Pool generate new machines. The
- machines can be created when
the pool is created or generated

O RDS Desktop Pool on demand based on pool usage.

Supported Features

« wvCenter virtual machines
Physical computers
Microsoft RDS Hosts
View Composer

PColP

VMware Blast

L4y

Persona management

| mext> || cancel
5. Select Floating or Dedicate user assignment.
6. Click Next.
Add Desktop Pool - LinkedClonePool ?
Desktop Pool Definition User assignment
Tvpe O Dedicated Floating assignment
LEETAEE L R E — Users will receive machines
vCenter Server v picked randomly from the desktop

Setting pool each time they log in.
Desktop Pool Identification
Desktop Pool Settings

(@ Floating

Supported Features
+ View Composer
PColP

VMware Blast

ARRRY

Persona management

< Back \i Next > |\’ cancel |

7. Select Instant Clones, highlight your vCenter server, then click Next.

174



Master Image Creation for Tested Horizon Deployment Types

Add Desktop Pool

Desktop Pool Definition UEELIZ S=wEr

Type

i (=) Instant clones
User Assignment

(O view Composer linked clones
Setting

(O Full virtual machines

wCenter Server

wvesasgs.vdilab-hc.local(administrator@vsphere.local)

Instant Virtual Machine

Instant clones share the same
base image and use less storage
space than full virtual machines.
Instant clones are created using
vmFork technology.

Instant clones always stay
powered on and get recreated
from the current published image
after logoff.

Supported Features

~ VMware Blast
+ PCoIP
+ Storage savings
Recompose and refresh
+ Push Image
QuickPrep guest
customization
SysPrep guest customization
Description: [wens < Swerepa:
Persona management
| <Back || Next> || cancel
8. Enter pool identification details.
9. Click Next.
Add Desktop Pool - InstantClonerPool (Z
Desktop Pool Definition Desktop Pool Identification
Type ID: D

InstantClonerool
User Assignment

vCenter Server Display name InstantClonePool

Setting
Desktop Pool Identification

Access group: VDI-User

Description

10. Select Desktop Pool settings.

The desktop pool ID is the unique
name used to identify this
desktop pool

Display Name

The display name is the name
that users will see when they
connect to View Client. If the
display name is left blank, the ID
will be used.

Access Group

Access groups can organize the
desktop pools in your
organization. They can also be
used for delegated
administration.

Description

This description is only shown on
the Settings tab for a desktop
pool within View Administrator.

| <Back || Next> || Cancel |

&

Be sure to scroll down to choose the Acrobat Flash settings.

11. Click Next.
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Add Desktop Pool - InstantClonePool

Desktop Pool Defi Desktop Pool Settings

Irpe General

User Assignment
S State: Enabled |~

vCenter Server

Setting Connection Server None | Browse... |
Desktop Pool Identification restrictions: )
Desktop Pool Settings Category Folder: None | Brows )

Remote Settings

Automatically logoff after Never -

disconnect:

Allow users to No |w
reset/restart their I
machines:

Allow user to initiate No E:

separate sessions from
different client devices:

Remote Display Protocol

Default display protocol: VMware Blast | =

Allow users to choose Yes |~

protocol: e

3D Renderer: Disabled - @
HTML Access: [] Enabled (2

Requires installation of HTML Access.

Allow Session [] Enabled (2
Collaboration:
Reqguires VMware Blast Protocol.

| <Back || Next> || cancel

12. Select provisioning settings.

13. Click Next.

Add Desktop Pool - VDI-INSTCLONE-POOL

Desktop Pool Definition Provisioning Settings
Type Basic Naming Pattern
User Assignment [¥| Enable provisioning Virtual machines will be
vCenter Server named according to the

v .
Setting ¥] Stop provisioning on error

Desktop Pool Identification  Virtual Machine Naming
Desktop Pool Settings

specified naming pattern.
By default, View Manager
appends a unigue number

Use a naming pattern to the specified pattern to
Provisioning Settings . P — rovide a unigue name for
Naming Pattern: INSTCLN-POOL a 3 ;
Storage Optimization each virtual machine.
Desktop Pool Sizing To place this unigue
. — number elsewhere in the
Max number of machines: Q50

pattern, use '{n}". (For

Number of spare (powered on) machines: example: vm-{n}-sales.].

The unigue number can
also be made a fixed

) Provision machines on demand length. (For example: vm-
{n:fixed=3}-sales).

Provisioning Timing

Min number of machine

See the help for more
naming pattern syntax
options.

(=) Provision all machines up-front

<Back || mext> || cancel |

14. Click Next.
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e Storage Policy Management Storage Optimization
Leer Aoy Storage can be optimized by
vCenter Server storing different kinds of data
Setting (& Do not use VMware Virtual SAN separately.
Desktop Pool Identification
Desktop Pool Settings

(O Use vMware Virtual SAN

A virtual SAN is not available because no
s - virtual SAN datastores are configurad.
Provisioning Settings ) .

] select separate datastores for replica and OS disks
vCenter Settings
Guest Customization
Ready to Complete

15. Select the vCenter Settings and browse for each of the six required inputs.

16. Click Next.

Select the instant clone datastores to use for this desktop pool. Only datastores that can be used by the selected
host or cluster can be selected.

[] show all datastores (including local datastores) (2 EE Local datastore E. Shared datastore &
Datastore iv Capacity (GB) Free (GB) FS Type Drive Typ Storage Overcommit
el ‘E. VDI-01 ‘ 40,960.00 | 40,042.87 ‘ NFS | | Unbounded

17. For Datastore selection, select the datastore with the storage overcommit as “Unbounded.”
18. Click OK.
19. Select Guest Customization.

20. Browse to your Active Directory Domain and to the AD container into which you want your Instant Clone
machines provisioned.

21. Click Next.
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Add Desktop Pool - InstantClonePool

Desktop Pool Definition
Type
User Assignment
vCenter Server
Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization
vCenter Settings
Guest Customization

Guest Customization

Domain:

| vdilab-he.local(administrator) | - |

AD container: [

] | Browse...

Use ClonePrep
Power-off script name:

Power-off script
parameters

Post-synchronization script
name

Post-synchrenization seript
parameters

Example: p1 p2 p3

Example: p1 p2 p3

| <Back || Next> || Cancel |

22. Review the summary of the pool configuration.

23. Select the checkbox “Entitle users after pool creation wizard completion” to authorize users or groups for the

new pool.

24. Click Finish.

Add Desktop Poel - InstantClonePool

Desktop Pool Definition
Type
User Assignment
vCenter Server
Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization
vCenter Settings
Guest Customization
Ready to Complete

Ready to Complete

Type:
User assignment:
vCenter Server:

Use View Composer:
Unique ID
Description

Display name
Access Group
Desktop pool state:

Automatic logoff after
disconnect:
Connection Server
restrictions:
Category Folder:

Allow users to reset/restart
their machine:

Allow user to initiate
separate sessions from
different client devices:
Default display protocol:
Allow users to choose
protacol

3D Renderer:

VRAM Size:

Max number of monitors

Max resalitinn of anv nne

[¥] Entitle users after this wizard finishes

Automated

Floating assignment
vcsab5.vdilab-he.local(administrator@vsphere.local)
No

InstantClonePool

InstantClonePool
VDI-Users
Enabled

Never

None

None
No

No

VMware Blast
Yes

Disabled
35 MB

1
Linknawn

| <Back || Finish || cancel |

25. Follow the instructions provided in the Create Horizon 7 RDS Desktop Pool to authorize users for the Linked
Clone Pool.

VMware Horizon Persistent Windows 10 Desktop Pool Creation

To create the VMware Horizon Persistent Windows 10 Desktop Pool, complete the following steps:

1. In Horizon Administrator console, select Desktop Pools in the Catalog node of the Inventory pane.
2. Click Add in the action pane.
3. Select assignment type for pool.

4. Click Next.
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Add Desktop Pool

Desktop Pool Definition
Type

Setting

Type

(= Automated Desktop Pool

(& Manual Desktop Pool

( RDS Desktop Pool

@ 8

5. Select the Dedicated radio button.

Automated Desktop Pool

An automated desktop pool uses
a vCenter Server template or
virtual machine snapshot to
generate new machines. The
machines can be created when
the pool is created or generated
on demand based on pool usage.

Supported Features

+ vCenter virtual machines
Physical computers
Microsoft RDS Hosts
View Composer

PColP

VMware Blast

C4

Persona management

6. Select the Enable automatic assignment checkbox, if desired.

7. Click Next.

Add Desktop Pool - InstantClonePool

User i it

Pool iti
Type
User Assignment
vCenter Server

Setting

Desktop Fool Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization
vCenter Settings
Guest Customization
Ready to Complete

(@ Dedicated

[¥] Enable automatic assignment

) Floating

\' < Back kl\' Next > \I Cancel ‘I

Dedicated assignment

Users receive the same machines
each time they log into the
desktop pool.

Enable automatic assignment

If a user connects to a desktop
pool to which the user is entitled,
but does not have a machine,
View automatically assigns a
spare machine to the user. In an
automated desktop pool, a new
machine may be created if no
spare machines exist.

If automatic assignment is not
enabled, users must be assigned
to machines manually in View
Administrator. Manual assignment
can still be done even if automatic
assignment is enabled.

Supported Features
+ View Composer
~ PColP

~ VMware Blast

~

Persona management

8. Select the Full Virtual Machines radio button and highlight your vCenter and Composer.

9. Click Next.
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Desktop Pocl Defi VLT SEEr
Type (© Instant clones Full virtual Machine
User Assianment — ) Machines sources will be full
vCenter Server O view Composer linked clones virtual machines that are created
{1 from 3 vCenter Server template.
Setting & Full virtual machines =
vCenter Server View Composer
vesa65. vdilab- VHComposer.vdilab-
he.local(administrator@vsphere.lo| he.local
cal)
||| Supported Features
~ VMware Blast
~  PColP
Storage savings
Recompose and refresh
Push Image
QuickPrep guest
customization
~ SysPrep guest customization
Description: |mNone EEnIPED GoEsE
customization
~ Persona management
| <Back || Next> || cancel |

10. Enter the pool identification details.

11. Click Next.

Add Desktop Pool - W10-Persistent

Desktop Pool Definition Desktop Pool Identification
Type 1D: Wi0-Persistent 1D
User Assignment The desktop pool ID is the unigue
vCenter Server Display name wio-Persistent name used to identify this
Setting desktop pool.

Access group: VDI-Users
Desktop Pool Identification

Display Name
Description:

The display name is the name
that users will see when they
connect to View Client. If the
display name is left blank, the 1D
will be used.

Access Group

Access groups can organize the
desktop pools in your
organization. They can also be
used for delegated
administration.

Description

This description is only shown on
the Settings tab for a desktop
pool within View Administrator.

| <Back || Next> || cancel |

12. Select Desktop Pool settings.

13. Click Next.
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Add Desktop Pool - W 10-Persistent

Desktop Pool Defi
Type
User Assignment
vCenter Server
Setting
Desktop Pool Identification
Desktop Pool Settings

Desktop Pool Settings

General

State:

Connection Server
restrictions:

Category Folder:

Remote Settings

Remote Machine Power
Policy

Automatically logoff after
disconnect:

Allow users to
reset/restart their
machines:

Remote Display Protocol

Default display protocel
Allow users to choose
protocol:

3D Renderer:

Max number of monitors:
Max resolution of any one

monitor

HTML Access:

Allow Session

Enabled |~

None

None | Browse... |

| Take no power action

Never -

No |-

PColP -

Yes |-

| pisabled ~

May require power-cycle of related virtual machines (=

2560x1600 | v | =

May require power-cycle of related virtual machines (=

[] Enabled (2
Requires installation of HTML Access.

[] Enabled (2

| <Back ||

MNext > | | Cancel

14. Select the provisioning settings to meet your requirements.

15. Click Next.

Add Desktop Pool - W10-FULLCLN

Desktop Pool Definition
Type
User Assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization

16. Click Next.

Provisioning Settings
Basic

[¥] Enable provisicning

[+ Stop provisicning on error

Virtual Machine Naming
Use a naming pattern

Naming Pattern:

Desktop Pool Sizing

Max number of machines:

Number of spare (powered on) machines:

Provisioning Timing

WLO0-FULLCLM

() Provision machines on demand

Min number of ma

(=) Provision all machines up-front

Naming Pattern

Virtual machines will be
named according to the
specified naming pattern.
By default, View Manager
appends a unigue number
to the specified pattern to
provide a unigue name for
each virtual machine.

To place this unigue
number elsewhere in the
pattern, use '{n}'. (For
example: vm-{n}-sales.).

The unigue number can
also be made a fixed
length. {(For example: vm-
{n:fived=3}-sales).

See the help for more
naming pattern syntax
options.

< Back || mext= || cancel
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Add Desktop Pool - W10-Persistent 2
Desktop Pool Definition SELZEE S oiizziol

vDe Storage Policy Management Slotanaloptinization

L= S mmm=TE Storage can be optimized by

vCenter Server storing different kinds of data
Setting . separately.

Desktop Paal Identification

A vircual is not available because no

Desktop Pool Settings
Provisioning Settings
Storage Optimization

virtual datasteres are configured.

[ <Back || Next> || Cancel |
17. Select each of the five vCenter Settings.
18. Click Next.
Add Desktop Pool - W10-Persistent 2
Desktop Pool Definition UEETET SEIETTE
Type Virtual Machine Template
User Assignment
e 1 Template: [/H*-vDILAB/vm/Discove tusl mac] [ Browse...
=i Virtual Machine Locati
Desktop Pool Identification irtual Machine Location
Desktop Pool Settings 2 VM folder location: [[= voILAB, vim || Browse...
Provisioning Settings
Storage Optimization Resource Settings
vCenter Settings
Host or cluster: [/rx-vDILAB || Browse... |
4 Resource poal: [[F<-VDILAB c==__|| Browse.. |

5 Datastores 1 selected [

< Back || Next > \_H cancel

19. For Datastore selection, select the datastore with storage overcommit as “Unbounded.”

20. Click OK.
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Select the datastores to use for this desktop pool. Only datastores that can be used by the selected host or
cluster can be selected.

EZ Local datastore B sShared datastore &

Datastore Capacity (GB)
40,960.00

3.50

Free (GB)
40,746.06
0.aa

FS Type Drive Type
NFS

VMFSS
VMFSS
VMFS5
VMFS5
VMFS5

HX-VDI
SpringpathDS-FCH1842V11G Non-SSD
SpringpathDS-FCH1936V0GE
SpringpathDS-FCH1837V2IT
SpringpathDS-FCH1937v2IU
SpringpathDS-FCH1937V2IV

Non-SSD
Non-S5D
Non-SSD

3.50
3.50
3.50

0.44
0.44
0.44
Non-SSD

3.50 0.44

Free space selected: 40,746.06 (A minimum of 44,000.00 GB is recommended for new virtual machines)

21. Select Advance Storage Options and enable the View Storage Accelerator.

22. Click Next.

Desktop Pool Definition

Type
User assignment
vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings

Based on your rescurce selection, the following features are
recommended. Options that are not supported by the selected
hardware are disabled.

[¥] Use view Storage Accelerator

Regenerate storage accelarator
after:

Days

Storage Op n
vCenter Settings

Guest Customization
Ready to Complete

Blackout Times

Storage accelerator regeneration and VM disk space reclamation
do net occur during blackout times. The same blackout policy
applies to both operations.

[add... ] [ Edit... | [ Remove |

Day Tima

Transparent Page Sharing Scope: | virtual Machine |

< Back

23. Select Guest optimization settings.

24. Click Next.

Desktop Pool Definition
Type
User Assignment
wCenter Server
Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization
wCenter Settings
Advanced Storage Options

Ready to Complete

) None

- Customization will be done manually
[0 Do not power on virtual machines after creation

(=) Use this customization specification:

Name Guest OS

Horizon-RDS wWindows
InfravM-Specs windows
RDSH-Customizatior Windows
Winl0-Custom windows

Winl0-Persistent  Windows
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Description

Windows 10 customization for Horizon testbed.

View Storage Accelerator

vSphere 5.x hosts can be
configured te improve
performance by cac

a

certain desktop pool data.
Enable this option to use
View Storage Accelerator for
this pool. View Storage
Accelerator is most useful for
shared disks that are read
frequently, such as View
Composer OS disks.

Next > Cancel




Master Image Creation for Tested Horizon Deployment Types

25. Review the summary of the pool you are creating.
26. Select the checkbox “Entitle users after pool creation wizard completion” to authorize users for the pool.

27. Click Finish.

Add Desktop Pool - W10-Persistent ?

Desktop Pool Definition Ready to Complete
Type

[¥] Entitle users after this wizard finishes
User Assignment

vCenter Server

Setting
Desktop Pool Identification
Desktop Pool Settings
Provisioning Settings
Storage Optimization
vCenter Settings
Advanced Storage Options
Guest Customization
Ready to Complete

Type:

User assignment:
Assign on first login:
vCenter Server:

Use View Composer:
Unique ID:

Display name:
Access Group:
Desktop pool state:
Remote Machine Power
Policy:

Automatic logoff after
disconnect:

Connection Server
restrictions:

Allow users to reset their
machine:

Default display protocol
Allow users to choose
protocol:

2D Renderer:

Max number of monitors:
Max resolution of any one
monitor:

HTML Access:

Ardnhe Flash analit:

Automated

Dedicated assignment

Yes
vesas.vdilab-he.local{(administrator@vsphere.local)
No

W10-Persistent

W 10-Persistent

VDI-User

Enabled

Ensure machines are always powered on

Never
None
No

VMware Blast
Yes

Disabled
2
1920x1200

Disabled
nisahlad

| <Back || Finish || cancel |

28. Follow the instructions provided in the Create Horizon 7 RDS Desktop Pool to authorize users for the Linked

Clone Pool.
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Test Setup and Configurations

In this project, we tested a single Cisco HyperFlex cluster running eight Cisco UCS HXAF220c-MS4 Rack Servers

and eight Cisco UCS B200 M4 Blade Servers in a single Cisco UCS domain. This solution has been tested to
illustrate linear scalability for each workload studied.

Cisco HyperFlex and VMware Horizon 7, Full Scale Single UCS Domain Reference Architecture

Cisco Mexus 93480V C-FX

Cisco Nexus 393180 C-FX

Cisco UC5-FI-6332 Cisco UCS-FI-6332

16 x 280G r——. = _"—"EE 16 ¥ 206G 1EKci5ED HMAF C220-M55X
= =1 Rack Servers
M = — =0

Each Server Includes:

— 2x Intel Xeon Gold 6140 Scaalble
_ family processor @ 2.3 GHz
240GE M.2 SATA 550

768 GB (12 x 64GE DDRA4) RAM

= 2666 MHz

1x Cisco VIC 1387 mLOM

1x Cisco 12GEPs Modular 545 HEA.
1x 240 GB Intel SATA Enterprise
Value 550

HX Datastore configured to host
‘wWindows 10 desktop pool or Server
2016 RDS Pool with drives listed
below per node:

1 x 400GE Toshiba Enterprise
Performance (EP] 550 for Cache

B x 960GE Samsung SATA Enterprise
value 55Ds for capacity

2 x Cisco UCS C220 M5 Rack
11 ] Servers
8 x40G
i » i : Each server includes:
2xintel® Xeon® Gold 6140 scalable
family processor & 2.3 GHz processor
120Gh M.2 SATA 55D
768 GB (12 X 64GE DDRA4) RAM &
2666MHZ
%
g x Cisco UCS B200 M5 BElade
Servers
Each server includes:
— - N : 2 xIntel® eon® Gold 5140 scalable
e _BE k family processor @ 2.3 GHz processor
it STk 120Gh M.2 SATA 55D

R | | T
= _mll_ el |, 768 GB [12 X 64GB DDRA) RAM @
= 2666MHzZ

1 x Cisco VIC 1340

Hardware Components:
e 2 x Cisco UCS 6332 UP Fabric Interconnects

e 2 x Cisco Nexus 93180YC-FX Access Switches
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16 x Cisco UCS HXAF220c-Mb5SX Rack Servers 2 Intel Xeon Gold 6140 scalable family processor at 2.3
GHz, with 768 GB of memory per server (32 GB x 24 DIMMs at 2666 MHz)

Cisco VIC 1387 mLOM

12G modular SAS HBA Controller

240GB M.2 SATA SSD drive (Boot and HyperFlex Data Platform controller VM)
240GB 2.5” 6G SATA SSD drive (Housekeeping)

400GB 2.5” 6G SAS SSD drive (Cache)

8 x 960GB 2.5” SATA SSD drive (Capacity)

1 x 32GB mSD card (Upgrades temporary cache)

8 x Cisco UCS C220 M5 Rack Servers (2 Intel Xeon processor 6140 CPUs at 2.3 GHz, with 768 GB of
memory per server [32 GB x 24 DIMMs at 2666 MHz]).

Cisco VIC 1387 mLOM
12G modular SAS HBA Controller
240GB M.2 SATA SSD drive (Boot and HyperFlex Data Platform controller VM)

8 x Cisco UCS B200 M5 Blade Servers (2 Intel Xeon processor 6140 CPUs at 2.3 GHz, with 768 GB of
memory per server [32 GB x 24 DIMMs at 2666 MHz]).

Cisco VIC 1340 mLOM
2 X 64GB SD card

Software components:

Cisco UCS firmware 4.0(1b)

Cisco HyperFlex data platform 3.5.1a

VMware vSphere 6.5

VMware Horizon 7 Hosted Virtual Desktops and Hosted Shared Desktops
VMware Horizon View Composer Server

v-File Server for User Profiles

Microsoft SQL Server 2016

Microsoft Windows 10

Microsoft Windows 2016

Microsoft Office 2016

Login VSI 4.1.32.1
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Testing Methodology and Success Criteria

All validation testing has been conducted on-site within the Cisco labs in San Jose, California.

The testing results focused on the entire process of the virtual desktop lifecycle by capturing metrics during the
desktop boot-up, user logon and virtual desktop acquisition (also referred to as ramp-up,) user workload
execution (also referred to as steady state), and user logoff for the RDSH Servers Session under test.

Test metrics were gathered from the virtual desktop, storage, and load generation software to assess the overall
success of an individual test cycle. Each test cycle was not considered passing unless all of the planned test users
completed the ramp-up and steady state phases (described below) and unless all metrics were within the
permissible thresholds as noted as success criteria.

Three successfully completed test cycles have been conducted for each hardware configuration and results were
found to be relatively consistent from one test to the next.

You can obtain additional information and a free test license from http://www.loginvsi.com.

Testing Procedure

The following protocol was used for each test cycle in this study to insure consistent results.

Pre-Test Setup for Testing

All virtual machines and RDSH Servers have been shut down utilizing the VMware Horizon 7 Administrator
Console.

All Launchers VMs used for testing were restarted in groups of 10 each minute until the required number of
launchers was running with the Login VSI Agent at a “waiting for test to start” state.

Test Run Protocol

To simulate severe, real-world environments, Cisco requires the log-on and start-work sequence, known as
Ramp Up, to complete in 48 minutes. Additionally, we require all sessions started, whether 60 single server users
or 4400 full-scale test users to become active within two minutes after the last session is launched.

In addition, Cisco requires that the Login VSI Benchmark method is used for all single server and scale testing.
This assures that our tests represent real-world scenarios. For each of the three consecutive runs on single
server tests, the same process was followed. Complete the following steps:

1. Time 0:00:00 Start PerfMon Logging on the following systems:

— Infrastructure and VDI Host Blades used in test run
— Al Infrastructure VMs used in test run (AD, SQL, View Connection brokers, image mgmt., etc.)

2. Time 0:00:10 Start Storage Partner Performance Logging on Storage System.
3. Time 0:05: Boot RDS Machines using VMware Horizon 7 Administrator Console.
4. Time 0:06 First machines boot.

5. Time 0:35 Single Server or Scale target number of RDS Servers registered on Horizon.
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No more than 60 Minutes of rest time is allowed after the last desktop is registered and available on
VMware Horizon 7 Administrator Console dashboard. Typically a 20-30 minute rest period for Windows
10 desktops and 10 minutes for RDS VMs is sufficient.

6. Time 1:35 Start Login VSI 4.1.32.1 Knowledge Worker Benchmark Mode Test, setting auto-logoff time at 900
seconds, with Single Server or Scale target number of desktop VMs utilizing sufficient number of Launchers
(at 20-25 sessions/Launcher).

7. Time 2:23 Single Server or Scale target number of desktop VMs desktops launched (48 minute benchmark
launch rate).

8. Time 2:25 All launched sessions must become active.

All sessions launched must become active for a valid test run within this window.

9. Time 2:40 Login VSI Test Ends (based on Auto Logoff 900 Second period designated above).

10. Time 2:55 All active sessions logged off.

11. All sessions launched and active must be logged off for a valid test run. The VMware Horizon 7 Administrator
Dashboard must show that all desktops have been returned to the registered/available state as evidence of
this condition being met.

12. Time 2:57 All logging terminated; Test complete.

13. Time 3:15 Copy all log files off to archive; Set virtual desktops to maintenance mode through broker;
Shutdown all Windows 7 machines.

14. Time 3:30 Reboot all hypervisors.

15. Time 3:45 Ready for new test sequence.

Success Criteria

Our “pass” criteria for this testing is as follows: Cisco will run tests at a session count levels that effectively utilize
the server capacity measured by CPU, memory, storage and network utilization. We use Login VSI version
4.1.32.1 to launch Knowledge Worker workload sessions. The number of launched sessions must equal active
sessions within two minutes of the last session launched in a test as observed on the VSI Management console.

The VMware Horizon Connection Server Dashboard will be monitored throughout the steady state to make sure of
the following:

e Al running sessions report In Use throughout the steady state
o No sessions move to unregistered, unavailable or available state at any time during steady state

Within 20 minutes of the end of the test, all sessions on all launchers must have logged out automatically and the
Login VSI Agent must have shut down. Cisco’s tolerance for Stuck Sessions is 0.5 percent (half of one percent.)
If the Stuck Session count exceeds that value, we identify it as a test failure condition.
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Cisco requires three consecutive runs with results within +/-1 percent variability to pass the Cisco Validated
Design performance criteria. For white papers written by partners, two consecutive runs within +/-1 percent
variability are accepted. (All test data from partner run testing must be supplied along with proposed white paper.)

We will publish Cisco Validated Designs with our recommended workload following the process above and will
note that we did not reach a VSImax dynamic in our testing.

The purpose of this testing is to provide the data needed to validate VMware Horizon 7 Hosted Shared Desktop
with VMware Horizon 7 Composer provisioning using Microsoft Windows Server 2016 sessions on Cisco UCS
HXAF220C-M5SX.

The information contained in this section provides data points that a customer may reference in designing their
own implementations. These validation results are an example of what is possible under the specific environment
conditions outlined here, and do not represent the full characterization of VMware products.

Four test sequences, each containing three consecutive test runs generating the same result, were performed to
establish system performance and linear scalability.

VSImax 4.1.x Description

The philosophy behind Login VSI is different to conventional benchmarks. In general, most system benchmarks are
steady state benchmarks. These benchmarks execute one or multiple processes, and the measured execution
time is the outcome of the test. Simply put the faster the execution time or the bigger the throughput, the faster
the system is according to the benchmark.

Login VSl is different in approach. Login VSI is not primarily designed to be a steady state benchmark (however, if
needed, Login VSI can act like one). Login VS| was designed to perform benchmarks for SBC or VDI workloads
through system saturation. Login VSI loads the system with simulated user workloads using well known desktop
applications like Microsoft Office, Internet Explorer and Adobe PDF reader. By gradually increasing the numbers of
simulated users, the system will eventually be saturated. Once the system is saturated, the response time of the
applications will increase significantly. This latency in application response times show a clear indication whether
the system is (close to being) overloaded. As a result, by nearly overloading a system it is possible to find out what
its true maximum user capacity is.

After a test is performed, the response times can be analyzed to calculate the maximum active session/desktop
capacity. Within Login VSI this is calculated as VSImax. When the system is coming closer to its saturation point,
response times will rise. When reviewing the average response time it will be clear the response times escalate at
saturation point.

This VSImax is the “Virtual Session Index (VSI)”. With Virtual Desktop Infrastructure (VDI) and Terminal Services
(RDS) workloads this is valid and useful information. This index simplifies comparisons and makes it possible to
understand the true impact of configuration changes on hypervisor host or guest level.

Server-Side Response Time Measurements

It is important to understand why specific Login VSI design choices have been made. An important design choice
is to execute the workload directly on the target system within the session instead of using remote sessions. The
scripts simulating the workloads are performed by an engine that executes workload scripts on every target
system and are initiated at logon within the simulated user’s desktop session context.

An alternative to the Login VSI method would be to generate user actions client side through the remoting
protocol. These methods are always specific to a product and vendor dependent. More importantly, some
protocols simply do not have a method to script user actions client side.
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For Login VSI the choice has been made to execute the scripts completely server side. This is the only practical
and platform independent solutions, for a benchmark like Login VSI.

Calculating VSImax v4.1.x

The simulated desktop workload is scripted in a 48-minute loop when a simulated Login VSI user is logged on,
performing generic Office worker activities. After the loop is finished it will restart automatically. Within each loop
the response times of sixteen specific operations are measured in a regular interval: sixteen times in within each
loop. The response times of these five operations are used to determine VSImax.

The five operations from which the response times are measured are:
e Notepad File Open (NFO)

Loading and initiating VSINotepad.exe and opening the openfile dialog. This operation is handled by the OS
and by the VSINotepad.exe itself through execution. This operation seems almost instant from an end-
user’s point of view.

e Notepad Start Load (NSLD)

Loading and initiating VSINotepad.exe and opening a file. This operation is also handled by the OS and by
the VSINotepad.exe itself through execution. This operation seems almost instant from an end-user’s point
of view.

e Zip High Compression (ZHC)

This action copy's a random file and compresses it (with 7zip) with high compression enabled. The
compression will very briefly spike CPU and disk 10.

e Zip Low Compression (ZLC)

This action copy's a random file and compresses it (with 7zip) with low compression enabled. The
compression will very briefly disk 10 and creates some load on the CPU.

e CPU
Calculates a large array of random data and spikes the CPU for a short period of time.

These measured operations within Login VSI do hit considerably different subsystems such as CPU (user
and kernel), Memory, Disk, the OS in general, the application itself, print, GDI, etc. These operations are
specifically short by nature. When such operations become consistently long: the system is saturated
because of excessive queuing on any kind of resource. As a result, the average response times will then
escalate. This effect is clearly visible to end-users. If such operations consistently consume multiple
seconds the user will regard the system as slow and unresponsive.
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Figure 45 Sample of a VSI Max Response Time Graph, Representing a Normal Test
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Figure 46 Sample of a VSI Test Response Time Graph with a Clear Performance Issue
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When the test is finished, VSImax can be calculated. When the system is not saturated, and it could complete the
full test without exceeding the average response time latency threshold, VSImax is not reached and the amount of

sessions ran successfully.

The response times are very different per measurement type, for instance Zip with compression can be around
2800 ms, while the Zip action without compression can only take 75ms. This response time of these actions are
weighted before they are added to the total. This ensures that each activity has an equal impact on the total

response time.

In comparison to previous VSImax models, this weighting much better represent system performance. All actions
have very similar weight in the VSImax total. The following weighting of the response times are applied.

The following actions are part of the VSImax v4.1 calculation and are weighted as follows (US notation):

e Notepad File Open (NFO): 0.75

e Notepad Start Load (NSLD): 0.2
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e Zip High Compression (ZHC): 0.125
e Zip Low Compression (ZLC): 0.2
e CPU:0.75
This weighting is applied on the baseline and normal Login VSI response times.

With the introduction of Login VSI 4.1 we also created a new method to calculate the base phase of an
environment. With the new workloads (Taskworker, Powerworker, etc.) enabling 'base phase' for a more reliable
baseline has become obsolete. The calculation is explained below. In total 15 lowest VSI response time samples
are taken from the entire test, the lowest 2 samples are removed and the 13 remaining samples are averaged.
The result is the Baseline. The calculation is as follows:

e Take the lowest 15 samples of the complete test
e From those 15 samples remove the lowest 2
e Average the 13 results that are left is the baseline

The VSImax average response time in Login VSI 4.1.x is calculated on the amount of active users that are logged
on the system.

Always a 5 Login VSI response time samples are averaged + 40 percent of the amount of “active” sessions. For
example, if the active sessions is 60, then latest 5 + 24 (=40 percent of 60) = 31 response time measurement
are used for the average calculation.

To remove noise (accidental spikes) from the calculation, the top 5 percent and bottom 5 percent of the VS|
response time samples are removed from the average calculation, with a minimum of 1 top and 1 bottom sample.
As a result, with 60 active users, the last 31 VS| response time sample are taken. From those 31 samples the top
2 samples are removed and lowest 2 results are removed (5 percent of 31 = 1.55, rounded to 2). At 60 users the
average is then calculated over the 27 remaining results.

VSImax v4.1.x is reached when the VSIbase + a 1000 ms latency threshold is not reached by the average VSI
response time result. Depending on the tested system, VSImax response time can grow 2 - 3x the baseline
average. In end-user computing, a 3x increase in response time in comparison to the baseline is typically
regarded as the maximum performance degradation to be considered acceptable.

In VSImax v4.1.x this latency threshold is fixed to 1000ms, this allows better and fairer comparisons between two
different systems, especially when they have different baseline results. Ultimately, in VSImax v4.1.x, the
performance of the system is not decided by the total average response time, but by the latency is has under
load. For all systems, this is now 1000ms (weighted).

The threshold for the total response time is: average weighted baseline response time + 1000ms.

When the system has a weighted baseline response time average of 1500ms, the maximum average response
time may not be greater than 2500ms (1500+1000). If the average baseline is 3000 the maximum average
response time may not be greater than 4000ms (3000+1000).

When the threshold is not exceeded by the average VS| response time during the test, VSImax is not hit and the
amount of sessions ran successfully. This approach is fundamentally different in comparison to previous VSImax
methods, as it was always required to saturate the system beyond VSImax threshold.

Lastly, VSImax v4.1 x is now always reported with the average baseline VS| response time result. For example:
“The VSImax v4.1 was 125 with a baseline of 1526ms”. This helps considerably in the comparison of systems and
gives a more complete understanding of the system. The baseline performance helps to understand the best
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performance the system can give to an individual user. VSImax indicates what the total user capacity is for the
system. These two are not automatically connected and related:

When a server with a very fast dual core CPU, running at 3.6 GHZ, is compared to a 10 core CPU, running at
2.26 GHZ, the dual core machine will give and individual user better performance than the 10 core machine. This
is indicated by the baseline VSI response time. The lower this score is, the better performance an individual user
can expect.

However, the server with the slower 10 core CPU will easily have a larger capacity than the faster dual core
system. This is indicated by VSImax v4.1.x, and the higher VSImax is, the larger overall user capacity can be
expected.

With Login VSI 4.1.x a new VSImax method is introduced: VSImax v4.1. This methodology gives much better
insight in system performance and scales to extremely large systems.
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Test Results

Boot Storms

A key performance metric for desktop virtualization environments is the ability to boot the virtual machines quickly
and efficiently to minimize user wait time for their desktop.

As part of Cisco’s virtual desktop test protocol, we shut down each virtual machine at the conclusion of a
benchmark test. When we run a new test, we cold boot all 4400 desktops and measure the time it takes for the
4400™ virtual machine to register as available in the Horizon Administrator console.

The Cisco HyperFlex HXAF220cM5SX, Cisco UCS C220M5 and B200 M5 cluster running Data Platform version
3.5(1a) software can accomplish this task in 15 minutes as shown in the following charts:

Figure 47 4400 Horizon Server 2016 RDSH Sessions with Office 2016 Virtual Desktops 10 Instant-Clone, Linked-Clone,

Persistent(Full Clone) Windows 10 Office 2016 Virtual Desktops Boot and Register as Available in Less Than
15 Minutes

i 15~ minute boot time to power on and report all VM (Windows 10 / Server 2016 648 Bit, Office 2016 booted in 15~ minutes 10:00-10:15) in Available state
in the Horizon Administrator Console
L.Windows Server 2016 based 64 RDSH Servers to host: 1550 User Sessions
Z.Windows 10 based Instant Clones Desktop pool: 950 Users
awoe) J.Windows 10 based Horizon Composer Desktop pool: 950 Users
4.Windows 10 based Full Clones Desktop pool 950 Users
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Recommended Maximum Workload and Configuration Guidelines

Sixteen Node Cisco HXAF220c-M5S Rack Server, Eight Node Cisco UCS C220 M5 and Eight
Node Cisco UCS B200 M5 HyperFlex Cluster

For VMware Horizon 7 RDS Hosted Shared Desktop and Hosted Virtual Desktop use case, the recommended
maximum workload was determined based on both Login VSI Knowledge Worker workload end user experience
measures and HXAF220c-M5S and Cisco UCS C220 M5 and UCS B200 M5 server operating parameters.

This recommended maximum workload approach allows you to determine the server N+1 fault tolerance load the
blade can successfully support in the event of a server outage for maintenance or upgrade.

Our recommendation is that the Login VSI Average Response and VSl Index Average should not exceed the
Baseline plus 2000 milliseconds to insure that end-user experience is outstanding. Additionally, during steady
state, the processor utilization should average no more than 90-95 percent.

&

Memory should never be oversubscribed for Desktop Virtualization workloads.

&

Callouts have been added throughout the data charts to indicate each phase of testing.

Test
Phase

Boot

Login

Steady
state

Logoff

Description

Start all RDS and/or VDI virtual machines at the same time

The Login VSI phase of test is where sessions are launched and start executing the workload over a 48
minutes duration.

The steady state phase is where all users are logged in and performing various workload tasks such as using
Microsoft Office, Web browsing, PDF printing, playing videos, and compressing files.

Sessions finish executing the Login VSI workload and logoff.

The recommended maximum workload for a Cisco HyperFlex cluster configured on Cisco HXAF220c-
M5S, Cisco US C220 M5 and Cisco UCS B200 M5 nodes with 6140 Gold processors and 768GB of RAM
for Windows Server 2016Hosted Sessions and persistent/non-persistent Hosted Virtual Desktop users is
4400 sessions with Office 2016 virtual desktops respectively.

4400 User Full-Scale Testing on Thirty Two-Node Cisco HyperFlex Cluster

This section details the key performance metrics that were captured on the Cisco UCS HyperFlex storage cluster
configured with sixteen HXAF220c-M5S converged node and sixteen compute-only node (Eight Cisco UCS
HXAF220C-M5 and Eight Cisco UCS B200 M5) running RDSH VMs and VDI non -persistent/persistent
performance monitoring during the full-scale testing.
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The full-scale testing with 4400 users comprised of 1550 RDS Hosted Server Sessions, 950 VDI Non-Persistent
Instant clone, 950 VDI non-persistent Linked clone and 950 VDI persistent full clone virtual machines VMSs.

Test result highlights include:
e (0.634 second baseline response time
e 1.097 second average response time with 4400 desktop sessions running
e Average CPU utilization of 85 percent during steady state
e Average of 356 GB of RAM used out of 768 GB available
e 1800 Mbps peak network utilization per host.
e Average Read Latency 0.15ms/Max Read Latency 0.79ms
e Average Write Latency 2.8ms/Max Write Latency 5.0ms
e 50000 peak I/O operations per second (IOPS) per cluster at steady state
e 1000MBps peak throughput per cluster at steady state
e 39 percent Deduplication savings
e 44 percent Compression savings
e Total of 94 percent storage space savings

Figure 48 LoginVSI Analyzer Chart for 4400 Users Test

NSLD  AppStat  LogonTimer ShelBExecuteWait  WSImax per computer  Stuck sessions overtime  Active sessions overtime  VSImax v4 Data FRaw Data
Stuck sessions
Summary  Settings  ¥SImax v4  VSimax v4 Detailed  VSimax v4 Detailed Weighted  VSImax v4 Scatter  UMEM 10 CPU  ZLC  ZHC NFF  NFOD
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Figure 49 LoginVSI Analyzer Chart for Four Consecutive Test Running 4400 Knowledge Workload on 32 Node HyperFlex

Cluster
Compare

5000 — Bl ActiveSession
Baseline
4398 4400 4384 4401 4400 4388 4401 4400 4383 B | aunchedSessions
I StuckSessions
Threshold
N /SImax v4

1108184400 U-HX35-FULL-SCALE-VDI-RDSH-TEST-05-0940
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Figure 50 Sample ESXi host CPU Core Utilization Running 4400 User Test on 32 Nodes
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Test Results

Figure 51 Sample ESXi Host Memory Usage in Mbytes running 4400 User Test on 32 Node
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Figure 52 Sample ESXi Host Network Adapter (VMNICs) Mbits Received/ Transmitted Per Sec Running 4400 User Test
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Test Results

Figure 53 HyperFlex Cluster WebUI Performance Chart for Knowledge Worker Workload Running 4400 User Test on 32
Node
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Summary

Summary

This Cisco HyperFlex solution addresses urgent needs of IT by delivering a platform that is cost effective and
simple to deploy and manage. The architecture and approach used provides for a flexible and high-performance
system with a familiar and consistent management model from Cisco. In addition, the solution offers numerous
enterprise-class data management features to deliver the next-generation hyperconverged system.

Only Cisco offers the flexibility to add compute only nodes to a true hyperconverged cluster for compute intensive
workloads like desktop virtualization. This translates to lower cost for the customer, since no hyperconvergence
licensing is required for those nodes.

Delivering responsive, resilient, high performance VMware Horizon 7 provisioned Microsoft Windows 10 Virtual
Machines and Microsoft Windows Server 2016 for hosted Apps or desktops has many advantages for desktop
virtualization administrators.

The thirty two node tested system can be expanded to 64 nodes (32 hyper converged plus 32 compute only
nodes in a single UCS rack solution) for an expected user capacity of 8800 knowledge worker users.

The solution if fully capable of supporting graphics accelerated workloads. Each Cisco HyperFlex HXAF240c M5
node and each Cisco UCS C240 M5 server can support up to two NVIDIA M10 or P40 cards or up to six NVIDIA
P4 cards. The Cisco UCS B200 M5 server supports up to two NVIDIA P6 cards for high density, high performance
graphics workload support. See the Cisco Graphics White Paper for our fifth generation servers with NVIDIA GPUs
and software for details on how to integrate this capability with VMware Horizon.

Virtual desktop end-user experience, as measured by the Login VSI tool in benchmark mode, is outstanding with
Intel Xeon Scalable Family processors and Cisco 2666Mhz memory. In fact, we have set a new industry standard
in performance for Desktop Virtualization on a hyperconverged platform.
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Appendix A - Cisco Nexus 93180 Switch Configuration

Switch A Configuration

!Command: show running-config.

!Time: Fri Nov 13 17:17:40 2018

version 7.0(3)I7(2)

switchname XXXXXXXXXXX

class-map type network-gos class-fcoe

match gos-group 1

class-map type network-gos class-all-flood
match gos-group 2

class-map type network-gos class-ip-multicast
match gos-group 2

vde XXXXXXXXXX id 1

limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum O maximum 511
limit-resource ud4route-mem minimum 248 maximum 248
limit-resource ubroute-mem minimum 96 maximum 96
limit-resource m4route-mem minimum 58 maximum 58
limit-resource mb6route-mem minimum 8 maximum 8
feature telnet

cfs eth distribute

feature interface-vlan

feature hsrp

feature lacp

feature dhcp

feature vpc

feature 1lldp

clock protocol ntp vdc 1

no password strength-check
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username admin password 5 $1SMSJwTJtn$BoOIrVnESUVxLcbRHG86371 role network-admin
ip domain-lookup

no service unsupported-transceiver

class-map type gos match-all class-fcoe

policy-map type gos jumbo

class class-default

set gos-group O

copp profile strict

snmp-server user admin network-admin auth md5 0x71d6a9cfleal07cd3166e91a6£3807e5

priv 0x71d6a9cfleal007cd3166e91a6£3807e5 localizedkey

rmon event 1 log trap public description FATAL(l) owner PMONWFATAL

rmon event 2 log trap public description CRITICAL(2) owner PMON@CRITICAL
rmon event 3 log trap public description ERROR(3) owner PMON@ERROR

rmon event 4 log trap public description WARNING (4) owner PMON@WARNING
rmon event 5 log trap public description INFORMATION (5) owner PMON@INFO
ntp server 10.10.50.2

ntp peer 10.10.50.3

ntp server 171.68.38.66 use-vrf management

ntp logging

ntp master 8

vlan 1,50-56

vlan 50

name InBand-Mgmt-Cl
vlan 51

name Infra-Mgmt-Cl
vlan 52

name StorageIP-Cl
vlan 53

name vMotion-Cl
vlan 54

name VM-Data-Cl
vlan 55
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name Launcher-C1l

service dhcp

ip dhcp relay

ip dhcp relay information option
ipv6e dhcp relay

vrf context management

ip route 0.0.0.0/0 10.29.132.1
vpc domain 50

role priority 1000
peer-keepalive destination 10.29.132.5 source 10.29.132.4
interface Vlanl

no shutdown

ip address 10.29.132.2/24
interface Vl1an50

no shutdown

ip address 10.10.50.2/24

hsrp version 2

hsrp 50

preempt

priority 110

ip 10.10.50.1

ip dhcp relay address 10.10.51.21
ip dhcp relay address 10.10.51.22
interface Vlan51

no shutdown

ip address 10.10.51.2/24

hsrp version 2

hsrp 51

preempt

priority 110

ip 10.10.51.1

interface Vlanb52
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no shutdown

ip address 10.10.52.2/24

hsrp version 2

hsrp 52

preempt

priority 110

ip 10.10.52.1

interface Vl1anb53

no shutdown

ip address 10.10.53.2/24

hsrp version 2

hsrp 53

preempt

priority 110

ip 10.10.53.1

interface Vlanb4

no shutdown

ip address 10.54.0.2/20

hsrp version 2

hsrp 54

preempt

priority 110

ip 10.54.0.1

ip dhcp relay address 10.10.51.21
ip dhcp relay address 10.10.51.22
interface port-channellO
description vPC-PeerLink
switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type network
service-policy type gos input jumbo

vpc peer-link
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interface port-channelll

description FI-Uplink-K22

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
mtu 9216

service-policy type gos input jumbo
vpc 11

interface port-channell?2

description FI-Uplink-K22

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
mtu 9216

service-policy type gos input jumbo
vpc 12

interface port-channell3

description FI-Uplink-K13

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
mtu 9216

service-policy type gos input jumbo
vpc 13

interface port-channelld

description FI-Uplink-K22

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
mtu 9216

service-policy type gos input jumbo

vpc 14
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interface port-channel4d9

description FI-Uplink-K23

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
mtu 9216

vpc 49

interface port-channel5O0

description FI-Uplink-K23

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
mtu 9216

vpc 50

interface Ethernetl/1

switchport mode trunk

switchport trunk allowed vlan 1,50-55
channel-group 10 mode active
interface Ethernetl/2

switchport mode trunk

switchport trunk allowed vlan 1,50-55
channel-group 10 mode active
interface Ethernetl/3

switchport mode trunk

switchport trunk allowed vlan 1,50-55
channel-group 10 mode active
interface Ethernetl/4

switchport mode trunk

switchport trunk allowed vlan 1,50-55

channel-group 10 mode active
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interface Ethernetl/5

switchport mode trunk

switchport trunk allowed vlan 1,50-55
mtu 9216

channel-group 11 mode active
interface Ethernetl/6

switchport mode trunk

switchport trunk allowed vlan 1,50-55
mtu 9216

channel-group 11 mode active
interface Ethernetl/7

switchport mode trunk

switchport trunk allowed vlan 1,50-55
mtu 9216

channel-group 12 mode active
interface Ethernetl/8

switchport mode trunk

switchport trunk allowed vlan 1,50-55
mtu 9216

channel-group 12 mode active
interface Ethernetl/9

switchport mode trunk

switchport trunk allowed vlan 1,50-55
mtu 9216

channel-group 13 mode active
interface Ethernetl/10

switchport mode trunk

switchport trunk allowed vlan 1,50-55
mtu 9216

channel-group 13 mode active
interface Ethernetl/11

interface Ethernetl/12
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interface Ethernetl/13

interface Ethernetl/14

interface Ethernetl/15

description HX-Infra0ll

switchport mode trunk

switchport trunk allowed vlan 1,50-55
interface Ethernetl/16

description HX-Infra02

switchport mode trunk

switchport trunk allowed vlan 1,50-55
interface Ethernetl/17

interface Ethernetl/18

interface Ethernetl/19

interface Ethernetl/20

interface Ethernetl/21

interface Ethernetl/22

interface Ethernetl/23

interface Ethernetl/24

interface Ethernetl/25

interface Ethernetl/26

interface Ethernetl/27

switchport mode trunk

switchport trunk allowed vlan 1,50-54
spanning-tree port type edge trunk
interface Ethernetl/28

switchport mode trunk

switchport trunk allowed vlan 1,50-54
spanning-tree port type edge trunk
interface Ethernetl/29

interface Ethernetl/30

interface Ethernetl/31

interface Ethernetl/32
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interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

Ethernetl/33
Ethernetl/34
Ethernetl/35
Ethernetl/36
Ethernetl/37
Ethernetl1/38
Ethernetl/39
Ethernetl1/40
Ethernetl/41
Ethernetl/42
Ethernetl/43
Ethernetl/44
Ethernetl/45
Ethernetl/46
Ethernetl/47
Ethernetl1/48

Ethernetl/49

switchport mode trunk

switchport trunk allowed vlan 1,50-55

mtu 9216

channel-group 49 mode active

interface

Ethernetl/50

switchport mode trunk

switchport trunk allowed vlan 1,50-55

mtu 9216

channel-group 50 mode active

interface

interface

interface

interface

Ethernetl/51
Ethernetl/52
Ethernetl/53

Ethernetl/54

interface mgmtO

vrf member management
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ip address 10.29.132.4/24

clock timezone PST -8 O

clock summer-time PDT 2 Sunday March 02:00 1 Sunday November 02:00 60
line console

line vty

boot nxos bootflash:/nxos.7.0.3.I7.2.bin

Switch B Configuration

!Command: show running-config

!Time: Fri Nov 13 17:18:36 2018

version 7.0(3)I7(2)

switchname XXXXXXXXXX

class-map type network-qgos class-fcoe

match gos-group 1

class-map type network-gos class-all-flood
match gos-group 2

class-map type network-gos class-ip-multicast
match gos-group 2

vdc XXXXXXXXXX id 1

limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum O maximum 511
limit-resource udroute-mem minimum 248 maximum 248
limit-resource ubroute-mem minimum 96 maximum 96
limit-resource m4route-mem minimum 58 maximum 58
limit-resource mb6route-mem minimum 8 maximum 8
feature telnet

cfs eth distribute

feature interface-vlan

feature hsrp

feature lacp

feature dhcp
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feat
feat
cloc
no p
user
ip d
no s
clas
poli
clas
set

copp
snmp
priv
rmon
rmon
rmon
rmon
rmon
ntp

ntp

ntp

ntp

ntp

vlan
vlan
name
vlan
name
vlan
name

vlan

A - Cisco Nexus 93180 Switch Configuration

ure vpc
ure 1lldp
k protocol ntp wvdc 1
assword strength-check
name admin password 5 $1$JjEwHqUvMS$SgpOec2hramkyX09KD3/Dn. role network-admin
omain-lookup
ervice unsupported-transceiver
s—-map type gos match-all class-fcoe
cy-map type gos jumbo
s class-default
gos-group 0
profile strict
-server user admin network-admin auth md5 0x9046cl00celfdecdd74ef2£92c4e83£9
0x9046c100celfdecdd74e£f2£92c4e83£f9 localizedkey
event 1 log trap public description FATAL(1l) owner PMON@FATAL
event 2 log trap public description CRITICAL(2) owner PMON@CRITICAL
event 3 log trap public description ERROR(3) owner PMON@ERROR
event 4 log trap public description WARNING(4) owner PMON@WARNING
event 5 log trap public description INFORMATION (5) owner PMON@INFO
peer 10.10.50.2
server 10.10.50.3
server 171.68.38.66 use-vrf management
logging
master 8
1,50-54
50
InBand-Mgmt-C1l
51
Infra-Mgmt-C1l
52
StorageIP-C1

53
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name vMotion-Cl

vlan 54

name VM-Data-Cl

service dhcp

ip dhcp relay

ip dhcp relay information option
ipv6e dhcp relay

vrf context management

ip route 0.0.0.0/0 10.29.132.1
vpc domain 50

role priority 2000
peer-keepalive destination 10.29.132.4 source 10.29.132.5
interface Vlanl

no shutdown

ip address 10.29.132.3/24
interface V1anb50

no shutdown

ip address 10.10.50.3/24

hsrp version 2

hsrp 50

preempt

priority 110

ip 10.10.50.1

ip dhcp relay address 10.10.51.21
ip dhcp relay address 10.10.51.22
interface Vlanbl

no shutdown

ip address 10.10.51.3/24

hsrp version 2

hsrp 51

preempt

priority 110
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ip 10.10.51.1

interface Vlanb2

no shutdown

ip address 10.10.52.3/24
hsrp version 2

hsrp 52

preempt

priority 110

ip 10.10.52.1

interface Vl1an53

no shutdown

ip address 10.10.53.3/24
hsrp version 2

hsrp 53

preempt

priority 110

ip 10.10.53.1

interface Vlanb4

no shutdown

ip address 10.54.0.3/20
hsrp version 2

hsrp 54

preempt

priority 110

ip 10.54.0.1

ip dhcp relay address 10.10.51.21
ip dhcp relay address 10.10.51.22
interface Vlanb5

no shutdown

ip address 10.10.55.3/24
hsrp version 2

hsrp 55
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preempt

priority 110

ip 10.55.0.1

ip dhcp relay address 10.10.51.21
ip dhcp relay address 10.10.51.22
interface port-channellO
description vPC-PeerLink

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type network
service-policy type gos input jumbo
vpc peer-link

interface port-channelll
description FI-Uplink-K22
switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
mtu 9216

service-policy type gos input jumbo
vpc 11

interface port-channell?2
description FI-Uplink-K22
switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
mtu 9216

service-policy type gos input jumbo
vpc 12

interface port-channell3
description FI-Uplink-K22
switchport mode trunk

switchport trunk allowed vlan 1,50-55
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spanning-tree port type edge trunk
mtu 9216

vpc 13

interface port-channelld

description FI-Uplink-k22

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
mtu 9216

vpc 14

interface Ethernetl/1

switchport mode trunk

switchport trunk allowed vlan 1,50-55
channel-group 10 mode active
interface Ethernetl/2

switchport mode trunk

switchport trunk allowed vlan 1,50-55
channel-group 10 mode active
interface Ethernetl/3

switchport mode trunk

switchport trunk allowed vlan 1,50-55
channel-group 10 mode active
interface Ethernetl/4

switchport mode trunk

switchport trunk allowed vlan 1,50-55
channel-group 10 mode active
interface Ethernetl/5

switchport mode trunk

switchport trunk allowed vlan 1,50-55
mtu 9216

channel-group 11 mode active

interface Ethernetl/6
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switchport mode trunk

switchport trunk allowed vlan 1,50-55
mtu 9216

channel-group 11 mode active
interface Ethernetl/7

switchport mode trunk

switchport trunk allowed vlan 1,50-55
mtu 9216

channel-group 12 mode active
interface Ethernetl/8

switchport mode trunk

switchport trunk allowed vlan 1,50-54
mtu 9216

channel-group 12 mode active
interface Ethernetl/9

interface Ethernetl/10

interface Ethernetl/11

interface Ethernetl/12

interface Ethernetl/13

interface Ethernetl/14

interface Ethernetl/15

description HX-Infra0ll

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
interface Ethernetl/16

description HX-InfralO2

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
interface Ethernetl/17

interface Ethernetl/18

217



Appendix A - Cisco Nexus 93180 Switch Configuration

interface Ethernetl/19

interface Ethernetl/20

interface Ethernetl/21

interface Ethernetl/22

interface Ethernetl/23

interface Ethernetl/24

interface Ethernetl/25

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
interface Ethernetl/26

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
interface Ethernetl/27

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
interface Ethernetl/28

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
interface Ethernetl/29

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
interface Ethernetl/30

switchport mode trunk

switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
interface Ethernetl/31

switchport mode trunk
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switchport trunk allowed vlan 1,50-55
spanning-tree port type edge trunk
interface Ethernetl/32

switchport mode trunk

switchport trunk allowed vlan 1,50-55

spanning-tree port type edge trunk

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

interface

switchport access vlan 50

interface

interface

interface

interface

interface

interface

interface

Ethernetl/33
Ethernetl/34
Ethernetl/35
Ethernetl/36
Ethernetl/37
Ethernetl1/38
Ethernetl/39
Ethernetl/40
Ethernetl/41
Ethernetl/42
Ethernetl/43
Ethernetl/44
Ethernetl/45
Ethernetl/46
Ethernetl/47

Ethernetl1/48

Ethernetl/49
Ethernetl/50
Ethernetl/51
Ethernetl/52
Ethernetl/53
Ethernetl/54

mgmt 0

vrf member management

ip address 10.29.132.5/24
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clock timezone PST -8 0

clock summer-time PDT 2 Sunday March 02:00 1 Sunday November 02:00 60
line console

line vty

boot nxos bootflash:/nxos.7.0.3.I7.2.bin

no system default switchport shutdown
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Appendix B - Cisco HyperFlex HXAF220c-Mb, Cisco UCS C220 M5 and
Cisco UCS B200 M5 32-Node Hyperflex Horizon 7 Cluster Deployed
4400 Scale Test: In-Flight Performance Metrics

The following charts delineate performance parameters for the 32-node cluster during a Login VSI 4.1.32.1
Knowledge Worker workload test on 4400 Horizon 7 deployed user benchmark test.

The performance charts indicates that the HyperFlex All-Flash nodes and compute-only nodes in Hybrid
configuration running Data Platform version v3.5.(1a) were operating consistently from node to node and well
within normal operating parameters for hardware in this class. The data also supports the even distribution of the
workload across all 32 servers.

Figure 55 HXAF-VDIO1: Memory Usage in Mbytes
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Figure 56 HXAF-VDIO1: Host CPU Core Utilization
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Figure 57 HXAF-VDIO1: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Figure 58 HXAF-VDIO2: Memory Usage in Mbytes
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Figure 59 HXAF-VDIO2: Host CPU Core Utilization
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Figure 60 HXAF-VDIO2: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Figure 61 HXAF-VDIO3: Memory Usage in Mbytes
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Figure 62 HXAF-VDIO3: Host CPU Core Utilization
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Figure 63 HXAF-VDIO3: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Figure 64 HXAF-VDI04: Memory Usage in Mbytes
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Figure 65 HXAF-VDIO4: Host CPU Core Utilization
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Figure 66 HXAF-VDIO4: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Figure 67 HXAF-VDIO5: Memory Usage in Mbytes

\\HXAF-NODE-05.vdilab-hc.local\Memory\NonKernel MBytes

450000
400000
350000
300000
250000
200000
150000
100000

50000

Nd £5:80'1
Nd 90:90:17
Nd CT-€0'7
Nd ¢Z:00'7
Nd TE:LS€E
Nd Tr:vS€
Nd 8T:TS€
Nd 9¢:87:€
Nd vE:SP:€
Nd 6€:CP:€
Nd St:6¢€°€
Nd 05:9¢°€
Nd £S:€E€E
Nd SO:TE €
Nd TT:8C:€
AL FAR-TAS
Nd €C-ceie
Nd 0€:6T:€
Nd 8€:9T:€
Nd 91:€T €
Nd 7S:0T:€
Nd €0:80:€
Nd CT:S0:€
Nd TZ:C0:€
Nd 62:65°C
Nd 8€:95:C
Nd St-€5:C
Nd 75:05°C
Nd 70:87:¢C
Nd €T:S¥:C
Nd €T:2PC
Nd T¥:6€:C

VDIO5: Host CPU Core Utilization
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Figure 69 HXAF-VDIO5: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Figure 70 HXAF-VDIO6: Memory Usage in Mbytes
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Figure 71 HXAF-VDIO6: Host CPU Core Utilization
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Figure 72 HXAF-VDIO6: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Figure 73 HXAF-VDIO7: Memory Usage in Mbytes
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Figure 74 HXAF-VDIO7: Host CPU Core Utilization
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Figure 75 HXAF-VDIO7: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Figure 76 HXAF-VDIO8: Memory Usage in Mbytes
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Figure 77 HXAF-VDIO8: Host CPU Core Utilization
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Figure 78 HXAF-VDIO8: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Figure 79 HXAF-VDIO9: Memory Usage in Mbytes
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Figure 80 HXAF-VDI09: Host CPU Core Utilization
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Figure 81 HXAF-VDI0O9: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Figure 82 HXAF-VDI10: Memory Usage in Mbytes
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Figure 83 HXAF-VDI10: Host CPU Core Utilization
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Figure 84 HXAF-VDI10: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Figure 85 HXAF-VDI11: Memory Usage in Mbytes
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Figure 86 HXAF-VDI11: Host CPU Core Utilization
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Figure 87 HXAF-VDI11: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Figure 88 HXAF-VDI12: Memory Usage in Mbytes
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Figure 89 HXAF-VDI12: Host CPU Core Utilization
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Figure 90 HXAF-VDI12: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Figure 91 HXAF-VDI13: Memory Usage in Mbytes
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Figure 92 HXAF-VDI13: Host CPU Core Utilization
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Figure 93 HXAF-VDI13: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Figure 94 HXAF-VDI14: Memory Usage in Mbytes
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Figure 95 HXAF-VDI14: Host CPU Core Utilization

\\HXAF-NODE-14.vdilab-hc.local\Physical Cpu(_Total)\% Core Util Time

100

90
80
70
60
50
40
30
20
10

INd 0T-60:%
Nd £T:90:%
INd TC:€0:v
INd T€:00:%
Nd T¥:£S:€
INd TS7S:€
Nd TCTS:€
INd 0€:817:€
INd LE:SP€
[ALR4 A4S
INd TS°6€:€
INd 00-L€:€
INd 80-7€:€
INd ST-T€E€
INd €7:8¢:€
INd 8¢:S¢:€
INd €€:CC:€
INd O7-6T-€
INd ¥¥7:9T-€
INd 617:€T-€
INd SG:0T-€
INd ¢0:80-€
INd 60:50-€
INd 9T:¢0:€
INd ¥72:6G:¢
INd €€:9G:¢
INd €V7:€G:C
INd €5:05:¢
INd ¢0:81:¢
INd ¢T:St:¢C
INd €T-eve
INd €V:6€:C

Figure 96 HXAF-VDI14: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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In-Flight Performance Metrics

Cluster Deployed 4400 Scale Test:

Figure 97 HXAF-VDI15: Memory Usage in Mbytes
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Figure 98 HXAF-VDI15: Host CPU Core Utilization
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Figure 99 HXAF-VDI15: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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In-Flight Performance Metrics

Cluster Deployed 4400 Scale Test:

HXAF-VDI16: Memory Usage in Mbytes
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HXAF-VDI16: Host CPU Core Utilization
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Figure 102 HXAF-VDI16: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Figure 103  Cisco UCS C220 M5-VDI09: Memory Usage in Mbytes
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In-Flight Performance Metrics

Cluster Deployed 4400 Scale Test:

Cisco UCS C220 M5-VDI09: Host CPU Core Utilization
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Cisco UCS C220 M5-VDI09: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Cisco UCS C220 M5-VDI10: Memory Usage in Mbytes
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In-Flight Performance Metrics

Cluster Deployed 4400 Scale Test:

Cisco UCS C220 M5-VDI10: Host CPU Core Utilization

Figure 107
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Cisco UCS C220 M5-VDI10: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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In-Flight Performance Metrics

Cluster Deployed 4400 Scale Test:

Cisco UCS C220 M5-VDI11: Memory Usage in Mbytes

Figure 109
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Cisco UCS C220 M5-VDI11: Host CPU Core Utilization

Figure 110
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Cisco UCS C220 M5-VDI11: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec

Figure 111
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Cluster Deployed 4400 Scale Test:

Cisco UCS C220 M5-VDI12: Memory Usage in Mbytes

Figure 112
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Cisco UCS C220 M5-VDI12: Host CPU Core Utilization
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Cisco UCS C220 M5-VDI12: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Cisco UCS C220 M5-VDI13: Memory Usage in Mbytes

Figure 115
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Cisco UCS C220 M5-VDI13: Host CPU Core Utilization

Figure 116
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Cisco UCS C220 M5-VDI13: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec

Figure 117
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Cisco UCS C220 M5-VDI14: Memory Usage in Mbytes

Figure 118
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Cisco UCS C220 M5-VDI14: Host CPU Core Utilization
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Figure 120 Cisco UCS C220 M5-VDI14: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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In-Flight Performance Metrics

Cluster Deployed 4400 Scale Test:

Cisco UCS C220 M5-VDI15: Host CPU Core Utilization

Figure 122
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Cisco UCS C220 M5-VDI15: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Cisco UCS C220 M5-VDI16: Memory Usage in Mbytes
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Cisco UCS C220 M5-VDI16: Host CPU Core Utilization

Figure 125
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Cisco UCS C220 M5-VDI16: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Cluster Deployed 4400 Scale Test:

Cisco UCS B200 M5-VDIO1: Memory Usage in Mbytes

Figure 127
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Cisco UCS B200 M5-VDIO1: Host CPU Core Utilization

Figure 128
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Cluster Deployed 4400 Scale Test:

Cisco UCS B200 M5-VDIO1: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Cisco UCS B200 M5-VDI02: Memory Usage in Mbytes

Figure 130
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Cisco UCS B200 M5-VDI02: Host CPU Core Utilization

Figure 131
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Figure 132 Cisco UCS B200 M5-VDI02: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Cluster Deployed 4400 Scale Test:

Cisco UCS B200 M5-VDI03: Host CPU Core Utilization

Figure 134
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Cisco UCS B200M5-VDIO3: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Cisco UCS B200 M5-VDI04: Memory Usage in Mbytes

Figure 136
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Cisco UCS B200 M5-VDI04: Host CPU Core Utilization

Figure 137
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Cisco UCS B200 M5-VDI04: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec
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Cisco UCS B200 M5-VDIO5: Memory Usage in Mbytes

Figure 139
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Cisco UCS B200 M5-VDIO5: Host CPU Core Utilization
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In-Flight Performance Metrics

Cluster Deployed 4400 Scale Test:

Cisco UCS B200 M5-VDI05: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec

Figure 141
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Cisco UCS B200 M5-VDIO6: Memory Usage in Mbytes

Figure 142
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In-Flight Performance Metrics

Cluster Deployed 4400 Scale Test:

Cisco UCS B200 M5-VDI06: Host CPU Core Utilization

Figure 143
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Cisco UCS B200 M5-VDI06: Network Adapter (VMNICs) Mbits Received /Transmitted Per Sec

Figure 144
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In-Flight Performance Metrics

Cluster Deployed 4400 Scale Test:

Cisco UCS B200 M5-VDIO7: Host CPU Core Utilization

Figure 146
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In-Flight Performance Metrics

Cluster Deployed 4400 Scale Test:

Cisco UCS B200 M5-VDI08: Memory Usage in Mbytes

Figure 148
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