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Executive Summary

The Cisco Unified Computing System™ (Cisco UCS®) is a next-generation data center platform that unites com-
puting, network, storage access, and virtualization into a single cohesive system. Cisco UCS is an ideal platform
for the architecture of mission critical database workloads such as Oracle RAC. The combination of Cisco UCS,
NetApp and Oracle Real Application Cluster Database architecture can accelerate your IT transformation by ena-
bling faster deployments, greater flexibility of choice, efficiency, high availability, and lower risk.

Cisco and NetApp have partnered to deliver FlexPod, which serves as the foundation for a variety of workloads
and enables efficient architectural designs that are based on customer requirements. The FlexPod Datacenter
with Cisco UCS and NetApp All Flash AFF system is a converged infrastructure platform that combines best-of
breed technologies from Cisco and NetApp into a powerful converged platform for enterprise applications such
as Oracle. Cisco and NetApp work closely with Oracle to support the most demanding transactional and re-
sponse-time-sensitive databases required by today’s businesses.

Cisco Validated Designs (CVDs) consist of systems and solutions that are designed, tested, and documented to
facilitate and improve customer deployments. This CVD document describes the Cisco and NetApp® FlexPod®
solution, which is a validated approach for deploying highly available Oracle RAC Database environment. Cisco
and NetApp have validated the reference architecture with various Database workloads like OLTP (Online Trans-
actional Processing) and Data Warehouse in Cisco’s UCS Datacenter lab. This document shows the hardware
and software configuration of the components involved, results of various tests and offers implementation and a
framework for implementing Oracle RAC Databases on NVMe/FC using Cisco UCS and NetApp Storage System.



Solution Overview

Introduction

This Cisco Validated Design (CVD) describes how the Cisco Unified Computing System™ (Cisco UCS®) can be
used in conjunction with NetApp® AFF Storage A800 System to implement a mission-critical application such as
an Oracle Multitenant Real Application Cluster (RAC) 19c Database solution using modern SANs on NVMe over
Fabrics (NVMe over Fibre-Channel or NVMe/FC).

Digital transformations are driving an increased number of new applications, with more sources of data. Organi-
zations of all kinds rely on their relational databases for both transaction processing (OLTP) and analytics
(OLAP), but many still have challenges in meeting their goals of high availability, security, and performance. Ap-
plications must be able to move quickly from development to a reliable, scalable platform. An ideal solution inte-
grates best-in-class components that can scale compute and storage independently to meet the needs of dy-
namic business requirements.

FlexPod Datacenter with NetApp All Flash AFF is comprised of compute (database, application, and manage-
ment servers from Cisco), network (three-layer network and SAN technologies from Cisco), and storage
(NetApp All Flash AFF storage systems). This CVD documents validation of the real-world performance, ease of
management, and agility of the FlexPod Datacenter with Cisco UCS and All Flash AFF in high-performance Ora-
cle RAC Databases environments using NVMe over Fibre-Channel (NVMe/FC).

Audience

The intended audience for this document includes, but is not limited to, sales engineers, field consultants, data-
base administrators, IT managers, oracle database architects, and customers who want to deploy Oracle RAC
19c database solution on FlexPod Converged Infrastructure with NetApp clustered Data ONTAP® and the Cisco
UCS platform. A working knowledge of Oracle RAC Database, Linux, Storage technology, and Network is as-
sumed but is not a prerequisite to read this document.

Purpose of this Document

This FlexPod solution for Oracle databases delivers industry-leading storage, unprecedented scalability, contin-
uous data access, and automated data management for immediate responses to business opportunities. The
goal of this document is to determine the Oracle database server read latency, peak sustained throughput and
IOPS of this FlexPod reference architecture system while running the Oracle OLTP and OLAP workloads.

This document provides a step-by-step configuration and implementation guide for the FlexPod Datacenter with
Cisco UCS Compute Servers, Cisco Fabric Interconnect Switches, Cisco MDS Switches, Cisco Nexus Switches
and NetApp AFF Storage to deploy an Oracle RAC Database solution. The following are the objectives of this
reference document:

« Provide reference FlexPod architecture design guidelines for the Oracle RAC Databases solution

« Demonstrate simplicity and agility with the software-driven architecture and high performance of Cisco
UCS compute Servers

« Build, validate, and predict performance of Servers, Network and Storage platform on various types of
workload



What’s New in the Release?

This version of the FlexPod CVD introduces the NetApp Storage AFF A800 that brings the low latency and high
performance of NVMe technology to the storage network along with Cisco UCS B200 M5 Blade Servers 5" Gen-
eration to deploy Oracle RAC Database Release 19¢ using modern SANs on NVMe over Fabrics (NVMe over Fi-
breChannel or NVMe/FC)

It incorporates the following features:

Support for the NVMe/FC on Cisco UCS and NetApp Storage

Implementation of FC and NVMe/FC on the same architecture

Validation of Oracle RAC 19c Container and Non-Container Database deployments
Support for the Cisco UCS Infrastructure and UCS Manager Software Release 4.1(3b)
Support for the release of NetApp ONTAP® 9.7

Solution Summary

Nonvolatile Memory Express (NVMe) is an optimized, high-performance, scalable interface designed to
work with current and the next-generation NVM technologies. The NVMe interface is defined to enable
host software to communicate with nonvolatile memory over PCl Express (PCle). It was designed from the
ground up for low-latency solid state media, eliminating many of the bottlenecks seen in the legacy proto-
cols for running enterprise applications. NVMe devices are connected to the PCle bus inside a server.
NVMe-oF extends the high-performance and low-latency benefits of NVMe across network fabrics that
connect servers and storage. NVMe-oF takes the lightweight and streamlined NVMe command set, and
the more efficient queueing model, and replaces the PCle transport with alternate transports, like Fibre
Channel, RDMA over Converged Ethernet (RoCE v2), TCP.

NVMe over Fibre Channel (NVMe/FC) is implemented through the Fibre Channel NVMe (FC-NVMe) stand-
ard which is designed to enable NVMe based message commands to transfer data and status information
between a host computer and a target storage subsystem over a Fibre Channel network fabric. FC-NVMe
simplifies the NVMe command sets into basic FCP instructions. Because Fibre Channel is designed for
storage traffic, functionality such as discovery, management and end-to-end qualification of equipment is
built into the system.

Almost all high-performance latency sensitive applications and workloads are running on FCP today. Be-
cause NVMe/FC and Fibre Channel networks use the same underlying transport protocol (FCP), they can
use common hardware components. It’s even possible to use the same switches, cables, and ONTAP tar-
get port to communicate with both protocols at the same time. The ability to use either protocol by itself or
both at the same time on the same hardware makes transitioning from FCP to NVMe/FC both simple and
seamless.

Large-scale block flash-based storage environments that use Fibre Channel are the most likely to adopt
NVMe over FC. FC-NVMe offers the same structure, predictability, and reliability characteristics for NVMe-
oF that Fibre Channel does for SCSI. Plus, NVMe-oF traffic and traditional SCSI-based traffic can run sim-
ultaneously on the same FC fabric.



« In this FlexPod solution, we will showcase Cisco UCS System with NetApp AFF Storage Array running on
NVMe over FibreChannel (NVMe/FC) which can provide efficiency and performance of NVMe, and the
benefits of all-flash robust scale out storage system that combines low-latency performance with com-
prehensive data management, built-in efficiencies, integrated data protection, multiprotocol support, and
nondisruptive operations.

FlexPod System Overview

Built on groundbreaking technology from NetApp and Cisco, the FlexPod converged infrastructure platform
meets and exceeds the challenges of simplifying deployments for best-in-class data center infrastructure.
FlexPod is a defined set of hardware and software that serves as an integrated foundation for both virtualized
and non-virtualized solutions. Composed of pre-validated storage, networking, and server technologies,
FlexPod is designed to increase IT responsiveness to organizational needs and reduce the cost of computing
with maximum uptime and minimal risk. Simplifying the delivery of data center platforms gives enterprises an
advantage in delivering new services and applications.

FlexPod provides the following differentiators:

« Flexible design with a broad range of reference architectures and validated designs
« Elimination of costly, disruptive downtime through Cisco UCS and NetApp® ONTAP®

o Leverage a pre-validated platform to minimize business disruption and improve IT agility and reduce de-
ployment time from months to weeks

» Cisco Validated Designs (CVDs) and NetApp Validated Architectures (NVAs) covering a variety of use cas-
es
Cisco and NetApp have carefully validated and verified the FlexPod solution architecture and its many use cases

while creating a portfolio of detailed documentation, information, and references to assist customers in trans-
forming their data centers to this shared infrastructure model.



Figure 1. FlexPod System Overview
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FlexPod datacenter architecture includes three components:

» Cisco Unified Computing System (UCS)
e Cisco MDS and Nexus Switches
o NetApp AFF Storage Systems

A benefit of the FlexPod architecture is the ability to customize or " flex" the environment to suit a customer's
requirements. A FlexPod can easily be scaled as requirements and demand change. The unit can be scaled both
up (adding resources to a FlexPod unit) and out (adding more FlexPod units). This document highlights the resil-
iency, cost benefit, and ease of deployment of a Fibre Channel storage solution to deploy Oracle RAC Database
environments on FlexPod Infrastructure.



Solution Deployment

This solution provides an end-to-end architecture with Cisco Unified Computing System (UCS), Oracle, and
NetApp technologies to demonstrates the benefits for running Oracle Multitenant RAC Databases 19c¢ environ-
ment with excellent performance, scalability and high availability using FC and NVMe/FC.

The reference architecture covered in this document is built on the NetApp All Flash AFF A800 for Storage, Cis-
co B200 M5 Blade Servers for Compute, Cisco Nexus 9336C-FX2 Switches, Cisco MDS 9132T Fibre Channel
Switches and Cisco Fabric Interconnects 6454 Fabric Interconnects for System Management in a single pack-
age. The design is flexible enough that the networking, computing, and storage can fit in one data center rack or
be deployed according to a customer's data center design. The reference architecture reinforces the " wire-
once" strategy, because as additional storage is added to the architecture, no re-cabling is required from the
hosts to the Cisco UCS fabric interconnect.

The processing capabilities of CPUs have increased much faster than the processing demands of most database
workloads. Sometimes databases are limited by CPU work, but it is generally a result of the processing limits of
a single core and is not a limitation of the CPU. The result is an increasing number of idle cores on database
servers that still must be licensed for the Oracle Database software. This underutilization of CPU resources is a
waste of capital expenditure, not only in terms of licensing costs, but also in terms of the cost of the server itself,
heat output, and so on. The Cisco UCS servers comes with different CPU options in terms of higher clock-
speed which would help the database workloads and customer will have the option of using Higher clock-speed
CPU with lower cores to keep the Oracle licensing costs down.

Physical Topology

This solution consists of the following set of hardware combined into a single stack:

« Compute: Cisco UCS B200 M5 Blade Servers with Cisco Virtual Interface Cards (VICs) 1440

e Network: Cisco Nexus 9336C-FX2, Cisco MDS 9132T Fibre Channel and Cisco UCS Fabric Interconnect
6454 for network and management connectivity

o Storage: NetApp AFF A800 Storage

In this solution design, we have deployed two Cisco UCS 5108 Blade Server Chassis with 8 identical Intel Xeon
CPU based Cisco UCS B200 M5 Blade Servers for hosting the 8-Node Oracle RAC Databases. The Cisco UCS
B200 M5 Server has Virtual Interface Card (VIC) 1440 with port expander and they were connected to eight
ports from each Cisco Fabric extender 2408 of the Cisco UCS Chassis to the Cisco Fabric Interconnects, which
were in turn connected to the Cisco MDS Switches for upstream SAN connectivity to access the NetApp AFF
storage.

Figure 2 shows the architecture diagram of the FlexPod components to deploy an eight node Oracle RAC 19c¢
Database solution. This reference design is a typical network configuration that can be deployed in a customer's
environments. The best practices and setup recommendations are described later in this document.



Figure 2. FlexPod Architecture Design
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As shown in Figure 2, a pair of Cisco UCS 6454 Fabric Interconnects (Fl) carries both storage and network traffic
from the Cisco UCS B200 M5 server with the help of Cisco Nexus 9336C-FX2 and Cisco MDS 9132T switches.
Both the Fabric Interconnects and the Cisco Nexus switches are clustered with the peer link between them to
provide high availability.

As illustrated in Figure 2, 16 (8 x 25G link per chassis) links from the blade server chassis go to Fabric Intercon-
nect - A. Similarly, 16 (8 x 25G link per chassis) links from the blade server chassis go to Fabric Interconnect -
B. Fabric Interconnect - A links are used for Oracle Public Network Traffic (VLAN-134) shown as green lines
while Fabric Interconnect - B links are used for Oracle Private Interconnect Traffic (VLAN 10) shown as red lines.



Two virtual Port-Channels (vPCs) are configured to provide public network and private network traffic paths for
the server blades to northbound nexus switches.

FC and NVMe/FC Storage access from both Fabric Interconnects to MDS Switches and NetApp Storage Array
are shown as orange lines. Four 32Gb links are connected from Fl - A to MDS - A Switch. Similarly, four 32Gb
links are connected from FI - B to MDS - B Switch. The NetApp Storage AFF A800 have eight active FC connec-
tion goes to the Cisco MDS Switches. Four FC ports are connected to MDS-A, and other four FC ports are con-
nected to MDS-B Switch. The NetApp Controller CT1 and Controller CT2 SAN ports 2a and 2b are connected to
MDS - A Switch while the Controller CT1 and Controller CT2 SAN ports 2c and 2d are connected to MDS - B
Switch. Also, two FC Port-Channels (PC) are configured to provide storage network paths from the server
blades to storage array. Each PC has VSANSs created for application and storage network data access.

ﬂ For Oracle RAC configuration on Cisco Unified Computing System, we recommend keeping all private
interconnects network traffic local on a single Fabric interconnect. In such a case, the private traffic will
stay local to that fabric interconnect and will not be routed via northbound network switch. In that way, all
the inter server blade (or RAC node private) communications will be resolved locally at the fabric inter-
connects and this significantly reduces latency for Oracle Cache Fusion traffic.

Additional 1Gb management connections will be needed for an out-of-band network switch that sits apart from
this FlexPod infrastructure. Each UCS FI, MDS and Nexus switch is connected to the out-of-band network
switch, and each AFF controller also has two connections to the out-of-band network switch.

Although this is the base design, each of the components can be scaled easily to support specific business re-
quirements. For example, more servers or even blade chassis can be deployed to increase compute capacity,
additional disk shelves can be deployed to improve I/O capability and throughput, and special hardware or soft-
ware features can be added to introduce new features. This document guides you through the detailed steps for
deploying the base architecture, as shown in the above figure. These procedures cover everything from physical
cabling to network, compute, and storage device configurations.

Design Topology

This section describes the hardware and software components used to deploy an eight node Oracle RAC 19c¢c
Databases Solution on this architecture.

The inventory of the components used in this solution architecture is as per the table below.

Table 1. Hardware Inventory and Bill of Material

Name Model/Product ID Description Quantity
Cisco UCS Blade Server Chassis UCSB-5108-AC2 Cisco UCS AC Blade Server Chassis, 6U 2
with Eight Blade Server Slots
Cisco UCS Fabric Extender UCS-IOM-2408 Cisco UCS 2408 8x25 Gb Port 10 Module 4
Cisco UCS B200 M5 Blade Server UCSB-B200-M5 Cisco UCS B200 M5 2 Socket Blade Server 8
Cisco UCS VIC 1440 UCSB-MLOM-40G-04 | Cisco UCS VIC 1440 Blade MLOM 8

Cisco UCS Port Expander Card UCSB-MLOM-PT-01 Port Expander Card for Cisco UCS MLOM 8




Name Model/Product ID Description Quantity
Cisco UCS 6454 Fabric Interconnect UCS-FI-6454 Cisco UCS 6454 Fabric Interconnect 2
Cisco Nexus Switch N9K-9336C-FX2 Cisco Nexus 9336C-FX2 Switch 2

Cisco MDS Switch

DS-C9132T-8PMESK9

Cisco MDS 9132T 32-Gbps 32-Port Fibre 2
Channel Switch

NetApp AFF Storage AFF A800 NetApp AFF A-Series All Flash Arrays 1

In this solution design, we used 8 identical Cisco UCS B200 M5 Blade Servers for hosting an 8 Node Oracle RAC
Databases. The Cisco UCS B200 M5 Server configuration is listed in Table 2.

Table 2. Cisco UCS B200 M5 Blade Server

Cisco UCS B200 M5 Server Configuration

Processor 2 x Intel(R) Xeon(R) Gold 6248 2.50 GHz 150W 20C UCS-CPU-16248
27.50MB Cache DDR4 2933MHz 1TB
Memory 8 x Samsung 64GB DDR4-2933-MHz UCS-ML-X64G4RT-H

LRDIMM/4Rx4/1.2v

Cisco UCS VIC 1440 Cisco UCS VIC 1440 Blade MLOM UCSB-MLOM-40G-04

Cisco UCS Port Expander Card Port Expander Card for Cisco UCS MLOM UCSB-MLOM-PT-01

2 x Intel(R) Xeon(R) Gold 6248 2.50 GHz 150W 20C
27.50MB Cache DDR4 2933MHz 1TB

Processor UCS-CPU-16248

In this solution, we configured two vNIC and 4 vHBA on each host to carry all the network and storage traffic.

Table 3. vNIC and vHBA Configured on Each Linux Host

VNIC Details

vNIC (eth0) Management and Public Network Traffic Interface for Oracle RAC. MTU = 1500

vNIC (eth1) Private Server-to-Server Network (Cache Fusion) Traffic Interface for Oracle RAC. MTU =
9000

vHBAO FC Network Traffic & Boot from SAN through MDS-A Switch

vHBA1 FC Network Traffic & Boot from SAN through MDS-B Switch

vHBA2 NVMe/FC Network Traffic (Oracle RAC Storage Traffic) through MDS-A Switch

vHBA3 NVMe/FC Network Traffic (Oracle RAC Storage Traffic) through MDS-B Switch




For this solution, we configured 2 VLANSs to carry public and private network traffic as well as two VSANs to car-
ry FC and NVMe/FC storage traffic as listed in Table 4.

Table 4. VLAN and VSAN Configurations

VLAN and VSAN Configuration

VLAN

Name ID Description

Default VLAN 1 Native VLAN

Public VLAN 134 VLAN for Public Network Traffic

Private VLAN 10 VLAN for Private Network Traffic

VSAN

Name ID Description

VSAN-A 151 FC and NVMe/FC Network Traffic through for Fabric Interconnect A
VSAN-B 152 FC and NVMe/FC Network Traffic through for Fabric Interconnect B

This FlexPod solution consist of NetApp All Flash AFF Series Storage as described in Table 5.

Table 5. NetApp AFF A800 Storage Configuration

Storage Components Description

AFF Flash Array NetApp All Flash AFF A800 Storage Array (24 x 1.75 TB NVMe SSD Drives)
Capacity 41.82TB

Connectivity 8 x 32 Gb/s redundant FC, NVMe/FC

1 Gb/s redundant Ethernet (Management port)

Physical 4 Rack Units

For this FlexPod solution, we used the following versions of the software and firmware releases (Table 6).

Table 6. Software and Firmware Revisions

Software and Firmware Version
Cisco UCS Manager System 4.1(3b)
Cisco UCS Adapter VIC 1440 Package Version - 4.1 (3b)

Running Version - 5.1 (3a)

Cisco eNIC (Cisco VIC Ethernet NIC Driver) 4.0.0.14-802.74

(modinfo enic) (kmod-enic-4.0.0.14-802.74.rhel8u2.x86_64.rpm)




Software and Firmware

Version

Cisco fNIC (Cisco VIC FC HBA Driver)

(modinfo fnic)

2.0.0.69-178.0

(kmod-fnic-2.0.0.69-178.0.rhel8u2.x86_64.rpm)

Oracle Linux

Oracle Linux Release 8 Update 2 for x86 (64 bit)

Linux Kernel Linux 4.18.0-193.el8.x86_64
Oracle Database 19c Grid Infrastructure for Linux x86-64 19.10.0.0.0

Oracle Database 19c Enterprise Edition for Linux x86-64 19.10.0.0.0

Cisco Nexus 9336C-FX2 NXOS 9.3(3)

Cisco MDS 9132T System 8.4(1)

NetApp Storage AFF A800 ONTAP 9.7P7

FIO

fio-3.7-3.el8.x86_64

Oracle Swingbench

2.5.971

SLOB

2.5.2.4




Solution Configuration

Figure 3 shows the high-level overview and steps for configuring various components to deploy and test the Or-
acle RAC Database 19c on FlexPod reference architecture.

Figure 3. High-Level Overview
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Cisco Nexus Switch Configuration

This section details the high-level steps to configure Cisco Nexus Switches as shown in Figure 4.



Figure 4. Cisco Nexus Switch Configuration
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The following procedures describe how to configure the Cisco Nexus switches for use in a base FlexPod envi-
ronment. This procedure assumes you’re using Cisco Nexus 9336C-FX2 switches deployed with the 100Gb
end-to-end topology.

Initial Setup

‘& On initial boot and connection to the serial or console port of the switch, the NX-OS setup should auto-
matically start and attempt to enter Power on Auto Provisioning.




Cisco Nexus A Switch

To set up the initial configuration for the Cisco Nexus A switch on <nexus-A-hostname>, follow these steps:

Abort Power on Auto Provisioning and continue with normal setup? (yes/no) [n]: yes
Do you want to enforce secure password standard (yes/no) [y]: Enter

Enter the password for admin: <password>

Confirm the password for admin: <password>

Would you like to enter the basic configuration dialog (yes/no): yes

Create another login account (yes/no) [n]: Enter

Configure read-only SNMP community string (yes/no) [n]: Enter

Configure read-write SNMP community string (yes/no) [n]: Enter

Enter the switch name: <nexus-A-hostname>

Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter
MgmtO IPv4 address: <nexus-A-mgmtO-ip>

MgmtO0 IPv4 netmask: <nexus-A-mgmtO-netmask>

Configure the default gateway? (yes/no) [y]: Enter

IPv4 address of the default gateway: <nexus-A-mgmtO-gw>

Configure advanced IP options? (yes/no) [n]: Enter

Enable the telnet service? (yes/no) [n]: Enter

Enable the ssh service? (yes/no) [y]: Enter

Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter

Number of rsa key bits <1024-2048> [1024]: Enter

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address: <global-ntp-server-ip>

Configure default interface layer (L3/L2) [L3]: L2

Configure default switchport interface state (shut/noshut) [noshut]: Enter
Configure CoPP system profile (strict/moderate/lenient/dense/skip) [strict]: Enter

Would you like to edit the configuration? (yes/no) [n]: Enter

Cisco Nexus B Switch

Similarly, follow the steps from section Cisco Nexus B Switch to setup the initial configuration for the Cisco Nex-
us B Switch and change the relevant switch hostname and management IP address.

Configure Global Settings

To set global configuration, follow these steps on both the nexus switches:

1. Login as admin user into the Nexus Switch A and run the following commands to set global configurations on
Switch A:

configure terminal

feature interface-vlan



feature hsrp
feature lacp
feature vpc
feature udld
spanning-tree port type network default
spanning-tree port type edge bpduguard default
port-channel load-balance src-dst l4port
policy-map type network-gos jumbo

class type network-gqos class-default

mtu 9216

system gos

service-policy type network-gos jumbo
vrf context management

ip route 0.0.0.0/0 10.29.135.1
copy run start

2. Login as admin user into the Nexus Switch B and run the same above commands to set global configurations
on Nexus Switch B.

‘& Make sure to run copy run start to save the configuration on each switch after the configuration is com-
pleted.

VLANSs Configuration

To create the necessary virtual local area networks (VLANS), follow these steps on both Nexus switches.
1. Login as admin user into the Nexus Switch A.
2. Create VLAN 134 for Public Network Traffic and VLAN 10 for Private Network Traffic:

configure terminal

vlan 134

name Oracle RAC Public Network

no shutdown

vlan 10

name Oracle RAC_ Private_Network

no shutdown

interface Ethernetl/31
description connect to uplink switch
switchport access vlan 134
speed 1000

copy run start



3. Login as admin user into the Nexus Switch B and create VLAN 134 for Oracle RAC Public Network Traffic
and VLAN 10 for Oracle RAC Private Network Traffic.

ﬁ Make sure to run copy run start to save the configuration on each switch after the configuration is com-
pleted.

Virtual Port Channel (vPC) Summary for Network Traffic

A port channel bundles individual links into a channel group to create a single logical link that provides the ag-
gregate bandwidth of up to eight physical links. If a member port within a port channel fails, traffic previously
carried over the failed link switches to the remaining member ports within the port channel. Port channeling also
load balances traffic across these physical interfaces. The port channel stays operational as long as at least one
physical interface within the port channel is operational. Using port channels, Cisco NX-OS provides wider
bandwidth, redundancy, and load balancing across the channels

In the Cisco Nexus Switch topology, a single vPC feature is enabled to provide HA, faster convergence in the
event of a failure, and greater throughput. Cisco Nexus vPC configurations with the vPC domains and corre-
sponding vPC names and IDs for Oracle Database Servers is shown in Table 7.

Table 7. vPC Summary

vPC Domain vPC Name vPC ID
1 Peer-Link 1

1 vPC FI-A 51

1 vPC FI-B 52

As listed in Table 7, a single vPC domain with Domain ID 1 is created across two Nexus switches to define vPC
members to carry specific VLAN network traffic. In this topology, we defined a total number of 3 vPCs.

vPC ID 1 is defined as Peer link communication between the two Nexus switches. vPC IDs 51 and 52 are config-
ured for both Cisco UCS fabric interconnects. Please follow these steps to create this configuration.

ﬁ A port channel bundles up to eight individual interfaces into a group to provide increased bandwidth and
redundancy.

Create vPC Peer-Link

vPC Domain 1 vPC Peer Link 1

S S o me o S S SE S e e e o o e e S
| H e @ H

N9K-C9336C-FX2 - A N9K-C9336C-FX2 - B

For vPC 1 as Peer-link, we used interfaces 1 and 2 for Peer-Link. You may choose an appropriate number of
ports based on your needs. To create the necessary port channels between devices, follow these steps on both
the Nexus Switches:

4. Login as admin user into the Nexus Switch A:



configure terminal

vpc domain 1
peer-keepalive destination 10.29.134.53 source 10.29.134.52
auto-recovery

interface port-channel 1
description vPC peer-link
switchport mode trunk
switchport trunk allowed vlan 1,10,134
spanning-tree port type network
vpc peer-link

interface Ethernetl/1
description Peer link 100g connected to N9K-B-Ethl/1
switchport mode trunk
switchport trunk allowed vlan 1,10,134
channel-group 1 mode active

interface Ethernetl/2
description Peer link 100g connected to N9K-B-Ethl/2
switchport mode trunk
switchport trunk allowed vlan 1,10,134
channel-group 1 mode active

exit

copy run start

5. Login as admin user into the Nexus Switch B and repeat the above steps to configure second nexus switch.
Make sure to changes the description of interfaces and peer-keepalive destination and source IP addresses.

Create vPC Configuration between Nexus Switches and Fabric Interconnects

This section describes how to create and configure port channel 51 and 52 for network traffic between the Nex-
us and Fabric Interconnect Switches.
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vPC Domain 1

VvPC Public & Private
Allowed VALN 134, 10

VvPC Public & Private

Allowed VALN 134, 10 VLAN 134

for Failover

VLAN 10
for Failover

UGS FI

Cluster Link

6454 — B

UCS FI-6454 - A

Table 8 lists the vPC IDs, allowed VLAN IDs, and Ethernet uplink ports.
Table 8. vPC IDs and VLAN IDs
vPC Description vPC ID Fabric Interconnects Ports Nexus Switch Allowed VLANs
Ports
Port Channel FI-A 51 FI-A Port 1/49 N9K-A Port 1/25 134, 10
Note: VLAN 10
FI-A Port 1/50 N9K-B Port 1/25 | Needed for
Failover
Port Channel FI-B 52 FI-B Port 1/49 N9K-A Port 1/26 10, 134
Note: VLAN 134
FI-B Port 1/50 N9K-B Port 1/26 Needed for
Failover

Verify the ports connectivity on both the nexus switches as shown below:

ORA19C-FLEXPOD-N9K-A# show 11ldp neighbors
Capability codes:

(R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS Cable Device

(W) WLAN Access Point, (P) Repeater, (S) Station, (0) Other
Device ID Local Intf Hold-time Capability Port ID
ORA19C-FLEXPOD-N9K-B

Ethl/1 120 Ethernetl/1

ORA19C-FLEXPOD-N9K-B

Ethl/2 120 Ethernetl/2
ORA19C-FLEXPOD-FI-A Ethl/25 120 Ethernetl1/49
ORA19C-FLEXPOD-FI-B Ethl/26 120 Ethernetl1/49
Total entries displayed: 4




ORA19C-FLEXPOD-N9K-B# show 1ldp neighbors
Capability codes:
(R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS Cable Device
(W) WLAN Access Point, (P) Repeater, (S) Station, (0) Other
Device ID Local Intf Hold-time Capability Port ID
ORA19C-FLEXPOD-N9K-A
Ethl/1 120 Ethernetl/1
ORA19C-FLEXPOD-N9K-A
Ethl/2 120 Ethernetl/2
ORA19C-FLEXPOD-FI-A Ethl1l/25 120 Ethernetl/50
ORA19C-FLEXPOD-FI-B Ethl1/26 120 Ethernetl/50
Total entries displayed: 4

To configure port channels on Nexus Switches, follow these steps:
6. Login as admin user into the Nexus Switch A and perform the following steps:

configure terminal

interface port-channel5l
description Port-Channel FI-A
switchport mode trunk
switchport trunk allowed vlan 1,10,134
spanning-tree port type edge trunk
mtu 9216
vpc 51
no shutdown

interface port-channel52
description Port-Channel FI-B
switchport mode trunk
switchport trunk allowed vlan 1,10,134
spanning-tree port type edge trunk
mtu 9216
vpc 52
no shutdown

interface Ethernetl/25
description 100g link to Fabric-Interconnect A port 49
switchport mode trunk
switchport trunk allowed vlan 1,10,134
spanning-tree port type edge trunk
mtu 9216
channel-group 51 mode active
no shutdown

interface Ethernetl/26
description 100g link to Fabric-Interconnect B Port 49

switchport mode trunk



switchport trunk allowed vlan 1,10,134
spanning-tree port type edge trunk
mtu 9216
channel-group 52 mode active
no shutdown

copy run start

Login as admin user into the Nexus Switch B and run the following commands to configure the second Nex-
us switch:

configure terminal

interface port-channel5l
description Port-Channel FI-A
switchport mode trunk
switchport trunk allowed vlan 1,10,134
spanning-tree port type edge trunk
mtu 9216
vpc 51
no shutdown

interface port-channel52
description Port-Channel FI-B
switchport mode trunk
switchport trunk allowed vlan 1,10,134
spanning-tree port type edge trunk
mtu 9216
vpc 52

no shutdown

interface Ethernetl/25
description 100g link to Fabric-Interconnect A port 50
switchport mode trunk
switchport trunk allowed vlan 1,10,134
spanning-tree port type edge trunk
mtu 9216
channel-group 51 mode active
no shutdown
interface Ethernetl/26
description 100g link to Fabric-Interconnect B Port 50
switchport mode trunk
switchport trunk allowed vlan 1,10,134

spanning-tree port type edge trunk



mtu 9216
channel-group 52 mode active
no shutdown

copy run start

Verify All vPC Status

To verify all the port-channel status, run the following commands into the Nexus Switches:

1. Nexus Switch A Port-Channel Summary:

ORA19C-FLEXPOD-N9K-A# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
Individual H - Hot-standby (LACP only)
Suspended r - Module-removed

BFD Session Wait

Switched R - Routed

Up (port-channel)

Up in delay-lacp mode (member)

Not in use. Min-links not met

—

Eo Ccwnon

Group Port- : Protocol Member Ports
Channel

Pol(SU) Eth LACP Ethl/1(P) Ethl/2(P)
Po51(SU) Eth LACP Eth1/25(P)
Po52(SU) Eth LACP Eth1/26(P)

ORA19C-FLEXPOD-N9K-B# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
Individual H - Hot-standby (LACP only)
Suspended r - Module-removed

BFD Session Wait

Switched R - Routed

—

Up (port-channel)
Up in delay-lacp mode (member)
Not in use. Min-links not met

EoD Ccuwnon

Group Port- = Protocol Member Ports

Pol(SU) Eth LACP Ethl/1(P) Ethl/2(P)
Po51(SU) Eth LACP Eth1/25(P)
Po52(SU) Eth LACP Eth1/26(P)

3. Nexus Switch A vPC Status:



ORA19C-FLEXPOD-N9K-A# show vpc brief

Legend:
(*)

vPC domain id

Peer status

vPC keep-alive status
Configuration consistency status
Per-vlan consistency status
Type-2 consistency status

vPC role

Number of vPCs configured

Peer Gateway

Dual-active excluded VLANs
Graceful Consistency Check
Auto-recovery status
Delay-restore status
Delay-restore SVI status
Operational Layer3 Peer-router

Virtual-peerlink mode

vPC Peer-link status

success

up success

- local vPC is down,

forwarding via vPC peer-link

1

: peer adjacency formed ok
: peer is alive

1 success

1 success

1 success

: primary

% 2

: Disabled

: Enabled

: Enabled,
: Timer is
: Timer is
: Disabled
: Disabled

off.(timeout 30s)

timer is off.(timeout =
off.(timeout = 10s)

success 1,10,134

success 1,10,134

Please check "show vpc consistency-parameters vpc <vpc-num>" for the
consistency reason of down vpc and for type-2 consistency reasons for

any vpc.

4. Nexus Switch B vPC Status:




ORA19C-FLEXPOD-N9K-B# show vpc brief
Legend:
(*) - local vPC is down, forwarding via vPC peer-link

vPC domain id |

Peer status : peer adjacency formed ok
vPC keep-alive status : peer is alive

Configuration consistency status : success

Per-vlan consistency status 1 success

Type-2 consistency status 1 success

vPC role : secondary

Number of vPCs configured .

Peer Gateway : Disabled

Dual-active excluded VLANs -

Graceful Consistency Check : Enabled

Auto-recovery status : Enabled, timer is off.(timeout = 240s)
Delay-restore status : Timer is off.(timeout = 30s)
Delay-restore SVI status : Timer is off.(timeout = 10s)
Operational Layer3 Peer-router : Disabled

Virtual-peerlink mode : Disabled

vPC Peer-link status

success success 1,10,134
up success success 1,10,134
Please check "show vpc consistency-parameters vpc <vpc-num>" for the

consistency reason of down vpc and for type-2 consistency reasons for
any vpc.

This section details the Cisco UCS configuration that was done as part of the infrastructure buildout. The racking,
power and mstallatlon of the chassis are descrlbed in the mstallatlon guide (see

wdes list. htmI)

‘& It is beyond the scope of this document to explain the Cisco UCS infrastructure setup and connectivity.
The documentatlon guides and examples are avallable here:

and- conflguratlon—gmdes list.html
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Discover & Prepare Infrastructure

» Fabric Interconnects Initial Setup

» Upgrade to Supported UCSM Version

» Configure Global Policies

» Configure Server & Network Ports

» Create VLANs, VSANs, Port Channels

» Create IP, UUID, MAC, WWNN & WWPN Pools
» Set Jumbo Frames

» Create BIOS, Adapter, Host Firmware Policies
» Configure vNIC & vHBA Templates

» Create SAN Boot Policy

» Create Service Profile Template

» Create Service Profiles

» Associate Service Profiles to Servers

‘& This document details all the tasks to configure Cisco UCS but only some screenshots are included.

Using logical servers that are disassociated from the physical hardware removes many limiting constraints
around how servers are provisioned. Cisco UCS Service Profiles contain values for a server's property settings,
including virtual network interface cards (vNICs), MAC addresses, boot policies, firmware policies, fabric con-
nectivity, external management, and HA information. The service profiles represent all the attributes of a logical
server in Cisco UCS model. By abstracting these settings from the physical server into a Cisco Service Profile,
the Service Profile can then be deployed to any physical compute hardware within the Cisco UCS domain. Fur-
thermore, Service Profiles can, at any time, be migrated from one physical server to another. Furthermore, Cisco
is the only hardware provider to offer a truly unified management platform, with Cisco UCS Service Profiles and
hardware abstraction capabilities extending to both blade and rack servers.

High-Level Steps to Configure Base Cisco UCS

The following are the high-level steps involved for a Cisco UCS configuration:
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15.
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19.

20.

21.

22.

23.

24.

25.

26.

Perform Initial Setup of Fabric Interconnects for a Cluster Setup

Upgrade UCS Manager Software to Version 4.1(3b)

Synchronize Cisco UCS to NTP

Configure Fabric Interconnects for Chassis and Blade Discovery

Configure Global Policies

Configure Server Ports

Configure LAN and SAN

Configure Ethernet LAN Uplink Ports

Create Uplink Port Channels to Nexus Switches
Configure FC SAN Uplink Ports

Configure VLANs

Configure VSANs

Create FC Uplink Port Channels to MDS Switches
Enable FC Uplink VSAN Trunking (FCP)

Configure IP, UUID, Server, MAC, WWNN and WWPN Pools
IP Pool Creation

UUID Suffix Pool Creation

Server Pool Creation

MAC Pool Creation

WWNN and WWPN Pool

Set Jumbo Frames in both the Fabric Interconnect
Configure Server BIOS Policy

Create Adapter Policy

Create Adapter Policy for Public and Private Network Interfaces

Create Adapter Policy for NVMe FC Storage Network Interfaces

Configure Update Default Maintenance Policy



27. Configure Host Firmware Policy

28. Configure vNIC and vHBA Template

29. Create Public vNIC Template

30. Create Private vNIC Template

31. Create Storage FC Storage vHBA Template

32. Create Server Boot Policy for SAN Boot

The details for each of these steps are documented in the following sections.

Perform Initial Setup of Cisco UCS 6454 Fabric Interconnects for a Cluster Setup

This section provides detailed procedures for configuring the Cisco Unified Computing System (Cisco UCS) for
use in a FlexPod environment. The steps are necessary to provision the Cisco UCS B-Series and C-Series serv-
ers and should be followed precisely to avoid improper configuration.

Configure FI-A and FI-B

To configure the UCS Fabric Interconnects, follow these steps.
1. Verify the following physical connections on the fabric interconnect:

a. The management Ethernet port (mgmt0) is connected to an external hub, switch, or router
b. The L1 ports on both fabric interconnects are directly connected to each other
c. The L2 ports on both fabric interconnects are directly connected to each other

2. Connect to the console port on the first Fabric Interconnect and follow these steps:

Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup. (setup/restore) ? setup
You have chosen to setup a new Fabric interconnect. Continue? (y/n): y

Enforce strong password? (y/n) [y]: Enter

Enter the password for admin: <password>

Confirm the password for admin: <password>

Is this Fabric interconnect part of a cluster(select 'no' for standalone)? (yes/no) [n]: y
Enter the switch fabric (A/B) []: A

Enter the system name: <ucs-cluster-name>

Physical Switch MgmtO IP address : <ucsa-mgmt-ip>

Physical Switch MgmtO IPv4 netmask : <ucsa-mgmt-mask>

IPv4 address of the default gateway : <ucsa-mgmt-gateway>

Cluster IPv4 address : <ucs-cluster-ip>

Configure the DNS Server IP address? (yes/no) [n]: y

DNS IP address : <dns-server-1l-ip>



Configure the default domain name? (yes/no) [n]: y
Default domain name : <ad-dns-domain-name>
Join centralized management environment (UCS Central)? (yes/no) [n]: Enter

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

3. Review the settings printed to the console. Answer yes to apply and save the configuration.
4. Wait for the login prompt to make the configuration has been saved to Fabric Interconnect A.
5. Connect console port on the second Fabric Interconnect B and follow these steps:

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect. This Fabric interconnect
will be added to the cluster. Continue (y/n) ? y

Enter the admin password of the peer Fabric interconnect: <password>
Connecting to peer Fabric interconnect... done

Retrieving config from peer Fabric interconnect... done

Peer Fabric interconnect MgmtO IPv4 Address: <ucsa-mgmt-ip>

Peer Fabric interconnect MgmtO0 IPv4 Netmask: <ucsa-mgmt-mask>
Cluster IPv4 address : <ucs-cluster-ip>

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO IPv4 Ad-
dress

Physical Switch MgmtO IP address : <ucsb-mgmt-ip>
Local fabric interconnect model (UCS-FI-6454)

Peer fabric interconnect is compatible with the local fabric interconnect. Continuing with
the installer...

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

6. Review the settings printed to the console. Answer yes to apply and save the configuration.
7. Wait for the login prompt to make the configuration has been saved to Fabric Interconnect B.

Log into Cisco UCS Manager

To log into the Cisco Unified Computing System (UCS) environment, follow these steps:
1. Open a web browser and navigate to the Cisco UCS fabric interconnect cluster address.
2. Click the Launch UCS Manager link under HTML to launch Cisco UCS Manager.

3. If prompted to accept security certificates, accept as necessary.
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4. When prompted, enter admin as the username and enter the administrative password.

5. Click Login to log into Cisco UCS Manager.

Configure Cisco UCS Call Home

It is highly recommended by Cisco to configure Call Home in Cisco UCS Manager. Configuring Call Home will
accelerate resolution of support cases. To configure Call Home, follow these steps:

1. In Cisco UCS Manager, click Admin.
2. Select All > Communication Management > Call Home.
3. Change the State to On.

4. Fillin all the fields according to your Management preferences and click Save Changes and OK to complete
configuring Call Home.

Upgrade Cisco UCS Manager Software to Version 4.1 (3b)

This solution was configured on Cisco UCS 4.1(3b) software release. To upgrade the Cisco UCS Manager soft-
ware and the Cisco UCS Fabric Interconnect software to version 4.1, go to
https://software.cisco.com/download/home/283612660/type/283655658/release/4.1(3b
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Synchronize Cisco UCS to NTP

To synchronize the Cisco UCS environment to the NTP server, follow these steps:
1. In Cisco UCS Manager, in the navigation pane, click the Admin tab.

2. Select All > Time zone Management.

3. Inthe Properties pane, select the appropriate time zone in the Time zone menu.
4. Click Save Changes and then click OK.

5. Click Add NTP Server.

6. Enter the NTP server IP address and click OK.

7. Click OK to finish.

Configure Fabric Interconnect for Chassis and Server Discovery

Cisco UCS 6454 Fabric Interconnects are configured for redundancy. It provides resiliency in case of failures.
The first step to establish connectivity between blades and Fabric Interconnects.

Configure Global Policies

The chassis discovery policy determines how the system reacts when you add a new chassis. We recommend
using the platform max value as shown. Using platform max helps ensure that Cisco UCS Manager uses the
maximum number of IOM uplinks available.

To configure global policies, follow these steps:

1. Go to Equipment > Policies > Global Policies > Chassis/FEX Discovery Policies. As shown in the screenshot
below, select Action as Platform Max from the drop-down list and set Link Grouping to Port Channel.
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2. Click Save Changes.

3. Click OK.

Configure Server Ports

Equipment

Main Topology View Fabric Interconnects

Servers

Thermal

Server Inheritance Policies

Chassis/FEX Discovery Policy
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« Port Channel

Decommissioned
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Configure Server Ports to initiate Chassis and Blade discovery. To configure server ports, follow these steps:

1. Go to Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module > Ethernet Ports.

2. Select the ports (for this solution ports are 17-32) which are connected to the Cisco IO Modules of the two
Cisco UCS B-Series 5108 Chassis.

3. Right-click and select Configure as Server Port.

4. Click Yes to confirm and click OK.
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Pont 22 1 2 00:3A:8C:B0:52:30 Sarver Physical tup * Enabled
Pont 23 1 23 00:3A:8C:BO:52:3E Sarver Physical t up * Enabled
Pon 24 1 24 00:3A:0C:B0:52-3F Sarver Physieal t up + Enabled
Port 25 1 25 00:34:0C:B0:52:40 Sarver Physical t up + Enabled
Port 26 1 26 00:3A:9C:B0:52:41 Server Physical tup + Enabled
Port 27 1 27 00:3A:9C:B0:52-42 Sarver Physical tup 1t Enabled
Port 28 1 8 00:3A:8C:B0:52:43 Sarver Physical t up * Enabled
Pont 29 1 8 00:3A:8C:BO:52:44 Sarver Physical t up * Enabled
Pon 30 1 30 00:3A:0C:B0:52:45 Sarver Physical t up * Enabled
Port 31 1 31 00:34:0C:B0:52:46 Sarver Physical t up + Enabled
Port 32 1 2 00:3A:5C:B0-52-47 Sarver Physical tup + Enabled

5. Repeat steps 1-4 for Fabric Interconnect B.

6. After configuring Server Ports, acknowledge both the Chassis. Go to Equipment > Chassis > Chassis 1 >
General > Actions > select Acknowledge Chassis. Similarly, acknowledge the chassis 2.

7. After acknowledging both the chassis, Re-acknowledge all the servers placed in the chassis. Go to Equip-
ment > Chassis 1 > Servers > Server 1 > General > Actions > select Server Maintenance > select option Re-
acknowledge and click OK. Similarly, repeat the process to Re-acknowledge all the eight Servers.

8. Once the acknowledgement of the Servers completed, verify Port-channel of Internal LAN. Go to tab LAN >
Internal LAN > Internal Fabric A > Port Channels as shown below.
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9. Verify the same for Internal Fabric B.

Configure LAN and SAN on Cisco UCS Manager
Configure Ethernet Uplink Ports and Fibre Channel (FC) Storage ports on Cisco UCS as explained below.

Configure Ethernet LAN Uplink Ports

To configure network ports used to uplink the Fabric Interconnects to the Nexus switches, follow these steps:
1. In Cisco UCS Manager, in the navigation pane, click the Equipment tab.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module.

3. Expand Ethernet Ports.

4. Select ports (for this solution ports are 49-50) that are connected to the Nexus switches, right-click them,
and select Configure as Network Port.

5. Click Yes to confirm ports and click OK.
6. Verify the Ports connected to Nexus upstream switches are now configured as network ports.

7. Repeat steps 1-6 for Fabric Interconnect B. The screenshot shows the network uplink ports for Fabric A.
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Now two uplink ports have been created on each Fabric Interconnect as shown above. These ports will be used
to create Virtual Port Channel in the next section.

Create Uplink Port Channels to Cisco Nexus Switches

In this procedure, two port channels were created: one from Fabric A to both Nexus switch and one from Fabric
B to both Nexus switch. To configure the necessary port channels in the Cisco UCS environment, follow these

steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Under LAN > LAN Cloud, expand node Fabric A tree:

T o

o

Right-click Port Channels.
Select Create Port Channel.
Enter 51 as the unique ID of the port channel.

Enter FI-A as the name of the port channel.




Create Port Channel

e. Click Next.
f. Select Ethernet ports 49-50 for the port channel.
g. Click >> to add the ports to the port channel

3. Click Finish to create the port channel and then click OK.
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4. Repeat steps 1-3 for Fabric Interconnect B, substituting 52 for the port channel number and FI-B for the
name.

Configure FC SAN Uplink Ports

To enable the Fibre channel ports, follow these steps for the Fl 6454:
1. In Cisco UCS Manager, click Equipment.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary).

3. Select Configure Unified Ports.



4. Click Yes on the pop-up window warning that changes to the fixed module will require a reboot of the fabric
interconnect and changes to the expansion module will require a reboot of that module.

5. Within the Configured Fixed Ports pop-up window move the gray slider bar from the left to the right to select
either 4, 8, or 12 ports to be set as FC Uplinks.

Configure Unified Ports

Instructions

The position of the slider determines the type of the ports.
All the ports to the left of the slider are Fibre Channel ports (Purpie), while the ports 1o the right are Ethemet ports (Blue).

Port Transport If Role or Port Channel Membership Desired if Role
Unconfigured FC Uplink
Unconfigured FC Uplink
Unconfgured FC Uplink
Unconfigured FC Uplink
Unconfigured
Unconfigured
Unconfigured
Unconfigured
Unconfigured
Unconfigured
Unconfigured
Unconfigured
Unconfigured
Unconfigured
Unconfigured
Unconfigured

6. For this solution, we configured the first four ports on the Fl as FC Uplink ports. Click OK, then click Yes, then
click OK to continue

'& Applying this configuration will cause the immediate reboot of Fabric Interconnect and/or Expansion Mod-
ule(s).

7. Select Equipment > Fabric Interconnects > Fabric Interconnect B (primary).
8. Select Configure Unified Ports.

9. Click Yes on the pop-up window warning that changes to the fixed module will require a reboot of the fabric
interconnect and changes to the expansion module will require a reboot of that module.

10. Within the Configured Fixed Ports pop-up window move the gray slider bar from the left to the right to select
either 4, 8, or 12 ports to be set as FC Uplinks.

11. Click OK then click Yes then click OK to continue.



12. Wait for both Fabric Interconnects to reboot.

13. Log back into Cisco UCS Manager.

Configure VLAN

In this solution, two VLANs were created: one for private network (VLAN 10) traffic, one for public network
(VLAN 134) traffic. These two VLANSs will be used in the vNIC templates that are discussed later.

To configure the necessary virtual local area networks (VLANS) for the Cisco UCS environment, follow these
steps:

ﬂ It is very important to create both VLANSs as global across both fabric interconnects. This way, VLAN
identity is maintained across the fabric interconnects in case of NIC failover.

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select LAN > LAN Cloud.

3. Right-click VLANs.

4. Select Create VLANS.

5. Enter Public_Traffic as the name of the VLAN to be used for Public Network Traffic.
6. Keep the Common/Global option selected for the scope of the VLAN.

7. Enter 134 as the ID of the VLAN ID.

8. Keep the Sharing Type as None.



Create VLANs

VLAN Name/Prefix  : Public_Traffic

Multicast Policy Name ©  <porset> v Create Multicast Policy

» Common/Global . Fabric A Fabric B Both Fabrics Configured Differently

You are creating global VLANs that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs.(e.g. * 2009-2019", *29,35,40-45", " 23", *23,34-45")

VLANIDs: 134

Sharing Type « None | Primary Isolated | Community

9. Click OK and then click OK again.

10. Create the second VLAN: for private network (VLAN 10) traffic and remaining two storage VLANS for storage
network (VALN 11 and 12) traffic as shown below:
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These two VLANs will be used in the vNIC templates that are described in this CVD.

Configure VSAN

In this solution, we created two VSANs. VSAN-A 151 and VSAN-B 152 for FC SAN Boot and NVMe/FC Storage
Access.

To configure the necessary virtual storage area networks (VSANSs) for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
2. Select SAN > SAN Cloud > Fabric A > VSANs

3. Under VSANSs, right-click on VSANSs.

4. Select Create VSAN.

5. Enter VSAN-A as the name of the VSAN.

6. Leave FC Zoning set at Disabled.

7. Select Fabric A for the scope of the VSAN.

8. Enter VSAN ID as 151.



Create VSAN ? X

Name : VSAN-A

FC Zoning Settings

FC Zoning : (e Disabled | ) Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCOE switch.

Common/Global (s Fabric A () Fabric B () Both Fabrics Configured Differently

You are creating a local VSAN in fabric A that maps to A VLAN can be used to carry FCoE traffic and can be mapped to this
a VSAN ID that exists only in fabric A. VSAN.

Enter the VSAN ID that maps to this VSAN. Enter the VLAN ID that maps to this VSAN.

VSANID: 151 FCoE VLAN: 151

D -

9. Click OK and then click OK again

10. Repeat steps 1-9 to create the VSAN 152 on FI-B.

ﬂ Enter a unique VSAN ID and a corresponding FCoE VLAN ID that matches the configuration in the MDS
switch for Fabric A. It is recommended to use the same ID for both parameters and to use something
other than 1.

Create FC Uplink Port Channels to MDS Switches

In this solution, we created two FC Port Chanel. The first FC Port Channel is between FI-A to MDS-A and the
second FC Port Channel is between FI-B to MDS-B.

To create FC Port channel, follow these steps on the Fl 6454

1. In Cisco UCS Manager, click the SAN tab.

2. Select SAN > SAN Cloud > Fabric A > FC Port Channels > and then right-click on the FC Port Channel.

3. Enter the name of Port Channel as FC-PC-A and unique ID as 251 and click Next

4. Select the appropriate ports of FI-A which are going to MDS-A and click the button >> to select those ports

as a member of the Port Channel. For this solution, we configured all the four ports as a Port Channel ports
as shown in the screenshot below:



Create FC Port Channel

Port Channel Admin Speed : 4 Gbps | B Gbps 16gbps = 32gbps

Ports Ports in the port channel
Slot ID WWPN

Add Ports

1 20:01:00:3A.

1 20:02:00:3A...

1 20:03:00:3A..

1 20:04:00:3A..

5. Click Finish to create this FC Port Channel for FI-A.

6. Repeat steps 1-5 to create the FC Port Channel on FI-B with related FC Ports going to MDS-B.

'& We configured the FI-B Port Channel as FC-PC-B with unique ID 252 as shown below.
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7. Select VSAN-A 151 for FC-PC-A and click Save Changes.

8. Similarly, select VSAN-B 152 for FC-PC-B and click Save Changes.

& The MDS Switch is configured in the following section and after the appropriate VSAN and FC ports con-
figuration, the FC Ports and Port-Channel will become ACTIVE.

Enable FC Uplink VSAN Trunking (FCP)

To enable VSAN trunking on the FC Uplinks in the Cisco UCS environment, follow these steps:
1. In Cisco UCS Manager, click SAN.

2. Expand SAN > SAN Cloud.

3. Choose Fabric A and in the Actions pane choose Enable FC Uplink Trunking.

4. Click Yes on the Confirmation and Warning and then click OK.

5. Choose Fabric B and in the Actions pane choose Enable FC Uplink Trunking.

6. Click Yes on the Confirmation and Warning. Click OK to finish.



& Enabling VSAN trunking is optional. It is important that the Cisco Nexus VSAN trunking configuration

match the configuration set in Cisco UCS Manager.

Configure IP, UUID, Server, MAC, WWNN and WWPN Pools

IP Pool Creation

An IP address pool on the out of band management network must be created to facilitate KVM access to each
compute node in the UCS domain. To create a block of IP addresses for server KVM access in the Cisco UCS
environment, follow these steps:

1.

2.

In Cisco UCS Manager, in the navigation pane, click the LAN tab.
Select Pools > root > IP Pools >click Create IP Pool.

We have named IP Pool as Ora19C-KVM Pool for this solution.

Select option Sequential to assign IP in sequential order then click Next.
Click Add IPv4 Block.

Enter the starting IP address of the block and the number of IP addresses required, and the subnet and
gateway information as shown in the screenshot according to your environment.

Create Block of IPv4 Addresses

From : o29.13a.30 Size : [10

Subnet Mask :  255.255.255.0 Default Gateway : 10.20.134.1

Primary DNS : 0.0.0.0 Secondary DNS © 0.0.0.0

7. Click Next and then click Finish to create the IP block.



UUID Suffix Pool Creation

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment, follow
these steps:

1.

2.

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Pools > root.

Right-click UUID Suffix Pools and then select Create UUID Suffix Pool.

Enter ORA19C-UUID as the name of the UUID Pool name.

Optional: Enter a description for the UUID pool.

Keep the prefix at the derived option and select Sequential in as Assignment Order then click Next.
Click Add to add a block of UUIDs.

Create a starting point UUID as per your environment.

Specify a size for the UUID block that is sufficient to support the available blade or server resources.

Create a Block of UUID Suffixes

10. Clink OK then click Finish to complete the UUID Pool congiruration.



Server Pool Creation

To configure the necessary server pool for the Cisco UCS environment, follow these steps:

‘& Consider creating unique server pools to achieve the granularity that is required in your environment.

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root > Right-click Server Pools > Select Create Server Pool.
3. Enter ORA19C-SERVER-POOL as the name of the server pool.

4. Optional: Enter a description for the server pool then click Next.

5. Select all 8 servers to be used for the Oracle RAC management and click >> to add them to the server pool.
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6. Click Finish and then click OK.

MAC Pool Creation

In this solution, we created two MAC Pool as ORA19C-PUBLIC-FI-A and ORA19C-PRIVATE-FI-B to provide
MAC addresses for Public and Private Network Interfaces.

To configure the necessary MAC address pools for the Cisco UCS environment, follow these steps:
1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Pools > root > right-click MAC Pools under the root organization.

3. Select Create MAC Pool to create the MAC address pool.



4. Enter ORA19C-PUBLIC-FI-A as the name for MAC pool.

5. Enter the seed MAC address and provide the number of MAC addresses to be provisioned.

Create a Block of MAC Addresses

First MAC Address :  00:25.85:13:4A:00 Size : | 256 :

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the folliowing MAC
prefix:
00:25:B500xX:XX

6. Click OK and then click Finish.
7. In the confirmation message, click OK.

8. Create MAC Pool B and assign unique MAC Addresses as shown below.
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WWNN and WWPN Pool Creation

In this solution, we configured one WWNN Pool to provide SAN access point for Linux hosts. To configure the
necessary WWNN pools for the Cisco UCS environment, follow these steps:

‘& These WWNN and WWPN entries will be used to access storage through SAN configuration

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
2. Select Pools > Root > WWNN Pools > right-click WWNN Pools > Select Create WWNN Pool.
3. Assign name as ORAT9C-WWNN-A and Assignment Order as sequential and click Next.

4. Click Add and create a WWN Block as shown below.



Create WWN Block

From: 20:00:00:25:85:77:00:00 Size | 256 s

To ensure uniqueness of WWNs in the SAN fabric, you are strongly encouraged to use
the following WWN prefix:

20:00:00:25:b5X0CXX:XX

5. Click OK and then Finish.

In this solution, we created two WWPNs; ORAT9C-WWPN-A and ORA19C-WWPN-B Pool, for the World Wide
Port Name. To configure the necessary WWPN pools for the Cisco UCS environment, follow these steps:

1.

2.

In Cisco UCS Manager, click the SAN tab in the navigation pane.

Select Pools > Root > WWPN Pools > right-click WWPN Pools > select Create WWPN Pool.
Assign the name ORA19C-WWPN-A and Assignment Order as sequential.

Click Next and then click Add to add block of Ports.

Enter Block for WWN and size.



Create WWN Block

From: 20:00:00:25:85:99:AA00 | Size: [256 ¢

To ensure uniqueness of WWNs in the SAN fabric, you are strongly encouraged to use
the following WWN prefix:

20:00:00:25:b5X0CXX:XX

6. Click OK and then Finish.

7. Configure the ORAT19C-WWPN-B Pool as well and assign the unique block IDs as shown below.

= Al . SAN | Pools | root | WWPN Pools
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E * SAN
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= WWNN Pool ORA19C-WWNN-A
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& When there are multiple UCS domains sitting in adjacency, it is important that these blocks; the WWNN,
WWPN, and MAC, hold differing values between each set.




Set Jumbo Frames in both the Cisco Fabric Interconnect

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, follow these steps:
1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select LAN > LAN Cloud > QoS System Class.

3. Click the General tab.

4. On the Best Effort row, enter 9216 in the box under the MTU column.

5. Click Save Changes in the bottom of the window.

M Al . LAN [ LAN Cloud | QoS System Class
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Configure Slow Drain Timers

6. Click OK.

‘& The only the Fibre Channel and Best Effort QoS System Classes are enabled in this FlexPod implementa-
tion. The Cisco UCS and Nexus switches are intentionally configured this way so that all IP traffic within
the FlexPod will be treated as Best Effort.

ﬂ Enabling the other QoS System Classes without having a comprehensive, end-to-end QoS setup in place
can cause difficult to troubleshoot issues.

Configure Server BIOS Policy

‘& All of the Server BIOS policies may have to be required on your setup. Please follow the steps according
to your environment and requirement. The following changes were made on the test bed where Oracle
RAC installed. Please validate and change as needed.




‘& For more detailed on BIOS Settings, go to https://www.cisco.com/c/en/us/products/collateral/servers-

unified-computing/ucs-b-series-blade-servers/white-paper-c11-744678.html

£

It is recommended to disable C states in the BIOS and in addition, Oracle recommends disabling it from
OS level as well by modifying grub entries. We will cover the OS level settings in the Operating system
configuration section.

To create a server BIOS policy for the Cisco UCS environment, follow these steps:

1.

2.

In Cisco UCS Manager, click Servers.

Select Policies > root.

Right-click BIOS Policies.

Select Create BIOS Policy.

Enter ORA19C_BIOS as the BIOS policy name

Select and click the newly created BIOS Policy.

Click the Advanced tab, leaving the Processor tab selected within the Advanced tab.

Set the following within the Processor tab:

a
b.

- 0 o o

- @

CPU Hardware Power Management: HWPM Native Mode
CPU Performance: Enterprise
Energy Efficient Turbo: Disabled
IMC Inteleave: Auto

Sub NUMA Clustering: Disabled
Package C State Limit: CO C1 State
Processor C State: Disabled
Processor C1E: Disabled

Processor C3 Report: Disabled
Processor C6 Report: Disabled
Processor C7 Report: Disabled

LLC Prefetch: Disabled

Demand Scrub: Disabled

Patrol Scrub: Disabled

Workload Configuration: 10 Sensitive


https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-b-series-blade-servers/white-paper-c11-744678.html
https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-b-series-blade-servers/white-paper-c11-744678.html

All -

* Servers
» Service Profiles
» Sarvice Profile Templates
= Policies
* root
+ Adapter Policies
» BIOS Defaults
= BIOS Policies
SRIOV
ushIC
Boat Policies

Diagnostics Policies
Graphics Card Palicies

Host Firmware Packages
IPMI/Rednhsh Access Profles
KVM Management Policies
Local Disk Config Policies
Maintenance Policies

Management Firmware Packages

Memary Policy

Parsistant Memary Policy
Pawer Control Policies
Power Sync Policies
Scrub Policies

Serial over LAN Policies

Server Pool Policies

Saerver Pool Policy Qualifcations
Threshold Policies

ISCS| Authentication Profiles
wiedia Policies

WNIC/vHBA Placement Policies

Sub-Organizations

» Pools

& Logged in as admin@®10.29.134.60

9. Set the following within the RAS Memory tab:

a. Memory RAS configuration: ADDDC Sparing

Servers |/ Policies | root / BIOS Policies ; ORA19C-BIOS

Main Advanced Boot Options

CPU Hardware Power Management
Boot Performance Mode

CPU Performance

Configurable TDP Level

Care Multi Processing

DCPMM Firmware Downgrade
DRAM Clock Throttiing

Direct Cache Access

Energy Performance Tuning
Enhanced Intel SpeedStep Tech
Execute Disable Bit

Frequency Floor Override

Inted HyperThreading Tech
Energy Efficlent Turbo

Inted Turbo Boost Tech

Inted Virtualization Technology
Inted Speed Select

Channel Interleaving

IMC Inteleave

Memery Interleaving

10. Click Save Changes and then click OK.

Create Adapter Policy

HWPM Native Mode
Platform Default
Enterprise
Platform Default
Platform Default
Platorm Dafault
Platform Default
Platform Default
Platform Default
Platform Detfault
Platform Default
Platform Default
Platorm Detault
Disabled
Platform Default
Platorm Dafault
Platform Default
Platform Default
ALto

Platform Default

m Intel Directed 10 RAS Memory Pl LOM and PCle Slots Graphics Configuration
T, Advanced Filter 4 Export 4 Print 4
BIOS Sefting Value
Altitude Platformn Detfault v

System Time: 2021-03-07T01:32

'& In this solution, we created two adapter policies; “Ethernet Adapter Policy” and “Fibre Channel Adapter
Policy.” We also configured “Ethernet Adapter Policy” for the Public and Private Network Interface Traffic
and the second one “Fibre Channel Adapter Policy” for NVMe FC Storage Network Interface Traffic as
explained in the following sections.

Create Adapter Policy for Ethernet Traffic (Public and Private Network Interfaces)

To create an Adapter Policy for the UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root > right-click Adapter Policies.

3. Select Create Ethernet Adapter Policy.



4. Provide a name for the Ethernet adapter policy as ORA19C-Linux. Change the following fields and click Save
Changes:

a. Resources:

o

Transmit Queues: 8
o Ring Size: 4096
> Receive Queues: 8
o Completion Queues: 16
o Interrupts: 32
b. Options:

> Receive Side Scaling (RSS): Enabled
o Configure the adapter policy as shown below.

Create Ethernet Adapter Policy

Mama o DAATBC-Linug

Deacrigtion :
(=) Resources

Fooled o aMsabied ) Enablad

Transmift Guauas &

Rirg Size Ao

Faceve uaes | &

Rirg Size L aoau

Complation Gususs 16

Irtesrupls Louz

(=) Options

Transrmit Checksum Cfload

Harrwe GRcksum OFioad

TGP Segmantatan Ofinad

TGP Large Aacane Ofinad [ Dsaied a
Freue Site Scalng [RES) [ Dmasied (a0
Accalratad Racalva Flow Stearig 1 = Digaled
Metwork Virtualzation using Ganari: Routing Encapsuation : (s Disaoled |

irtual Extansibla LAN 1w Disaled 3

'& RSS distributes network receive processing across multiple CPUs in multiprocessor systems. This can be
one of the following.

& Disabled—Network receive processing is always handled by a single processor even if additional proces-
sors are available.

'& Enabled—Network receive processing is shared across processors whenever possible.




Create Adapter Policy for Fibre Chanel (NVMe/FC Storage Network Interfaces)

To create an Adapter Policy for the UCS environment, follow these steps:
1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root > right-click Adapter Policies.

3. Select Create Fibre Channel Adapter Policy.

4. Provide a name for the FC Adapter Policy and change the following fields and clink Save changes when you
are finished:

a. Resources:
o |/O Queues: 16
b. Options:

o vHBA Type: FC NVMe Initiator
o Max LUNs Per Target: 1024

The NVMe/FC Adapter is configured as shown below:

olcy ORA19C-FCN

FC Adapter Policy Solaris

[ vHBA Type

All . Servers | Policies | root | Adapter Policies / FC Adapter Policy ORA19C-FCNVMe
v Polcies I
| General Events
v root ing Size . o4 (0a-140)
v Adapter Policies
Receive Queues @ 1
Eth Adapter Policy default
Ring Size . 64 [64-2048]
Eth Adapter Policy Linux
Eth Adapter Policy Linux-NVMe- 1/0 Queues 116 [1-64]
Eth Adapter Policy MQ Ring Size . 512 [64-512)
Eth Adapter Policy MQ-SMBd
Eth Adapter Policy ORA19C-Lint \_ Options
Eth Adapter Policy SMBClient
FCP Error Recovery : (e Disabled Enabled
Eth Adapter Policy SMBServer
Eth Adapter Policy Solaris Flogi Retries : |8 [0-infinite]
Eth Adapter Policy SRIOV Flogi Timeout (ms) : 4000 [1000-255000]
Eth Adapter Policy usNIC Piogl Retries 8 [0-255]
Eth Adapter Policy usNICOracleR Plogi Timeout (ms) 20000 [1000-255000]
Eth Adapter Policy VMWare Error Detect Timeout {ms) 2000
Eth Adapter Policy VMWarePass Port Down Timeout (ms) 30000 [0-240000]
Eth Adapter Policy WIN-AzureSt: 10 Retry Timeout (seconds) 5 [1-59]
Eth Adapter Policy Win-HPN Port Down 10 Retry . 30 [0-258]
Eth Adapter Policy Win-HPN-SNV
Link Down Timeout (ms) 30000 [0-240000]
Eth Adapter Policy Windows
Resource Allocation Timeout (ms) : 10000
Poll faul
PO fidaguer Polloy cafault 10 Throttie Count 256 [256-1024]
FC Adapter Policy FCNVMelnitiat
Max LUNs Per Target 1024 [1-1024]
FC Adapter Policy FCNVMeTarge
LUN Queue Deptn 20 [1-254]
FC Adapter Policy Initiator
I M MSI X MSI C)INT:
FC Adapter Policy Linux FROTUR 008 DM 51 CHIN T
FC Initiator FC Target (e FC NVME Initiator FC NVME Target




Configure Update Default Maintenance Policy

To update the default Maintenance Policy, follow these steps:

1.

2.

3.

4,

5.

In Cisco UCS Manager, click the Servers tab in the navigation pane.
Select Policies > root > Maintenance Policies > Default.

Change the Reboot Policy to User Ack.

Click Save Changes.

Click OK to accept the changes.

Configure Host Firmware Policy

Firmware management policies allow the administrator to choose the corresponding packages for a given server
configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus
adapter (HBA) option ROM, and storage controller properties.

To create the default firmware management policy in the Cisco UCS environment, follow these steps:

1.

2.

In Cisco UCS Manager, click Servers.
Expand Policies > root.
Expand Host Firmware Packages and right-click to “Create Host Firmware Policy.”

Give the policy name as 4.1-3b and select the Blade and Rack Packages as shown below.



Create Host Firmware Package ? X
MName : | 4.1-3b
Description :

How would you like to configure the Host Firmware Package?

« Simple Advanced

Blade Package : | 4.1(3b)B v
Rack Package : |4.1(3b)C v
Service Pack : | <not set> v

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Adapter )
BlOS
Board Controller
CIMC
FC Adapters
Flex Flash Controller
GPUs
HBA Option ROM
Host NIC

| Host NIC Option ROM

| Local Disk
| NVME Mswitch Firmware
| psu v

5. Click OK, to create the host firmware package for this UCSM version.

Configure vNIC and vHBA Template

ﬁ For this solution, we created two vNIC template for Public Network and Private Network Traffic. We will
use these VNIC templates during creation of Service Profile later in this section.

Create Public and Private vNIC Template

To create vNIC (virtual network interface card) template for the UCS environment, follow these steps:
1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Policies > root > VNIC Templates > Right-click to vNIC Template and Select " Create vNIC Template."

3. Enter ORAT9C-vNIC-A as the vNIC template name and keep Fabric A selected.



4. Select the Enable Failover checkbox for high availability of the vNIC.

& Selecting Failover is a critical step to improve link failover time by handling it at the hardware level, and to
guard against NIC any potential for NIC failure not being detected by the virtual switch.

5. Select Template Type as Updating Template

6. Under VLANSs, select the checkboxes default and Public_Traffic and set Native-VLAN as the Public_Traffic.

Create vNIC Template

: ORA19C-vNIC-A

Name

Description

?2 X

I Fabric ID ®) Fabric A

Fabric B

+'| Enable Failover I

Redundancy

Redundancy Type : |(®) No Redundancy (_) Primary Template

_| Secondary Template

Target
| Adapter
VM

Warning

If VM is selected, a port profile by the same name will be created.

Template Type " Initial Template (o) Updating Template

If a port profile of the same name exists, and updating template is selected, it will be overwritten

VLANs VLAN Groups
Yo Advanced Filtter 4 Export % Print fe
Select Name Native VLAN VLAN ID
e default 1
Private_Traffic 10
v Public_Traffic U 134
m Cancel

7. Keep MTU value 1500 for Public Network Traffic
8. In the MAC Pool list, select ORA19C-PUBLIC-FI-A.

9. Click OK to create the vNIC template as shown below.



10. Click OK to finish.

11. Similarly, create another vNIC template for Private Network Traffic with few changes.

12. Enter ORA19C-vNIC-B as the vNIC template name for Private Network Traffic.

13. Select the Fabric B and Enable Failover for Fabric ID options.

Al . LAN | Policies | root | vNIC Templates | vNIC Template ORA1...
| General ] VLANS VLAN Groups Fauls Events
Actions Properties
Modify VLANS Name . DRA19C-vNIC-A
Modify VLAN Groups Description
Delete Owner © Local
Show Policy Usage I Fabric ID » Fabric A Fabric B + | Enable Failover I
Redundancy
Redundancy Type : |'s No Redundancy = Primary Template = Secondary Template
Target
-
* VMO Connection Policies
» usNIC Connection Policies
wNIC Tempiate ORA19C-wNIC-A [JJ]
vNIC Template ORA19C-VNIC-B
T T Initial Ti T
» Sub- . ‘emplate Type nitial Template » Updating Template
* Pools CDN Source 1 e vhiC Name | User Defined
= Traffic Monitoring Sessions MTU : 1500
» Fabric A Policies
* Fabric B
I MAC Pool ORA19C-PUBLIC-FI-A(248/256) * I
QoS Policy <not set> ¥
Network Control Policy © | <not set> v



Create vNIC Template ? X
Name : ORA19C-vNIC-B
Description
I Fabric 1D - ) Fabric A () Fabric B +| Enable Failover I
Redundancy
Redundancy Type : |(#) No Redundancy () Primary Template () Secondary Template
Target
| Adapter
W™
Warning
If VM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten
Template Type © () Initial Template (e) Updating Template
VLANs VLAN Groups
Y, Advanced Fiter 4 Export % Print N -
Select Name Native VLAN VLAN ID
default
v Private_Traffic = 10
Public_Traffic : 134

14. Select Template Type as Updating Template.
15. Under VLANS, select the checkboxes default and Private_Traffic and set Native-VLAN as the Private_Traffic.
16. Set MTU value to 9000 and MAC Pool as ORA19C-PRIVATE-FI-B.

17. Click OK to create the vNIC template.

Create Storage vHBA Template
For this solution, we created two vHBA as ORA19C-vHBA-A and ORA19C-vHBA-B.

To create virtual host bus adapter (vHBA) templates for the Cisco UCS environment, follow these steps:
1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

2. Select Policies > root > right-click vHBA Templates > select “Create vHBA Template” to create vHBA.
3. Enter the name ORA19C-vHBA-A and keep Fabric A selected.

4. Select VSAN as VSAN-A and template type to Updating Template.



5. Select WWPN Pool as ORAT9C-WWPN-A from the drop-down list as shown below.

Threshald Policies

* vHBA Templates

vHBA Template ORA19C-vHBA-B
» Sub-Organizations
* Pools

* Traffic Menitoring Sessions

Template Type

Max Data Field Size

All - SAN | Policies [ root | vHEA Templates | vHBA Template ORA19C-vHBA-A
* SAN | General vHBA Interfaces Faults Events
» SAN Cloud
Actions Properties
* Storage Cloud
e e | ORAIeGTBA
» SAN Cloud Show Policy Usage Description
Owner : Local
[ Fabric ID wa B | I
Default vHEA Behavior
Redundancy
* Fibre Channel Adapter Policies
» LACP Policies Redundancy Type : |(#)No Redundancy () Primary Template () Secondary Template
» SAN Connectivity Policies | VEAN - [SAN-A v ]
» Storage Connection Policies Target . Adapter

: |()initial Template (s) Updating Template

: 2048

I WWPN Pool

ORAT9C-WWPN-A(240/256) v

QoS Policy

Pin Group

Stats Threshold Policy :

6. Click OK to create first vHBA.

7. Create the second vHBA and change the name as ORA-vHBA-B.

<not set= ¥

- | <not set> v

default ¥

8. Select the Fabric ID as B, template type to Updating Template and WWPN as ORA19C-WWPN-B as shown

below.



Create VHBA Template ? X

Name . ORA19C-vHBA-B
Description
Fabric 1D : A« B
Redundancy
Redundancy Type : |/s) No Redundancy Primary Template Secondary Template
Select VSAN : VSAN-B v Create VSAN
Template Type : Initial Template (» Updating Template

Max Data Field Size : 2048

WWPN Pool : | ORA19C-WWPN-B(256/256) ¥
QoS Polk:y B <not set> v
Pin Group : | <not set> v

Stats Threshold Policy : = gefault v

D -

Create Server Boot Policy for SAN Boot

All Oracle nodes were set to boot from SAN for the Cisco Validated Design as part of the Service Profile tem-
plate. The benefits of booting from SAN are numerous; disaster recovery, lower cooling, and power require-
ments for each server since a local drive is not required, and better performance, name just a few. We strongly
recommend using “Boot from SAN” to realize full benefits of Cisco UCS stateless computing feature such as
service profile mobility.

This process applies to a Cisco UCS environment in which the storage SAN ports are configured in the following
sections.

Create Local Disk Configuration Policy

A Local disk configuration for the Cisco UCS is necessary if the servers in the environments have a local disk. To
configure Local disk policy, follow these steps:

1. Go to Cisco UCS Manager and then go to Servers > Policies > root > Boot Policies.
2. Right-click and select Create Boot Policy. Enter SAN-Boot for the name of the boot policy.
3. Change the mode to “No Local Storage.”

4. Click OK to create the policy as shown below.



Create SAN Boot Policy

Create Local Disk Configuration Policy

Name :  SAN-Boot

Description
Mode * No Local Storage

FlexFlash
FlexFlash State : (e Disable = Enable

If FlexFlash State is disabled, SD cards will unavailabl
Please ensure SD cards are not in use before disabling the FlexFlash State.

FlexFlash RAID Reporting State : » Disable = Enable

FlexFlash Removable State : Yes | No s No Change \

If FlexFlash R State is ged, SO cards will P Y
Please ensure SD cards are not in use before changing the FlexFlash Removable State.

To create SAN Boot Policy, you need to enter the WWPN of NetApp Storage as explained below.

The screenshot below shows both the NetApp AFF A800 Controller FC Ports and related WWPN.



= [l ONTAP System Manager (retum to classic version) Q

FC Ports
DASHBOARD
STORAGE Node 2a 2b 2c 2d
NETWORK
Overview A
32Gb/s 32Gb/s 32Gb/s 32Gb/s

Ethemet Ports

WWPN 50:0a:09:81:80:73:87:87 50:0a:09:82:80:73:87:87 50:0a:09:83:80:73:87:87 50:0a:09:84:80:73:87:87
EVENTS & JOBS

Network Interface y 1 y 1
PROTECTION

Data Link Rate 32Gb/s 32Gb/s 32Gb/s 32Gb/s
HOSTS

Port Address 5600c1 5600al al0002 al0042
CLUSTER

Protocol FC, NVMe FC, NVMe FC,NVMe FC, NVMe

A
2 Gb, 2 Gb, 32 Gt 2 GE
WWPN 50:0a:09:81:80:d3:86:23 50:0a:09:82:80:d3:86:23 50:02:09:83:80:d3:86:23 50:02:09:84:80:d3:86:23
work Interface

Data Link Rate 32Gb/s 32Gb/s 32Gb/s 32Gb/s

Port Address 560101 5600el al0022 al0062

Protocol FC, NVMe FC, NVMe FC, NVMe FC, NVMe

For this solution, we created four FC Logical Interfaces (LIFs) on Storage Controller Node 1 (node1_lif02a,
node1_lif02b, node1_lif02¢c and node1_lif02d) and four FC LIFs on Storage Controller Node 2 (node?2_lif02a,
node2_lif02b, node?2_lif02¢c and node2_lif02d) as shown below.

FlexPod-A800: :> network interface show -vserver Infra-SVM
Logical Status Network Current Current
Vserver Interface Admin/Oper Address/Mask

Infra-SVM
nodel_1if02a :01:00:20:98:b9:25: FlexPod-A800-CT1
nodel_1if02b up/up :02:00:20:98:b9:25: FlexPod-A800-CT1

nodel_1if02c up/up :03:00:20:98:b9:25: FlexPod-A800-CT1

nodel_1if02d up/up :04:00:20:98:b9:25: FlexPod-A800-CT1

node2_1if02a up/up :05:00:20:98:b9:25: FlexPod-A800-CT2

node2_1if02b up/up :06:00:20:98:b9:25: FlexPod-A800-CT2

node2_1if02c up/up :07:00:20:98:b9:25: FlexPod-A800-CT2

node2_1if02d up/up :08:00:20:98:b9:25: FlexPod-A800-CT2
8 entries were displayed.

The SAN boot policy configures the SAN Primary's primary-target to be network interface node1_lif02a on
NetApp storage cluster and SAN Primary's secondary-target to be network interface node?2_lif02a on NetApp



storage cluster. Similarly, the SAN Secondary’s primary-target to be network interface node1_lif02c on NetApp
storage cluster and SAN Secondary's secondary-target to be network interface node2_lif02c on NetApp storage
cluster. This multiple FC ports selection will allow the server node to be highly availability in case of any storage
controller failure. Login into NetApp storage controller and verify all the port information is correct. This infor-
mation can be found in the NetApp Storage GUI under Network > Network Interfaces.

You have to create SAN Primary (hba0) and SAN Secondary (hba1) in SAN Boot Policy by entering the WWPN of
NetApp Storage LIFs as explained below.

To create Boot Policy for the Cisco UCS environment, follow these steps:

1. Go to Cisco UCS Manager and then go to Servers > Policies > root > Boot Policies and then right-click to
Create Boot Policy as shown below.

Create Boot Policy

Name :  SAN_Boot

Description

Reboot on Boot Order Change = [

Enforce YNICAVHBA/ISCS| Name : B

Boot Mode : |(e) Legacy Ueh

WARNINGS:

The type (primary/secondary) does not indicate a boot order presence.

The eflective order of boot devices within the same device class (LAN/Storage/iSCS!) is determined by PCle bus scan order

If Enforce vNIC/VHBA/ISCSI Name is selected and the vNIC/vHBA/ISCS! does not exist, a config error vall be reported.

If it is not selected, the WNICs/vHBAS are selected if they exist, otherwise the vNIC/VHBA with the lowest PCle bus scan order is used.

# Local Devices Boot Order

+ = TY,AovancedFiter 4 Expon & Print fel

(# CIMC Mounted vMedia
Name Order » WNIC/vH.. Type LUNNa.. WWN Slot Nu... Boot Na.. BootPath Descript.

(# vNICs No data available

(#) vHBAs

(# iISCSI vNICs

(# EFI Shell

2. Expand the Local Devices drop-down menu and Choose Add CD/DVD.
3. Expand the vHBAs drop-down menu and select Add SAN Boot.

4. In the Add SAN Boot dialog box, select Type as “Primary” and name vHBA as “hba0.” Click OK to add SAN
Boot.



Add SAN Boot 2 X

g |

vHBA : ‘ hba0 ‘

Type : |o Primary () Secondary () Any |

‘& The SAN boot paths and targets will include primary and secondary options in order to maximize resilien-
cy and number of paths

5. Select Add SAN Boot Target to enter WWPN address of storage LIF. Keep 0 as the value for Boot Target
LUN. Enter the WWPN of NetApp Storage cluster interface node1_lif02a and add SAN Boot Primary Target.

Add SAN Boot Target ? X

Boot Target LUN @ 0

Boot Target WWPN : ‘ 20:01:00:A0:98:89:25:08 ‘

Type : |o Primary () Secondary |

“ Cancel

6. Add secondary SAN Boot target into same hba0, enter boot target LUN as 0 and WWPN of NetApp Storage
cluster interface node?2_lif02a and add SAN Boot Secondary Target.



Add SAN Boot Target ? X

Boot Target LUN  : 0

Boot Target WWEN : ‘ 20:05:00:A0:98:B9:25:08 ‘

Type : |-:j:::j:- Primary () Secondary |

7. From the vHBA drop-down list and Choose Add SAN Boot.

8. Inthe Add SAN Boot dialog box, enter "hba1" in the vHBA field.

Add SAN Boot ? X

vHBA : | hbal

Type : Primary (e Secondary Any

9. Click OK to SAN Boot. Then choose add SAN Boot Target

10. Enter O as the value for Boot Target LUN. Enter the WWPN of NetApp Storage cluster interface node1_lif02c
and add SAN Boot Primary Target.



Add SAN Boot Target ? X

Boot Target LUN  : 0

Boot Target WWEN : ‘ 20:03:00:A0:98:B9:25:08 ‘

Type : |o Primary () Secondary |

11. Add secondary SAN Boot target into same hbal and enter boot target LUN as 0 and WWPN of NetApp Stor-
age cluster interface node2_lif02¢c and add SAN Boot Secondary Target.

Add SAN Boot Target ? X

Boot Target LUN @ 0

Boot Target WWPN ‘ 20:07:00:A0:98:89:25:08 ‘

Type : |-:j:::j:- Primary (e} Secondary |

12. After creating the FC boot policies, you can review the boot order in the UCS Manager GUI as shown below.



Create Boot Policy ? X

Name :  SAN_Boot
Description

Reboot on Boot Order Change
Enforce vNIC/vHBA/iISCSI Name :

Boot Mode : (e)Legacy [ ) Uefi

WARNINGS:

The type (primary/secondary) does not indicate a boot order presence.

The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.

If Enforce vNIC/vHBA/ISCSI Name is selected and the vNIC/vHBA/ISCSI does not exist, a config error will be reported.

If it is not selected, the vNICs/vHBAsS are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.

# Local Devices Boot Order
4+ =— TY,AdvancedFilter 4 Export # Print fel
) CIMC Mounted vMedia
- Name vNIC/vH... Type LUN Na.. WWN
T w SANPTITIary oaw PTITIEary
#) vNICs
) SAN Target Primary Primary 0 20:01:00:A0:98:B9:25:08
:;::, vHBAs SAN Target Second... Secondary 0 20:05:00:A0:98:89:25:08
w SAN Secondary hbal Secondary
SAN Target Primary Primary 0 20:03:00:A0:98:89:25:08
SAN Target Second... Secondary 0 20:07:00:A0:98:89:25:08

) iSCSI vNICs

* EFI Shell

13. Click OK to finish creating SAN_Boot Policy.

‘& For this solution, we created one Boot Policy as “SAN_Boot.” For all eight Oracle Database RAC Nodes
(flex1, flex2, flex3, flex4, flex5, flex6, flex7 and flex8), we will assign this boot policy to the Service Pro-
files as explained in the following section.

Create and Configure Service Profile Template

Service profile templates enable policy-based server management that helps ensure consistent server resource
provisioning suitable to meet predefined workload needs.

The Cisco UCS service profiles with SAN boot policy provides the following benefits:

« Scalability - Rapid deployment of new servers to the environment in a very few steps.
o Manageability - Enables seamless hardware maintenance and upgrades without any restrictions.

« Flexibility - Easy to repurpose physical servers for different applications and services as needed.



o Availability - Hardware failures are not impactful and critical. In rare case of a server failure, it is easier to
associate the logical service profile to another healthy physical server to reduce the impact.

For this solution, we will create one Service Profile Template “ORA19C_FLEXPOD” using boot policy created
earlier to utilize four LIF ports from NetApp Storage for high-availability in case of any FC links go down.
Create Service Profile Template

To create a service profile template, follow these steps:

1. In the Cisco UCS go to Servers > Service Profile Templates > root and right-click to Create Service Profile
Template as shown below:

Create Service Profile Template ? X

w - “fou must arter a reme for the service profia temprate and speciy the tamplata tyge. You can alss speciy how a LUID wil be assignad ta this
Idertify Sarvics Profils Tempiate [T ———————

Narme : ORATSC-Haeod
The temziate wil be created in the following arganizstion. s name must be unigues within this onrganization.
Netwarking Whare | org-root
The temziate wil be created in the foliowing arganization. ks name must be unigue within this organzatian.
SAN Connectivity Type ¢ dniti Temolate (o) Updatiog Template

Specy haw the LUIC wil be assignad to the server assccated with the senice panarated oy this template.
L1]
Zaning

WIBGIMHEA Placament LA Assgrment: CRATIC-LUID(ZS6/236)
The LUID wil be assigred from the selected poal.
vhledia Palicy The mmilabieftotel ULADS are sspiyged s tha pral rama,
Server Boot Order
Opticnally enter a degcipticn for the orofila. Tha descaption can conain infomaton abaut whan and whers the sarvice arofie shauld ba usad.

Sarver Assignmant

Operational Policies

2. Enter the Service Profile Template name, select the UUID Pool that was created earlier, and click Next.

3. Select Local Disk Configuration Policy to SAN-Boot as no Local Storage.



Create Service Profile Template

Ogrionaily specify or cragte a Starage Profile, and selact 8 locsl disk confguretion golcy.

Sperific Storaps Frofie Storege Profile Policy | Lozal Disk Configuration Palicy

Sioeage Pravisioning
Losal SrB08. San-Bool *

Watworking -

Hosin Mo Local Storage

Prosect Configuration  Yes

it Protact Configuration & sat, (e local dlsk corfiguratien s
preserved il the sendce profile i deassociated

Zaning aith tha saraar. In that case, 2 zorhgarabon armr vl oe
rame whan A naw sandea prEEE s assnciated wih

Create Lozal Disk Confguratian Balicy
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4. In the networking window, select Expert and click Add to create vNICs that the server should use to connect
to the LAN

'& In this solution, we created two vNIC. We have given name to first vNIC as “eth0” and second vNIC as
“eth1”.

5. As shown below in the Create vNIC menu, enter the name “eth0” and check the box for “Use vNIC Tem-
plate” option. Select vNIC Template “ORA19C-vNIC-A” with Ethernet Adapter Policy as “ORA19C-Linux”
which was created earlier.



Create vNIC

Mame el

Use vNIC Template : @

Radurdanzy Fair : Paer Mame :

GHIGTaMEEE T gpAlaCNIC-A T Create wNIG Tempiate

Adapter Performance Profile

Adupter Policy | ORATSC-Liug v Create Ethemet Adagpter Pricy

6. Add the second vNIC “eth1” and check the box for “Use vNIC Template” option. Select vNIC Template
ORA19C-vNIC-B with Ethernet Adapter Policy as ORA19C-Linux.

Create vNIC

Mame: wil

Use vNIC Template : @

Radurdanzy Fair : Paer Mame :

WHIGTaMPEE:  pAlacNIC-E T Create wNIG Tempiate

Adapter Performance Profile

Adupter Policy | ORATSC-Liug v Create Ethame: Adagpber Pricy

As shown below, we configured two vNICs as ethO and eth1 so that Servers should use to connect to the LAN.
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7. When vNICs are created, click Next.

8. In the SAN Connectivity menu, select Expert to configure the SAN connectivity. Select WWNN (World Wide
Node Name) pool, which was created earlier.

Create Service Profile Template
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9. Click Add to add vHBAs as explained below.



& For this solution, we configured 4 vHBA as 2 vHBA for SAN Boot and 2 vHBA for NVMe/FC. vHBAO and
vHBAT1 are configured for carrying FC Network Traffic & Boot from SAN through MDS-A and MDS-B

Switch while vHBA2 and vHBAS3 are configured for NVMe/FC Network Traffic (Oracle RAC Storage Traffic)
through MDS-A and MDS-B Switch.

The following four vHBA are created as follows:

hbaO using vHBA Template ORA19C-vHBA-A and FC Adapter Policy as “Linux”

hba1 using vHBA Template ORA19C-vHBA-B and FC Adapter Policy as “Linux”

hba2 using vHBA Template ORA19C-vHBA-A and FC Adapter Policy as “ORA19C-FCNVMe”

Hba3 using vHBA Template ORA19C-vHBA-B and FC Adapter Policy as “ORA19C-FCNVMe”
Create vHBA ? X

MName :  hbad
Use vHBA Template :

Redundancy Pair : Peer Name :

vHBA Template : | ORA19C-VHBA-A ¥ Create vHBA Template

Adapter Performance Profile

Adapter Policy : | Linux ¥ Create Fibre Channel Adapter Policy




Modify vHBA

MName . hbal
Use vHBA Template :
Create vHBA Template

vHBA Template:  ORA19C-vHBA-B ¥

Adapter Performance Profile

¥

Adapter Policy : Im—xv‘

Create Fibre Channel Adapter Policy

Cancel



Modify vHBA

MName . hba2
Use vHBA Template :
Create vHBA Template

vHBA Template : = ORA19C-vHBA-A ¥

Adapter Performance Profile

¥

Adapter Policy: | ORA18C-FCNVMe ¥ ‘

Create Fibre Channel Adapter Policy

Cancel



Modify vHBA

MName : hba3
Use vHBA Template :
Create vHBA Template

vHBA Template:  ORA19C-vHBA-B ¥

Adapter Performance Profile

¥

Adapter Policy : | ORA19C-FCNVMe ¥

Four vHBAs are configured as shown below.

Create Fibre Channel Adapter Policy

Cancel
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10. Click Next to proceed into zoning menu.

11. For this Oracle RAC Configuration, the Cisco MDS 9132T is used for zoning. So, skip zoning and click Next.
12. In vNIC/vHBA Placement menu, keep the option as Let System Perform Placement.

13. For this solution, we didn’t configure any vMedia Policy, click Next.

14. In the Server Boot Order menu, select SAN_Boot for the Boot Policy which was created earlier and click
Next.



Create Service Profile Template ? X
Optionally specify the boot policy for this service profile template.
Identify Service Profile
Template
Select a boot policy.
Storage Provisioning Boot Policy:
¥} SAN_Boot ¥ Create Boot Policy
Name : SAN_Boot
Networking
Description :
Reboot on Boot Order Change : No
SAN Connectivity )
Enforce vNIC/VHBA/ISCSI Name : Yes
Boot Mode . Legacy
Zaning WARNINGS:
The type (primary/secondary) does not indicate a boot order presence.
VNIC/VHBA Placement The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.

If Enforce vNIC/vHBA/ISCSI Name is selected and the vNIC/vHBA/ISCSI does not exist, a config error will be reported.
If it is not selected, the vNICs/vHBAS are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.

vMedia Policy Boot Order

+ = TYoAdvanced Filter 4 Export % Print Lo 3
Server Boot Order
Name Orc vNIG/VHBASi.. Type - L. WWN Slo Bot Bot De:
Maintenance Policy CD/vVD 1
w San 2
er Assig mt w SAN Primary hba0 Primary
SAN Target Primary Primary 0 20:01:00:A0:98:89:25:08
Operational Policies
SAN Target Secondary Secondary 0 20:05:00:A0:98:89:25:08
- SAN Sacnnan hhal Sacnndan:

< Prev Next > m Cancel

15. The maintenance policy was not selected in this configuration, click Next.

16. In Server Assignment menu, select “ORA19C-SERVER-POOL” as Pool Assignment which we created earlier
and “all-chassis” option into Server Pool Qualification selection. In the Firmware Management option, click
“4.1-3b” as Host Firmware Package which we created earlier. Click Next.



Identify Service Profile
Template

Storage Provisioning

MNetworking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template q

Optionally specify a server pool for this service profile template.

You can select a server pool you want to associate with this service profile template.

Pool Assi t: = _
. gnment ORA19C-SERVER-POOL ¥ Greate Server Poal

Select the power state to be applied when this profile is associated
with the server.

The service profile template will be associated with one of the servers in the selected pool.

If desired, you can specify an additional server pool policy qualification that the selected server must meet. To do so, select the qualification from
the list.

Server Pool Qualification : | gll-chassis ¥

Restrict Migration -0

(=) Firmware Management (BIOS, Disk Controller, Adapter)

If you select a host firmware policy for this service profile, the profile will update the firmware on the server that it is associated with.
Otherwise the system uses the firmware already installed on the associated server.

Host Firmware Package: 41-3b v

Create Host Firmware Package

< Prev Next >

17. Select the BIOS Policy ORAT9C_BIOS in the BIOS.
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18. Select Management IP Address and then click the Management IP Address Policy “Ora19c-KVM” which was
created earlier.

19. Click Finish to create Service Profile Template “ORA19C-FlexPod.”

Now you’ve created one Service profile template “ORA19C_FlexPod” having four vHBAs and two vNICs. This
service profile template will be used to create eight service profiles for eight oracle RAC nodes as FLEX1,
FLEX2, FLEX3, FLEX4, FLEX5, FLEX6, FLEX7 and FLEX8 as explained in the next section.

Create Service Profiles from Template and Associate to Servers

Create Service Profiles from Template

& We created eight Service profiles for all eight Oracle RAC nodes as explained below.

For all eight Linux Oracle RAC Nodes (flex1, flex2, flex3, flex4, flex5, flex6, flex7 and flex8), you will create eight
Service Profiles as FLEX1, FLEX2, FLEX3, FLEX4, FLEX5, FLEX6, FLEX7 and FLEX8 from the template
“ORA19C_FlexPod.”

To create Service Profiles from Template, follow these steps:

1. Go to Servers > Service Profiles > root > and right-click Create Service Profiles from Template.

2. Select the Service profile template ORA19C_FlexPod, previously created and name the service profile
“FLEX.”

3. To create eight service profiles, enter Number of Instances as 8. This process will create service profiles as
FLEX1, FLEX2, FLEX3, FLEX4, FLEXS5, FLEX6, FLEX7 and FLEX8



Create Service Profiles From Template ? X

Naming Prefix : FLEX
MName Suffix Starting Number : 1
Number of Instances . 8

Service Profile Template :  ORA19C-FlexPod

D -

4. When the service profiles are created, associate them to the servers as described in the following section.

Associate Service Profiles to the Servers

To associate service profiles to the servers, follow these steps:

1. Under the server tab, right-click the name of service profile you want to associate with the server and select
the option " Change Service Profile Association.”

2. Inthe Change Service Profile Association page, from the Server Assignment drop-down list, select the ex-
isting server that you would like to assign, and click OK.



Associate Service Profile

Your changes:
Crezte: Server sysfchassis=1/blade-1 (org-root/s-FLEXT/pr)

Will cause the Immediate Reboot of:
Service Profile FLEX1 (org-rootis-FLEX1) [Server: sysfchassis-1/blade-1]

Are you sure you want to apply the changes?
Press Yes to disregard the warning and submit changes, No to quit the wizard
or Cancel to make changes to the current configuration.

Yes No Cancel

You have assigned, service profiles FLEX1 to Chassis 1 Server 1, service profile FLEX2 to Chassis 1 Server 2,
service profiles FLEX3 to Chassis 1 Server 3 and service profiles FLEX4 to Chassis 1 Server 4.

Similarly, you have assigned, service profiles FLEX5 to Chassis 2 Server 1, service profile FLEX6 to Chassis 2
Server 2, service profiles FLEX7 to Chassis 2 Server 3 and service profiles FLEX8 to Chassis 2 Server 4.

1. Make sure all the service profiles are associated.

2. As shown above, make sure all the server nodes have no major or critical fault and all are in operable state
as well.

This completes the configuration required for Cisco UCS Manager Setup.

'ﬂ Additional server pools, service profile templates, and service profiles can be created in the respective
organizations to add more servers to the FlexPod unit. All other pools and policies are at the root level
and can be shared among the organizations.




Configure Cisco MDS Switch

This section provides a detailed procedure for configuring the Cisco MDS 9132T Switches.

& Follow these steps precisely because failure to do so could result in an improper configuration.
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MDS Switch Configuration

» MDS Switch Initial Setup

» Enable Features

» Create VSANs

» Configure Ports

» Configure Port-Channel

» Create FC Zoning for Boot

» Create NVMe/FC Zoning for Oracle RAC Databases

We connected the MDS Switches to Fabric Interconnects and NetApp AFF A800 Storage System as shown be-
low.
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For this solution, we connected four ports (ports 1 to 4) of MDS Switch A to Fabric Interconnect A (ports 1-4).
Similarly, we connected four ports (ports 1 to 4) of MDS Switch B to Fabric Interconnect B (ports 1-4). All ports
carry 32 Gb/s FC Traffic. Table 9 lists the port connectivity of the Cisco MDS Switches to the Fabric Intercon-
nects.

Table 9. MDS Switch Connectivity to the Fabric Interconnects

MDS Switch MDS Switch Port Fl Ports Fabric Interconnect

MDS Switch A FC Port 1/1 FI-A Port 1/1 Fabric Interconnect A (FI-A)
FC Port 1/2 FI-A Port 1/2
FC Port 1/3 FI-A Port 1/3
FC Port 1/4 FI-A Port 1/4

MDS Switch B FC Port 1/1 FI-B Port 1/1 Fabric Interconnect B (FI-B)
FC Port 1/2 FI-B Port 1/2
FC Port 1/3 FI-B Port 1/3
FC Port 1/4 FI-B Port 1/4

For this solution, we connected four ports (ports 5 to 8) of MDS Switch A to the NetApp AFF A800 Storage con-
troller. Similarly, we connected four ports (ports 5 to 8) of MDS Switch B to the NetApp AFF A800 Storage con-



troller. All ports carry 32 Gb/s FC Traffic. Table 10 lists the port connectivity of the Cisco MDS Switches to
NetApp AFF A800 Controller.

Table 10. MDS Switch Connectivity to the NetApp AFF A700s Storage

MDS Switch MDS Switch NetApp Storage Controller NetApp Controller NetApp Port Description
Port Ports
MDS Switch A FC Port 1/5 NetApp AFF A800 Controller FC Port - 2a FlexPod-A800-CT1 - Port 2a
1
FC Port 1/6 NetApp AFF A800 Controller FC Port - 2b FlexPod-A800-CT1 - Port 2b
1
FC Port 1/7 NetApp AFF A800 Controller FC Port - 2a FlexPod-A800-CT2 - Port 2a
2
FC Port 1/8 NetApp AFF A800 Controller FC Port - 2b FlexPod-A800-CT2 - Port 2b
2
MDS Switch B FC Port 1/5 NetApp AFF A800 Controller FC Port - 2¢ FlexPod-A800-CT1 - Port 2c
1
FC Port 1/6 NetApp AFF A800 Controller FC Port - 2d FlexPod-A800-CT1 - Port 2d
1
FC Port 1/7 NetApp AFF A800 Controller FC Port - 2¢ FlexPod-A800-CT2 - Port 2c
2
FC Port 1/8 NetApp AFF A800 Controller FC Port - 2d FlexPod-A800-CT2 - Port 2d

2

Configure features

To configure feature on MDS Switches, follow this step:

1. Login as admin user into the MDS Switch A and MDS Switch B and run the following commands:

config terminal

feature npiv

feature fport-channel-trunk

copy running-config startup-config

Configure VSANs and Ports

To create VSANSs, follow these steps:

1. Login as admin user into MDS Switch A.

2. Create VSAN 151 for Storage Traffic and configure ports by running the following commands:

config terminal

vsan database

vsan 151




vsan 151 name "VSAN-FI-A"
vsan 151 interface fc 1/1-12
zone smart-zoning enable vsan 151

exit

interface port-channel251
switchport trunk allowed vsan 151
switchport description ORA19C-FlexPod-FI-A
switchport rate-mode dedicated
switchport trunk mode off

no shutdown

interface fcl/1
switchport description ORA19C-FlexPod-FI-A-1/1
switchport trunk mode off
port-license acquire
channel-group 251 force

no shutdown

interface fcl/2
switchport description ORA19C-FlexPod-FI-A-1/2
switchport trunk mode off
port-license acquire
channel-group 251 force

no shutdown

interface fcl/3
switchport description ORA19C-FlexPod-FI-A-1/3
switchport trunk mode off
port-license acquire
channel-group 251 force

no shutdown

interface fcl/4
switchport description ORA19C-FlexPod-FI-A-1/4
switchport trunk mode off
port-license acquire
channel-group 251 force

no shutdown



interface fcl/5
switchport trunk allowed vsan 151
switchport description FlexPod-A800-01-2a
switchport trunk mode off
port-license acquire

no shutdown

interface fcl/6
switchport trunk allowed vsan 151
switchport description FlexPod-A800-01-2b
switchport trunk mode off
port-license acquire

no shutdown

interface fcl/7
switchport trunk allowed vsan 151
switchport description FlexPod-A800-02-2a
switchport trunk mode off
port-license acquire

no shutdown

interface fcl/8
switchport trunk allowed vsan 151
switchport description FlexPod-A800-02-2b
switchport trunk mode off
port-license acquire
no shutdown

copy running-config startup-config

Login as admin user into MDS Switch B.
Create VSAN 152 for Storage Traffic and configure ports by running the following commands:

config terminal

vsan database

vsan 152

vsan 152 name "VSAN-FI-B"

vsan 152 interface fc 1/1-12

zone smart-zoning enable vsan 152

exit



interface port-channel252
switchport trunk allowed vsan 152
switchport description ORA19C-FlexPod-FI-B
switchport rate-mode dedicated

switchport trunk mode off

interface fcl/1
switchport description ORA19C-FlexPod-FI-B-1/1
switchport trunk mode off
port-license acquire
channel-group 252 force

no shutdown

interface fcl/2
switchport description ORA19C-FlexPod-FI-B-1/2
switchport trunk mode off
port-license acquire
channel-group 252 force

no shutdown

interface fcl/3
switchport description ORA19C-FlexPod-FI-B-1/3
switchport trunk mode off
port-license acquire
channel-group 252 force

no shutdown

interface fcl/4
switchport description ORA19C-FlexPod-FI-B-1/4
switchport trunk mode off
port-license acquire
channel-group 252 force

no shutdown

interface fcl/5
switchport trunk allowed vsan 152
switchport description FlexPod-A800-01-2c

switchport trunk mode off



port-license acquire

no shutdown

interface fcl/6
switchport trunk allowed vsan 152
switchport description FlexPod-A800-01-2d
switchport trunk mode off
port-license acquire

no shutdown

interface fcl/7
switchport trunk allowed vsan 152
switchport description FlexPod-A800-02-2c
switchport trunk mode off
port-license acquire

no shutdown

interface fcl/8
switchport trunk allowed vsan 152
switchport description FlexPod-A800-02-2d
switchport trunk mode off
port-license acquire

no shutdown

Configure Zoning

This procedure sets up the Fibre Channel connections between the Cisco MDS 9132T switches, the Cisco UCS
Fabric Interconnects, and the NetApp AFF Storage systems. Before you configure the zoning details, decide how
many paths are needed for each LUN and extract the WWPN numbers for each of the HBAs from each server.

For this solution, we created 4 vHBAs on each server node. As listed in Table 3 and into UCS Service Profile
Template configuration section, we have configured vHBAO and vHBA1 for carrying FC Network Traffic & Boot
from SAN through MDS-A and MDS-B Switch. We have configured vHBA2 and vHBA3 for NVMe/FC Network
Traffic (Oracle RAC Storage Traffic) through MDS-A and MDS-B Switch.

To create and configure the Fibre channel zoning, follow these steps:

1. Log into the Cisco UCS Manager > Equipment > Chassis > Servers and select the desired server. On the
right-hand menu, click the Inventory tab and HBA's tab to get the WWPN of HBA's as shown below:
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2. Login into the NetApp storage controller and extract the WWPN of FC LIFs configured and verify all the port
information is correct. This information can be found in the NetApp Storage GUI under Network > Network
Interfaces.

Now you have configured 2 SVMs. One SVM named “Infra-SVM” was configured to carry FC network traffic for
SAN Boot while the second SVM, named “ORA19C-SVM” was configured to run NVMe/FC Network Traffic for
Oracle RAC Databases. The screenshot below shows the allowed protocols configured for both SVMs.

FlexPod-A800::> vserver show -allowed-protocols fcp
Admin Operational Root
Vserver State State Volume Aggregate

Infra-SVM data default running running svm_root
FlexPod-A800::> vserver show -allowed-protocols nvme

Admin Operational Root
Vserver Subtype State State Volume

ORA19C-SVM data default running running ORA19CSVM_
root

The screenshot below shows the network interface, WWPN and ports connectivity configured for NetApp AFF
A800 Storage Controller.

For SVM “Infra-SVM”, four FC Logical Interfaces (LIFs) are created on storage controller cluster node 1
(node1_lif02a, node1_lif02b, node1_lif02¢c and node1_lif02d) and four Fibre Channel LIFs are created on stor-
age controller cluster node 2 (node2_lif02a, node2_lif02b, node2_lif02¢c and node2_lif02d).

For SVM “ORA19C-SVM”, two NVMe Logical Interfaces (LIFs) are created on storage controller cluster node 1
(node1_lif02a and node1_lif02c) and two NVMe LIFs are created on storage controller cluster node 2
(node2_lif02a and node?2_lif02c).



Network Interfaces

Dashboard + Create Edit elete fo Status = Migrate Send to Home C Refresh
Applications & Tiers  » = | Interface Name =  Storage Vi.. = | IP Address/WWPN = | Current Part = |HomePort = Data..= Manag Subn. = | R.. ¥ | VIP LIF 3
@ nodel_if02a Infra-5VM 20001:00:a0:98:b9:25:08 FlexPod-ABDO-CT1:2a Yes fcp No NA Data No
Storage »
= @ nodel lifi2b Infra-SVM 20:02:00:a0:98:09:25:08  FlexPod-AB00-CT1:2b Yes fcp Mo -NA- Data  No
Network - @ nodel lif02c Infra-5vM 20:03:00:20:98:0%:25:08  FlexPod-ABDO-CT1:2c Yes fcp No -MA- Data  No
@ nodel _lifo2d Infra-5Vd 20:04:00:a0:98:b2:25:08 FlexPod-AB00-CT1:2d Yes fep No -NA- Data  No
Subnets
@  node?_lil02a Infra-SvM 20:05:00a0:98:0925:08  FlexPod-ABDO-CT2:2a Yes fep No -NA- Data  No
Network Interfaces @ node2 Jifi2b Infra-SVM 20:06:00:30:98:09:25:08  FlexPod-AB00.CT2:2b Yes fop Mo -MA- Data Mo
Ethernet Ports @ node2_lifd2e Infra-SvM 20:07:00:a0:98:09:25:08  FlexPod-ABDO-CT2:2c Yes fcp No -NA- Data  No
@ node2 lifo2d Infra-SWM 20:08:00:a0:98:09:25:08  FlexPod-ABDO-CT2:2d Yes fcp No -NA- Data  No
Broadcast Domains
@ ABOO NVMe 01 2a ORATSCSVM 2004000009809 25:08  FlexPod ABDD-CT1:2a Yes fc_nvme  No MA Data  No
FC,I'FCDE and NVMe @  ARDD NVMe 01 2¢ ORATSC-5VM 2015:00:a0:98:09:25:08 FlexPod-ABDD-CT1:2c Yes fo_nvme No NA Data No
Adapters
Pt @  ABOO-NVMe-02-2a ORA19C-SVM 20016:00:20:98:0%:25:08  FlexPod-ABDO-CT2:2a Yes fc_nvme  No -MA- Data  No
IPspaces @  ABDO-NVMe-02-2¢ ORA19C-SVM  20:21:00:20:98:0%:25:08  FlexPod-ABDO-CTZ:2c Yes fcnvme  No -MA- Data  No
. @ flexpod-ora-ntap-01_clus1 Cluster 169.254.190.193 FlexPod-AB00-CT1:eba Yes nane No -NA- Clus... No
g Protection »
@ flexpod-ora-ntap-01_clus2 Cluster 169.254.225.10 FlexPod-ABOO-CT1:ela Yes none No -MA- Clus... No
£ Events& Jobs * | @ flexpodorantap-02 clusi  Cluster 169.254,119.193 FlexPod-AB00-CT2:0a Yes none No  -NA Clus... No
E Configuration » @  flexpod-ora-ntap-02_clus? Cluster 169.254.221.75 FlexPod-AB00-CT2:ela Yes none No -NA- Clus... No

‘& You can also obtain this information by login to the storage cluster and run the network interface show
command.

Create Device Aliases for Zoning on MDS Switch A

To configure device aliases and zones for FC and NVMe/FC Network data paths on MDS switch A, follow these
steps:

1. Login as admin user and run the following commands MDS switch A:

configure terminal
device-alias database

device-alias name Flexl-hbaO pwwn 20:00:00:25:b5:99:aa:00

device-alias name Flexl-hba2 pwwn 20:00:00:25:b5:99:aa:01

device-alias name Flex2-hba0 pwwn 20:00:00:25:b5:99:aa:02

device-alias name Flex2-hba2 pwwn 20:00:00:25:b5:99:aa:03

device-alias name Flex3-hba0 pwwn 20:00:00:25:b5:99:aa:04

device-alias name Flex3-hba2 pwwn 20:00:00:25:b5:99:aa:05

pwwn 20:00:00:25:b5:99:aa:06
pwwn 20:00:00:25:b5:99:aa:07

device-alias name Flex4-hbal

device-alias name Flex4-hba2

device-alias name Flex5-hba0 pwwn 20:00:00:25:b5:99:aa:08

pwwn 20:00:00:25:b5:99:aa:09
pwwn 20:00:00:25:b5:99:aa:0a

device-alias name Flex5-hba2

device-alias name Flex6-hbal

device-alias name Flex6-hba2 pwwn 20:00:00:25:b5:99:aa:0b

device-alias name Flex7-hba0 pwwn 20:00:00:25:b5:99:aa:0c



device-alias name Flex7-hba2 pwwn 20:00:00:25:b5:99:aa:0d
device-alias name Flex8-hbaO pwwn 20:00:00:25:b5:99:aa:0e
device-alias name Flex8-hba2 pwwn 20:00:00:25:b5:99:aa:0f
device-alias name FlexPod-A800-01-2a pwwn 20:01:00:20:98:b9:25:08
device-alias name FlexPod-A800-01-2b pwwn 20:02:00:a0:98:b9:25:08
device-alias name FlexPod-A800-02-2a pwwn 20:05:00:a20:98:b9:25:08
device-alias name FlexPod-A800-02-2b pwwn 20:06:00:20:98:b9:25:08
device-alias name A800-NVMe-01l-2a pwwn 20:14:00:20:98:b9:25:08
device-alias name A800-NVMe-02-2a pwwn 20:16:00:20:98:b9:25:08
device-alias commit

copy run start

Create Device Aliases for Zoning on MDS Switch B

To configure device aliases and zones for the FC and NVMe/FC Network data paths on MDS switch B, follow
these steps:

1. Login as admin user and run the following commands on MDS switch B:

configure terminal
device-alias database

device-alias name Flexl-hbal pwwn 20:00:00:25:b5:99:bb:00
device-alias name Flexl-hba3 pwwn 20:00:00:25:b5:99:bb:01
device-alias name Flex2-hbal pwwn 20:00:00:25:b5:99:bb:02
device-alias name Flex2-hba3 pwwn 20:00:00:25:b5:99:bb:03
device-alias name Flex3-hbal pwwn 20:00:00:25:b5:99:bb:04
device-alias name Flex3-hba3 pwwn 20:00:00:25:b5:99:bb:05
device-alias name Flex4-hbal pwwn 20:00:00:25:b5:99:bb:06
device-alias name Flex4-hba3 pwwn 20:00:00:25:b5:99:bb:07
device-alias name Flex5-hbal pwwn 20:00:00:25:b5:99:bb:08
device-alias name Flex5-hba3 pwwn 20:00:00:25:b5:99:bb:09
device-alias name Flex6-hbal pwwn 20:00:00:25:b5:99:bb:0a
device-alias name Flex6-hba3 pwwn 20:00:00:25:b5:99:bb:0b
device-alias name Flex7-hbal pwwn 20:00:00:25:b5:99:bb:0c
device-alias name Flex7-hba3 pwwn 20:00:00:25:b5:99:bb:0d
device-alias name Flex8-hbal pwwn 20:00:00:25:b5:99:bb:0e
device-alias name Flex8-hba3 pwwn 20:00:00:25:b5:99:bb:0f
device-alias name FlexPod-A800-01-2c pwwn 20:03:00:a0:98:b9:25:08
device-alias name FlexPod-A800-01-2d pwwn 20:04:00:20:98:b9:25:08
device-alias name FlexPod-A800-02-2c pwwn 20:07:00:20:98:b9:25:08
device-alias name FlexPod-A800-02-2d pwwn 20:08:00:a20:98:b9:25:08
device-alias name A800-NVMe-01-2c pwwn 20:15:00:20:98:b9:25:08



device-alias name A800-NVMe-02-2c pwwn 20:21:00:20:98:b9:25:08
device-alias commit
copy run start

For each of the SVM (Infra-SVM and ORA19C-SVM) and its corresponding WWPN, you will create its individual
zoning (FC Zoning for Boot and NVMe/FC Zoning for NVMe/FC network traffic).

Create Zoning for Boot

To configure the SAN Boot on each node, configure the zoning on both MDS switches as detailed in the follow-
ing sections.

Cisco MDS Switch A

To configure the zones on MDS Switch A, follow these steps:
1. Login as admin user.
2. Create the zones for each server:

configure terminal
zone name FlexlA-Boot vsan 151

member device-alias Flexl-hbaO init

member device-alias FlexPod-A800-01-2a target

member device-alias FlexPod-A800-02-2a target
zone name Flex2A-Boot vsan 151

member device-alias Flex2-hba0O init

member device-alias FlexPod-A800-01-2a target

member device-alias FlexPod-A800-02-2a target
zone name Flex3A-Boot vsan 151

member device-alias Flex3-hba0O init

member device-alias FlexPod-A800-01-2a target

member device-alias FlexPod-A800-02-2a target
zone name Flex4A-Boot vsan 151

member device-alias Flex4-hbaO init

member device-alias FlexPod-A800-01-2a target

member device-alias FlexPod-A800-02-2a target
zone name Flex5A-Boot vsan 151

member device-alias Flex5-hba0 init

member device-alias FlexPod-A800-01-2a target

member device-alias FlexPod-A800-02-2a target
zone name Flex6A-Boot vsan 151

member device-alias Flex6-hba0 init

member device-alias FlexPod-A800-01-2a target



member device-alias FlexPod-A800-02-2a
zone name Flex7A-Boot vsan 151

member device-alias Flex7-hba0O init

member device-alias FlexPod-A800-01-2a

member device-alias FlexPod-A800-02-2a
zone name Flex8A-Boot vsan 151

member device-alias Flex8-hba0O init

member device-alias FlexPod-A800-01-2a

member device-alias FlexPod-A800-02-2a

3. Create Zoneset and add all the members:

zoneset name Flex-A vsan 151
member FlexlA-Boot
member Flex2A-Boot
member Flex3A-Boot
member Flex4A-Boot
member Flex5A-Boot
member Flex6A-Boot
member Flex7A-Boot

member Flex8A-Boot

4. Activate the Zoneset and save the configuration:

zoneset activate name Flex-A vsan 151

copy run start

Cisco MDS Switch B

target

target

target

target

target

To configure zones on MDS Switch B, follow these steps:

1. Login as admin user.
2. Create the zones for each server:

configure terminal

zone name FlexlB-Boot vsan 152
member device-alias Flexl-hbal init
member device-alias FlexPod-A800-01-2c
member device-alias FlexPod-A800-02-2c

zone name Flex2B-Boot vsan 152
member device-alias Flex2-hbal init
member device-alias FlexPod-A800-01-2c
member device-alias FlexPod-A800-02-2c

zone name Flex3B-Boot vsan 152

target

target

target

target



member device-alias Flex3-hbal init

member device-alias FlexPod-A800-01-2c

member device-alias FlexPod-A800-02-2c
zone name Flex4B-Boot vsan 152

member device-alias Flex4-hbal init

member device-alias FlexPod-A800-01-2c

member device-alias FlexPod-A800-02-2c
zone name Flex5B-Boot vsan 152

member device-alias Flex5-hbal init

member device-alias FlexPod-A800-01-2c

member device-alias FlexPod-A800-02-2c
zone name Flex6B-Boot vsan 152

member device-alias Flex6-hbal init

member device-alias FlexPod-A800-01-2c

member device-alias FlexPod-A800-02-2c
zone name Flex7B-Boot vsan 152

member device-alias Flex7-hbal init

member device-alias FlexPod-A800-01-2c

member device-alias FlexPod-A800-02-2c
zone name Flex8B-Boot vsan 152

member device-alias Flex8-hbal init

member device-alias FlexPod-A800-01-2c

member device-alias FlexPod-A800-02-2c

Create Zoneset and add all the members:

zoneset name Flex-B vsan 152
member FlexlB-Boot
member Flex2B-Boot
member Flex3B-Boot
member Flex4B-Boot
member Flex5B-Boot
member Flex6B-Boot
member Flex7B-Boot

member Flex8B-Boot

Activate the Zoneset and save the configuration.

zoneset activate name Flex-B vsan 152

copy run start

target
target

target
target

target
target

target
target

target
target

target
target



Create Zoning for NVMe/FC

To configure the NVMe/FC on each node, configure the zoning on both MDS switches as detailed in the follow-
ing sections.

Cisco MDS Switch A
To configure NVMe/FsC zones on MDS Switch A, follow these steps:

1. Login as admin user.
2. Create the zones for each server:

configure terminal
zone name FlexlA-NVMe vsan 151
member device-alias Flexl-hba2 init
member device-alias A800-NVMe-0l1l-2a target
member device-alias A800-NVMe-02-2a target
zone name Flex2A-NVMe vsan 151
member device-alias Flex2-hba2 init
member device-alias A800-NVMe-0l1-2a target
member device-alias A800-NVMe-02-2a target
zone name Flex3A-NVMe vsan 151
member device-alias Flex3-hba2 init
member device-alias A800-NVMe-0l1-2a target
member device-alias A800-NVMe-02-2a target
zone name Flex4A-NVMe vsan 151
member device-alias Flex4-hba2 init
member device-alias A800-NVMe-0l1l-2a target
member device-alias A800-NVMe-02-2a target
zone name Flex5A-NVMe vsan 151
member device-alias Flex5-hba2 init
member device-alias A800-NVMe-01-2a target
member device-alias A800-NVMe-02-2a target
zone name Flex6A-NVMe vsan 151
member device-alias Flex6-hba2 init
member device-alias A800-NVMe-0l1-2a target
member device-alias A800-NVMe-02-2a target
zone name Flex7A-NVMe vsan 151
member device-alias Flex7-hba2 init
member device-alias A800-NVMe-0l1l-2a target
member device-alias A800-NVMe-02-2a target

zone name Flex8A-NVMe vsan 151



member device-alias Flex8-hba2 init
member device-alias A800-NVMe-01-2a target
member device-alias A800-NVMe-02-2a target

3. Add all the members into Zoneset:

zoneset name Flex-A vsan 151
member FlexlA-NVMe
member Flex2A-NVMe
member Flex3A-NVMe
member Flex4A-NVMe
member Flex5A-NVMe
member Flex6A-NVMe
member Flex7A-NVMe

member Flex8A-NVMe

4. Activate the Zoneset and save the configuration.

zoneset activate name Flex-A vsan 151

copy run start

Cisco MDS Switch B
To configure NVMe/FC zones on MDS Switch B, follow these steps:

1. Login as admin user.
2. Create the zones for each server:

configure terminal
zone name FlexlB-NVMe vsan 152
member device-alias Flexl-hba3 init
member device-alias A800-NVMe-01-2c target
member device-alias A800-NVMe-02-2c target
zone name Flex2B-NVMe vsan 152
member device-alias Flex2-hba3 init
member device-alias A800-NVMe-0l1l-2c target
member device-alias A800-NVMe-02-2c target
zone name Flex3B-NVMe vsan 152
member device-alias Flex3-hba3 init
member device-alias A800-NVMe-0l1-2c target
member device-alias A800-NVMe-02-2c target
zone name Flex4B-NVMe vsan 152
member device-alias Flex4-hba3 init

member device-alias A800-NVMe-01-2c target



member device-alias A800-NVMe-02-2c target
zone name Flex5B-NVMe vsan 152

member device-alias Flex5-hba3 init

member device-alias A800-NVMe-0l1-2c target

member device-alias A800-NVMe-02-2c target
zone name Flex6B-NVMe vsan 152

member device-alias Flex6-hba3 init

member device-alias A800-NVMe-01l-2c target

member device-alias A800-NVMe-02-2c target
zone name Flex7B-NVMe vsan 152

member device-alias Flex7-hba3 init

member device-alias A800-NVMe-0l1-2c target

member device-alias A800-NVMe-02-2c target
zone name Flex8B-NVMe vsan 152

member device-alias Flex8-hba3 init

member device-alias A800-NVMe-0l1l-2c target

member device-alias A800-NVMe-02-2c target

3. Create Zoneset and add all the members.

zoneset name Flex-B vsan 152
member Flexl1B-NVMe
member Flex2B-NVMe
member Flex3B-NVMe
member Flex4B-NVMe
member Flex5B-NVMe
member Flex6B-NVMe
member Flex7B-NVMe

member Flex8B-NVMe

4. Activate the Zoneset and save the configuration.

zoneset activate name Flex-B vsan 152

copy run start

Verify FC Ports on MDS Switch
To verify the FC ports on the MDS switch, follow these steps:

1. Login as admin user into MDS Switch A and run the “show flogi database vsan 151” to verify all FC ports.



ORA19C-FLEXPOD-MDS-A# show flogi database vsan 151

INTERFACE PORT NAME
fcl/5 0x5600cl :
fcl/5 0x5600c2 :01: 0:98:b9:25:
[FlexPod-A8600-01-2a]
fcl/5 0x5600c5 20:14:00:a0:98:b9:25:
[A800-NVMe-01-2a]
fcl/6 0x5600al 50:0a:0 2:80:73:87:
fcl/6 0x5600a2 20:02:00:a0:98:b9:25:
[FlexPod-A800-01-2b]
fcl/7 0x560101 50:0a:09:81:80:d3:86:
fcl/7 0x560102 20:05:00:80:98:b9:25:
[FlexPod-A800-02-2a]
fcl/7 0x560105 20:16:00:20:98:b9:25:
[AB0O-NVMe-02-2a]
fcl/8 0x5600el 50:0a:09:82:80:d3:86:
fcl/8 0x5600e2 20:06:00:20:98:b9:25:
[FlexPod-A800-02-2b]
port-channel251 0x560080 24:fb:0 :9¢c:b0:52:
port-channel251 0x5601a0 20:00:00:25:b5:99:aa:
[Flex2-hba0]
port-channel251 0x5601al 20:00:00:25:b5:99:aa:
[Flex2-hba2]
port-channel251 0x5601a2 20:00:00:25:b5:99:aa:
[Flex3-hba0]
port-channel251 0x5601a3 20:00:00:25:b5:99:aa:
[Flex4-hba0]
port-channel251 0x5601a4 20:00:00:25:b5:99:aa:
[Flex5-hba0]
port-channel251 0x5601a5 20:00:00:25:b5:99:aa:
[Flex1-hba0]
port-channel251 0x5601a6 20:00:00:25:b5:99:aa:
[Flexl-hba2]
port-channel251 0x5601a7 20:00:00:25:b5:99:aa:
[Flex7-hba@]
port-channel251 0x5601a8 20:00:00:25:b5:99:aa:
[Flex6-hba0]
port-channel251 0x5601a9 20:00:00:25:b5:99:aa:
[Flex8-hba0]
port-channel251 0x5601aa 20:00:00:25:b5:
[Flex3-hba2]
port-channel251 0x5601lab 20:00:00:25:b5:
[Flex4-hba
port-channel251 0x560lac 20:00:00:25:b5:
[Flex5-hba2]
port-channel251 0x5601ad 20:00:00:25:b5:
[Flex6-hba2]
port-channel251 151 0x560lae 20:00:00:25:b5:
[Flex8-hba2]
port-channel251 151 ©0x560laf 20:00:00:25:b5:
[Flex7-hba2]

Total number of flogi = 27.

2. Login as admin user into MDS Switch B and run the “show flogi database vsan 152” to verify all FC ports.



ORA19C-FLEXPOD-MDS-B# show flogi database vsan 152

0xal0002 50:0a:09:83:80:73:87:

Oxal0003 20:03:00:a80:98:b9:25:

[FlexPod-A800-01-2c]

Oxal0006 20:15:00:a80:98:b9:25:

[A800-NVMe-01-2c]

0xal0042 50:0a:09:84:80:73:87:

152 0xal0043 20:04:00:20:98:b9:25:

[FlexPod-A800-01-2d]

152 0xal0022 50:0a:09:83:80:d3:86:

152 0xal0023 20:07:00:a0:98:b9:25:

[FlexPod-A800-02-2c]

152 0xal0029 20:21:00:a0:98:b9:25:

[A800-NVMe-02-2c]

152 0xalP062 50:0a:09:84:80:d3:86:

152 0xal0063 20:08:00:a0:98:b9:25:

[FlexPod-A800-02-2d]

port-channel252 152 0xal0080 24:fc:00:3a:9c:af:13:

port-channel252 152 0xal0081 20:00:00:25:b5:99:bb:
[Flex2-hbal]

port-channel252 152 0xal0082 20:00:00:25:b5:99:bb:
[Flex2-hba3]

port-channel252 152 0xal0083 20:00:00:25:b5:99:bb:
[Flex3-hbal]

port-channel252 152 0xal0084 20:00:00:25:b5:99:bb:
[Flex4-hbal]

port-channel252 152 0xal0085 20:00:00:25:b5:99:bb:
[Flex5-hbal]

port-channel252 152 0xal0086 20:00:00:25:b5:99:bb:
[Flexl-hbal]

port-channel252 152 0xal0087 20:00:00:25:b5:99:bb:
[Flex1-hba3]

port-channel252 152 0xal0088 20:00:00:25:b5:99:bb:
[Flex7-hbal]

port-channel252 152 0xal0089 20:00:00:25:b5:99:bb:
[Flex6-hbal]

port-channel252 152 0xal008a 20:00:00:25:b5:99:bb:
[Flex8-hbal]

port-channel252 152 0xal008b 20:00:00:25:b5:99:bb:
[Flex3-hba3]

port-channel252 152 0xal008c 20:00:00:25:b5:99:bb:
[Flex4-hba3]

port-channel252 152 0xal008d 20:00:00:25:b5:99:bb:
[Flex5-hba3]

port-channel252 152 0xal008e 20:00:00:25:b5:99:bb:
[Flex6-hba3]

port-channel252 152 0xal008f 20:00:00:25:b5:99:bb:
[Flex7-hba3]

port-channel252 152 0xal0090 20:00:00:25:b5:99:bb:
[Flex8-hba3]

Total number of flogi

This concludes both MDS Switch configurations.



Configure NetApp AFF A800 Storage

The high-level steps for configuring the NetApp Storage for this solution is shown below:

NetApp Storage Configuration

» NetApp A800 Initial Setup

> Activate Licenses

» Configure Storage Cluster

» Configure Aggregates, SVM (FC & NVMe)
» Configure Network LIFs

» Create FC Boot Volumes & LUNs

» Create Subsystems

» Create Namespaces

» Create Snapshots

NetApp Storage Connectivity

‘ﬁ It is beyond the scope of this document to explain the detailed information about the NetApp storage
connectivity and infrastructure configuration. For mstallatlon and setup instruction for the NetApp AFF
A800 System, go to: https://docs.netapp.
install-setup%2FGUID-91FA78D3-A39E-451D-BB17- 6476972A0716 html

For more information, go to the Cisco site: https://www.cisco.com/c/en/us/solutions/design-zone/data-center-

design-quides/flexpod-design-quides.html

This section describes the storage layout and design considerations for the database deployment. The screen-
shot below shows the SVM (formally known as Vserver) and FC Interfaces configuration. For this solution, we
configured two SVM. The first SVM named as “Infra-SVM” was configured to carry FC network traffic for SAN


https://docs.netapp.com/platstor/index.jsp?topic=%2Fcom.netapp.doc.hw-a800-install-setup%2FGUID-91FA78D3-A39E-451D-BB17-6476972A0716.html
https://docs.netapp.com/platstor/index.jsp?topic=%2Fcom.netapp.doc.hw-a800-install-setup%2FGUID-91FA78D3-A39E-451D-BB17-6476972A0716.html
https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-guides.html
https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-guides.html

Boot while the second SVM named as “ORA19C-SVM” was configured to run NVMe/FC Network Traffic for Ora-
cle RAC Databases. The screenshot below shows the allowed protocols configured for both the SVMs.

FlexPod-A800: :> vserver show -allowed-protocols fcp
Admin Operational Root
Vserver Type Subtype State State Volume Aggregate

Infra-SVM data default running running svm_root

FlexPod-A800: :> vserver show -allowed-protocols nvme
Admin Operational Root
Vserver Type Subtype State State Volume

ORA19C-SVM data default running running ORA19CSVM _
root

For the FC SVM (Infra-SVM), four FC Logical Interfaces (LIFs) are created on storage controller cluster node 1
(node1_lif02a, node1_lif02b, node1_lif02¢c and node1_lif02d) and four Fibre Channel LIFs are created on stor-
age controller cluster node 2 (node2_lif02a, node2_lif02b, node2_lif02¢c and node2_lif02d) as shown below.

— SVM Infra-5VM v

E Dashboard SVM Settings # Edit W Stop C Refresh
Applications & Tiers » Protocols
F5 Slatus: FCARCeL service is running
[
EEERE: N WWNN: 20:00:00:a0:98:b9:25:08
Nodes —
I I FCFCOE Interfaces:
Aggregates & » MW Metwork Interface WWPN Current Port Status
Disks o
Policies nodel lif02a FlexPod-ABO0-CT1:2a Enabled
SVMs - -
DL Expaort Policies node_lif02h FlexPod 1-CT1:2k Enabled
Volumes nodel N02c FlexPod-, Enabled
rodel_lif02d 20:04:00:30:98:0%:25:08 FlexPod ABDD-CT1:2d Fnabled
LUNs
3] node2 lif02a Enabled
3 < oS Fe node2 l02b Cnabled
Shares Services niode?_lif2c Enabled
w node2 lifo2d 2506 FlexPod-AB00-CT2:2d Enabled
Qtrees ) o
~ nfig
Quotas

Junction Paths Kerberos Interface
Network » b

For the NVMe SVM (ORA19C-SVM), two NVMe Logical Interfaces (LIFs) are created on storage controller cluster
node 1 (node1_lif02a and node1_lif02c) and two NVMe LIFs are created on storage controller cluster node 2
(node2_lif02a and node?2_lif02c).



SVM  oratac-sym v

Dashboard

SVM Settings
MVMe Service @ Running  Stop Service
Applications & Tiers » Protocols
MNVMe Host Count 32
CIFS
MVMe Transport FC-MWMe
E Storage - NFS
Modes SCSI MNVMe Network Interface and Adapter Details
FC/FCoF
Aggregates & ° NVMe Network Interface = | Node = Current Port = Stalus
. L3 NVMe
Disks _ ABOC-NYMe-01-2a FlexPod-ABI0-CT1 2a @ Enabled
Policies. .
SVMs ABO-NVYMe-01-2¢ HexPod-ABDO-CT1 2o @ Enabled
Export Paolicies
ARDD NYMe 02 2a FlexPod ABDO CT2 ?a @ Fnabled
Volumes Ffficiency Policies
. i ABND-NYMe.02-2¢ FlexPod-ABN0-CT2 7 @ Enabled
Protection Policies
LUNs -
&napshot Policies
NVMe 13 oS Policy Groups
Services
Shares
MNIS
Qtrees I DAF Client
LDAP Configuration
Quotas
Kerberos Realm
Junction Paths Kerberas Interface
DMNS/DDNS
-—:—. Network » !

As shown above, for both the storage controller nodes (FlexPod-A800-CT1 and FlexPod-A800-CT2), we have
used ports 2a, 2b and 2c, 2d to configure LIFs. WWPN of these LIFs are used for zoning into the MDS switches
for storage to MDS connectivity as explained earlier.

For all the database deployment, we have configured two aggregates (one aggregate on each storage node)
and each aggregate contains 12 SSD (1.75 TB Each) drives that were subdivided into RAID DP groups as shown
below.

)

Dashboard + Create /' Edit i MoreActions (& Refresh -]

‘ Status = HName = Nade ?i Used (%) — Availabl..— Used 5. = Total5.. — FabricP., — Coud T — Volu... — Disk ..

Applications & Tiers ¥

Storage = + S aggrt) flexpod_ora_ntap_1_0 FlexPod-ABD0-CTY 95 166 GR 152.22 GA 159.89 GE Mo NA- 1 10
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We created 8 LUNs for SAN boot and mapped those with the corresponding Linux host initiators to boot from
SAN. For database deployment, we created multiple subsystem and namespaces. We also distributed equal
number of subsystems on the storage controller by placing those into the aggregate equally. We will explain the
subsystem configuration in the database creation section.



Operating System and Database Deployment

The design goal of the reference architecture was to best represent a real-world environment as closely as pos-
sible. As explained in the earlier section, service profile was created within Cisco UCS Manager to rapidly deploy
all the stateless servers to deploy an eight node Oracle RAC. SAN boot LUNs for these servers were hosted on
the NetApp Storage Cluster to provision the OS on top it. Zoning was performed on the Cisco MDS switches to
enable the initiators discover the targets during boot process.

Each Server node has a dedicated single LUN to install operating system. For this solution, we have installed Or-
acle Linux Server 8.2 (RHCK 4.18.0-193.el8.x86_64) on these LUNs and configured NVMe/FC connectivity with
all the prerequisite packages for installing Oracle Software to create an eight node Oracle Multitenant RAC 19c¢
database solution.

The high-level steps to configure Linux Hosts and deploy the Oracle RAC Database solution is shown below:

Install Oracle Linux OS & Configure NVMe/FC

Install OS, Set Default Kernel to RHCK & Configure Network Interfaces
Install Supported ENIC & FNIC Linux Drivers

Configure BIOS, Native Multipathing & NVMe/FC settings

Configure Storage SVM & NVMe Subsystems

Discover & Connect NVMe Targets

VVVVYY

Oracle Grid Infrastructure & Database Deployment
» Configure Pre-requisites and additional OS requirements
» Install Oracle 19¢ Grid Infrastructure
» Install Oracle 19c Database
» Create Container & Non-Container RAC Databases

Hardware Calibration & Database Stress Tests

» FIO Tests

» SLOB Calibration Tests

» One OLTP Database (Container with 1 Pluggable) running SwingBench
SOE Stress Tests

» Two OLTP Database (Container with 2 Pluggable) running SwingBench
SOE Stress Tests

» One DSS Database (Container with 1 Pluggable) running SwingBench SH
Stress Tests

» Multiple Databases (OLTP + DSS) running SwingBench SOE & SH Stress
Tests




Configure OS

& The detailed installation process is not contained in this document, but the following section describes the
key steps for OS installation.

To Configure OS, follow these steps:
1. Download the Oracle Linux 8.2 OS image from https://edelivery.oracle.com/linux

2. Launch KVM console on desired server by going to tab Equipment > Chassis > Chassis 1 > Servers > Server
1 > from right side windows General > and select KVM Console to open KVM.

Equipment | Chassis |/ Chassis 1 / Servers | Server1

[
A ‘ General

Inventory Virtual Machines Installed ¥

CIMC Sessons SEL Logs VIF Paths Health Diagnostics Faults Events FSM

» 10 Modules

» PSus

Adapters
v Adapter |

» DCE Interfaces

Fault Summary

® O

0 1]

Status
Overall Status © ¢ OK

+) Status Details

Physical Display

v HBAS
HBA 1 Actions
HBA 2
Create Service Profile
HBA 3
HEA ¢
v NCs
NIC 1
) Properties
NIC 2 Shutdown Server
» SCSIvNICs Res Siot ID A Chasss ID % §
» Server 2 ac Product Name Cisco UCS B200 M5 2 Socket Blade Server
pASERCD Vendar Cisco Systems Inc D . UCSB-B200-MS
» Serverd
Revision =0 Serial © FLM23220D07Q
* Chassis 2
» Fans Manulacturing Date 2019-05-31
» 10 Modules Aneing
Vibw Heakh LED Albrrie
> Pl Viaw Health LE Alarmm: Nema 4
v Servers
» Server 1 v

3. Click Accept security and open KVM. Activate Virtual Devices and map the Oracle Linux ISO image from the
top right corner menu options, and then reboot the server.

4. When the Server starts booting, it will detect the NetApp Storage active FC paths as shown below. If you see
the following message in the KVM console while the server is rebooting along with the target WWPNSs, it
confirms the setup and zoning is done correctly and boot from SAN will be successful.


https://edelivery.oracle.com/linux

cisco. UCS KVM B = C %3 ? G

KVM Console Properties

AVAGO Cisco FlexStorage 12G SAS 4.620.01-7333

3 JBOD(s) found on the host adapter
0 Virtual Drive(s) found on the host adapter.
Adapter BIOS Disabled. No Logical Drive Handled by BIOS on HA - ©

©® JBOD(s) handled by BIOS
3 Virtual Drive(s) handled by BIOS

ress <Ctrl1><R> to Enable BIOS

Cisco VIC FC, Boot Driver Uersion
2016 Cisco Systems, Inc.
PP )0100a098bH9I2508 : 000
NETAPP 200506 3
Jption ROM ins successfully

Cisco VIC FC, Boot Driver VUersion

(C) 2016 C ems, Inc.
NETAPP : )8b92508 : 000
NETAPP 200700a098b92508 : 000

Dption ROM installed successfully

5. During server boot order, it will detect the virtual media connected as Oracle Linux ISO DVD media and it
should launch the Oracle Linux OS installer. Select language and assign the Installation destination as
NetApp Storage LUN. Apply hostname and click “Configure Network” to configure all network interfaces. Al-
ternatively, you can only configure “Public Network” in this step. You can configure additional interfaces as
part of post OS install steps.

6. As a part of additional RPM package, we recommend selecting “Customize Now” option and relevant pack-
ages according to your environment.

7. After the OS install finishes, reboot the server, and complete the appropriate registration steps. You can
choose to synchronize the time with ntp server. Alternatively, you can choose to use Oracle RAC cluster
synchronization daemon (OCSSD). Both ntp and OCSSD are mutually exclusive and OCSSD will be setup
during GRID install if ntp is not configured.



Set Default Kernel to RHCK

Oracle Linux 8 Update 2 ships with two kernels:

o UEK R6 (kernel-uek-5.4.17-2011.1.2.el8uek) for x86_64 (Intel & AMD) and aarch64 (Arm) platform

o RHCK (kernel-4.18.0-193.el8) for x86_64 (Intel & AMD) platform
After installing Oracle Linux 8.2 on all the server nodes (flex1, flex2, flex3, flex4, fle5, flex6, flex7 and flex8), to
configure the default kernel to RHCK, follow these steps:

1. Check the list of installed kernel:

[rootRflexl ~]# 1ls -al /boot/vmlinuz*

lrwxrwxrwx 1 root root 32 Feb 21 23:43 /boot/vmlinuz -> /boot/vmlinuz-4.18.0-
193.el8.gv+

-rwxr-xr-x. 1 root root 9226480 Oct 15 17:07 /boot/vmlinuz-0-rescue-
8cabc4cbl7ac4fa5aad3028bfb737418

-rwxr-xr-x. 1 root root 9226480 Apr 29 2020 /boot/vmlinuz-4.18.0-193.e18.x86_ 64
-rwxr-xr-x. 1 root root 8923392 Apr 20 2020 /boot/vmlinuz-5.4.17-2011.1.2.el8uek.x86_ 64

2. Set the default kernel and reboot the node:
[root@flexl ~]# grubby --set-default=/boot/vmlinuz-4.18.0-193.e18.x86_ 64
[rootRflexl ~]# systemctl reboot

3. After the node reboots, verify the default kernel boot:
[root@flexl ~]# grubby --default-kernel
/boot/vmlinuz-4.18.0-193.e18.x86_64

4. Repeat steps 1-3 and configure the RHCL as the default kernel boot on all the nodes.

Configure Public and Private Network Interfaces

If you have not configured network interfaces during OS installation, then configure it now. Each node must have
at least two network interface or network adapters. One network interface is for the public network traffic and
the second interface is for the private network traffic (the node interconnects). The server nodes will access FC
and NVMe/FC network traffic through vHBA.

To configure public and private network interfaces, follow these steps:

1. Login as a root user into each node and go to /etc/sysconfig/network-scripts/

2. Configure Public network and Private network IP addresses according to your environments.

‘& Configure the Private and Public network with the appropriate IP addresses on all the Oracle RAC nodes

Install ENIC and FNIC Linux OS Driver

For this solution, we configured the following ENIC and FNIC drivers:



» ENIC: version: 4.0.0.14-802.74

e FNIC: version: 2.0.0.69-178.0
To install the ENIC and FNIC linux OS driver, follow these steps:

1. Download the supported UCS Linux Drivers “ucs-bxxx-drivers-linux.4.1.3b.iso” from this link:
https://software.cisco.com/download/home/283853163/type/283853158/release/4.1(3b

2. Mount the Driver ISO to Linux Host KVM and Install the relevant supported ENIC and FNIC driver for the Linux

OsS.

3. Check the current ENIC and FNIC version:

[rootRflexl ~]# cat
[rootRflexl ~]# cat
[rootRflexl ~]# rpm
[root@Rflexl ~]# rpm

/sys/module/enic/version
/sys/module/fnic/version
-ga | grep enic

-gqa | grep fnic

4. Install the supported ENIC and FNIC driver from RPM:

[root@flexl software]# rpm -ivh kmod-enic-4.0.0.14-802.74.rhel8u2.x86_ 64.rpm

[root@flexl software]# rpm -ivh kmod-fnic-2.0.0.69-178.0.rhel8u2.x86_ 64.rpm

5. Reboot the server and verify that the new driver is running:

[root@flexl ~]# rpm

-ga | grep enic

kmod-enic-4.0.0.14-802.74.rhel8u2.x86_64

[root@flexl ~]# rpm

-ga | grep fnic

kmod-£fnic-2.0.0.69-178.0.rhel8u2.x86_64

[root@flexl ~]# modinfo enic | grep version

version: 4.0.0.14-802.74

rhelversion: 8.2

srcversion: 7C8E065228B97E368868B1A

vermagic: 4.18.0-193.e18.x86_64 SMP mod_unload modversions

[root@flexl ~]# modinfo fnic | grep version

version: 2.0.0.69-178.0

rhelversion: 8.2

srcversion: 2133F5EOE629F689B9695F8

vermagic: 4.18.0-193.e18.x86_64 SMP mod unload modversions

6. Repeat steps 1-5 and configure the linux drivers on all the nodes.


https://software.cisco.com/download/home/283853163/type/283853158/release/4.1(3b)

‘& You should use a matching ENIC and FNIC pair. Check the Cisco UCS supported driver release for more

information about the supported kernel version; https://www.cisco.com/c/en/us/support/docs/servers-
unified-computing/ucs-manager/116349-technote-product-00.html

Configure NVMe/FC for Linux OS

The 4 vHBA are configured on each of the Linux host. HBA-0 and HBA-1 are for FC SAN Boot while HBA-2 and
HBA-3 are for carrying NVMe/FC Oracle RAC Storage Traffic. This section describes the high-level steps to
configure and enable NVMe/FC on one of the Linux Host.

‘& Repeat the following steps and configure the NVMe/FC for OS on all the nodes.

Install NVME CLI

NVME host discovery of NVME targets is triggered by NVME CLI that makes system call into NVME Linux core
kernel module to discover NVME namespaces behind an NVME target. This CLI is part of “nvme-cli-
1.*.x86_64.rpm” that can be installed from OS Installer DVD. In order to enable namespace discovery, the nvme
CLI rpm has to be installed, following the installation of FNIC driver.

To install the NVME CLI, follow this step:
1. Install “nvme-cli” tool rpom on each node:

[root@flexl ~]# rpm -ivh nvme-cli-1.9-5.e18.x86_64
[root@flexl ~]# rpm -ga nvme-cli

nvme-cli-1.9-5.e18.x86_64

Set Up Host NQN

NVME hosts and targets are distinguished through their NQN. Fnic NVME host reads its host ngn from the file
/etc/nvme/hostngn. Upon successful installation of the nvme-cli package, the hostngn file will be created auto-
matically for some OS versions, such as RHEL.

ﬂ If the /etc/nvme/hostnqgn file is not present after name-cli installed, then create the file manually

To set up the host NQN, follow these steps:
1. Generate hostngn through uuidgen script:

[root@flexl ~]# uuidgen
c9efe809-d3d0-4028-9018-cla648cd40c4

2. Append the unique UUID to NVME standard format of hostngn:

[root@flexl ~]# echo “ngn.2014-08.org.nvmexpress:uuid:c9efe809-d3d0-4028-9018-cla648cd40cd” >
/etc/nvme/hostngn


https://www.cisco.com/c/en/us/support/docs/servers-unified-computing/ucs-manager/116349-technote-product-00.html
https://www.cisco.com/c/en/us/support/docs/servers-unified-computing/ucs-manager/116349-technote-product-00.html

Setup Native Multipathing

For this solution, we enabled and configured “Native Multipathing” for NVMe/FC which is provided by nvme-
core. To enable native multipathing provided by nvme-core, follow these steps:

1. Enable multipathing on host by running the below command:

/sbin/mpathconf --enable

2. Setup GRUB to boot the kernel with NVME-multipath support:

grubby --args=nvme_core.multipath=Y --update-kernel /boot/vmlinuz-4.18.0-193.e18.x86_ 64

3. Save the file and reboot the host:

Set Up NVMe Retry Scheme

The existing NVME core may sometimes fail to discover targets/namespaces due to timing issues. In order to
make this operation fail-safe fnic automatic connect utility implements retry mechanism to retry target and
namespace discovery through NVME core. To configure the retry logic, follow these steps:

1. Configure Number of retry attempts:

echo "5" > /etc/nvme/connect retry attempts

2. Configure Delay between each retry attempt (in seconds):
echo "10" > /etc/nvme/connect retry delay

Load FNIC Driver

To load the FNIC driver module and verify it, run the following commands on the Linux host:

modprobe fnic
/sbin/lsmod | grep fnic

[root@flexl ~]# /sbin/lsmod | grep fnic
fnic 274432 8

nvme_fc 45056 1 fnic
scsi_transport_fc 69632 1 fnic

# When the modules are installed, they should come up automatically on system reboot.

After installing and configuring fnic driver, configure the storage array for NVMe/FC as explained in next section.

Configure Storage NVMe Subsystem

To configure subsystem on storage, follow these steps:

1. Login as admin user into NetApp Storage Array and go to > Storage > NVMe > Subsystems > and click
+Create.



1 ONTAP System Manager

#6: Switch to the new experience Type:  All v Search all Objects
_ NVMe Subsystem: Create

Dashboard

An NVMe subsystem presents a collection of storage systems, which are used to access NvMe namespaces.

Applications & Tiers » Tell me more about NVMe Subsystem

Nodes

SVM  ORAIICSVM v
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Disks
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i
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2. For this solution, configure four Subsystem on NVMe SVM “ORA19C-SVM” as “orasub1”, “orasub2”,
“orasub3” and “orasub4”. On each of the subsystem, select Host OS as “Linux” and add all the eight-host
unique “hostngn” as shown below.

Il ONTAP System Manager

€ Switch to the new experience Type: Al v search all Dbjects
_ NVMe Subsystem suM Al SvMs v

Dashboard

Search Subsystem = @
Applications & Tiers »

Storage - + Create Z Refresh

Hodes Name SVM Host 05 Host NQN Associated NVMe Namespaces

gggkr:gatcs & » orasubl ORALIC-SVM Linux 8 33
5]

SVMs orasub? ORALSC-5VM Linux 8 33
Volumes orasub3 ORAISC-SYM Linux 8 32

LUNs orasubd ORATSC-SVM Linux 8 32

NvMe -

NVMe
Namespaces

Subsystems
Shares
Qtrees

Quaotas

The overview of all the subsystems is shown below:



FlexPod-A800::> vserver nvme subsystem host show -vserver ORA19C-SVM
Vserver Subsystem Host NQN

ORA19C-SVM

orasubl

orasub?2

orasub3

orasub4

ngn

ngn.

ngn
ngn
ngn
ngn
ngn

nqgn.

ngn

ngn.

ngn

ngn.

ngn
ngn
ngn

nqgn
ngn
ngn
ngn

ngn.

nqgn

ngn.

ngn

nqgn
nqgn
ngn
ngn
ngn
ngn

ngn.

ngn

.2014-08.
.2014-08.
2014-08.
.2014-08.
.2014-08.
.2014-08.
.2014-08.
.2014-08.

2014-08.
.2014-08.
2014-08.
.2014-08.
2014-08.
.2014-08.
.2014-08.
.2014-08.

.2014-08.
.2014-08.
.2014-08.
.2014-08.
2014-08.
.2014-08.
2014-08.
.2014-08.

.2014-08.
.2014-08.
.2014-08.
.2014-08.
.2014-08.
.2014-08.
2014-08.
.2014-08.

32 entries were displayed.

.nvmexpress:
.nvmexpress:
.nvmexpress:
.nVmexpress:
.nVmMexpress:
.nvmexpress:
.NVMexpress:
.NnVmMexpress:

.nvmexpress:
.nVmexpress:
.NVmMexpress:
.nvmexpress:
.nvmexpress:
.nvmexpress:
.nVmexpress:
.nVmexpress:

.nvmexpress:
.nvmexpress:
.nvmexpress:
.nvmexpress:
.NnVmMexpress:
.nVmMexpress:
.nvmexpress:
.NVMexpress:

.nvmexpress:
.nvmexpress:
.nvmexpress:
.nVmexpress:
.nVmexpress:
.nVmexpress:
.nVmexpress:
.nvmexpress:

:79df90d3-6767-4796-946a-c4014429b35d
:8a074652-369d-4068-af90-0d203eelb916
:al3f8166-11eb-4a35-8151-f8f9el27dlae
:bd090ab6-d4b3-4965-9c2d-791540221f83
:c9efeB809-d3d0-4028-9018-c1ab648cd40c4
:e0ad84ae-0527-4442-abeb-5f89aaab69d44
:T82eb68c-405c-4a93-bf2b-500f3f5709ce
:falfbe91-bcaa-4593-b02b-1b4ded413df7

:79df90d3-6767-4796-946a-c4014429b35d
:8a074652-369d-4068-af90-0d203eelb916
:al3f8166-11eb-4a35-8151-f8f9el27dlae
:bd090ab6-d4b3-4965-9¢c2d-79f54022ff83
:c9efe809-d3d0-4028-9018-c1a648cd40c4
:efad84ae-0527-4442-abe6-5f8%9aaa69d44
: 82eb68c-405c-4a93-bf2b-500f3f5709ce
:falfbe91l-bcaa-4593-b02b-1b4ded413df7

:79df90d3-6767-4796-946a-c4014429b35d
:8a074652-369d-4068-af90-0d203eelb916
:al3f8166-11eb-4a35-8151-f8f9%el27dlae
:bd090ab6-d4b3-4965-9c2d-79f54022ff83
:c9efe809-d3d0-4028-9018-c1a648cd40c4
:e0ad84ae-0527-4442-abeb6-5f89%9aaab69d44
: f82eb68c-405¢c-4a93-bf2b-500f3f5709ce
:falfbe9l-bcaa-4593-b02b-1b4ded413df7

:79df90d3-6767-4796-946a-c4014429b35d
:8a074652-369d-4068-af90-0d203eelb916
:al3f8166-11eb-4a35-8151-f8f9el27dlae
:bd090ab6-d4b3-4965-9c2d-79f54022ff83
:c9efe809-d3d0-4028-9018-c1a648cd40c4
:efad84ae-0527-4442-abe6-5f8%9aaab69d44
: T82eb68c-405c-4a93-bf2b-500f3f5709ce
:falfbe91l-bcaa-4593-b02b-1b4ded413df7

You will configure the NVMe Namespaces and associate them to these four subsystems later in the database

creation section.

After configuring the storage NVMe Subsystem, connect the Linux hosts to NVMe Storage target as explained
below.

‘& “fcc” is a tool that is packaged with the driver and can be used to list the FC HBAs and discovered remote
ports and luns. Running the fcc without any arguments lists all FC (scsi) hosts, remote ports, and LUNs as
sown below:




[root@flexl ~]# fcc
FC HBAs:
HBA
host7
host8

Port ID
56:01:a5
al:00:86

Device
fnic7
fnic8

State
Online
Online

Port Name
20:00:00:25:b5:99:
20:00:00:25:b5:99:

host7
Path

7:0-0
7:0-1

Remote Ports:
Port Name
20:01:00:a0:98:b9:
20:05:00:a0:98:b9:

Port ID
56:00:c2
56:01:02

Roles
FCP Target
FCP Target

State
Online
Online

25:08
25:08

host7
Path

7:0:0:0
7:0:1:0

LUNs:
Device
sdb
sdc

State
running
running

Model
LUN C-Mode
LUN C-Mode

Vendor
NETAPP
NETAPP

Size
268 GB
268 GB

host8
Path

8:0-0
8:0-1

Remote Ports:
Port Name
20:07:00:20:98:b9:
20:03:00:20:98:b9:

Port ID
al:00:23
al:00:03

Roles
FCP Target
FCP Target

State
Online
Online

PAHL
25:08

host8
Path

8:0:0:0
8:0:1:0

LUNs:
Device
sdd
sde

State
running
running

Model
LUN C-Mode
LUN C-Mode

Vendor
NETAPP
NETAPP

Size
268 GB
268 GB

1. To list NVME hosts and NVME targets discovered by each host (FC-NVME only), run the following com-
mands:

[root@flexl ~]# fcc nlist

HBA WWNN WWPN Port ID

host3 0x20000025b5770000
Remote Ports:

0x20000025b599aa01 0x5601a6

0x201c00a098b92508
0x201c00a098b92508

host4

0x20000025b5770000
Remote Ports:

0x201c00a098b92508
0x201c00a098b92508

0x201400a098h92508
0x201600a098b92508

0x20000025b599bb01

0x201500a098b92508
0x202100a098b92508

0x5600c5
0x560105

0xal0087

0xal0006
0xal0029

2. The FNIC driver automatically discovers and connects to NVME controllers. NVME storage controllers are
automatically connected, and namespaces are discovered. User may also trigger manually to connect to
NVME namespaces using “fcc connect all” command. If NVME storage connectivity changes during run-
time, NVME controller discovery can also be manually triggered using “fcc discover all” command to discov-
er any target changes. The following command can be used to check the available paths for an NVME sub
system:



[root@flexl ~]# nvme list-subsys
nvme-subsys0 - NQN=ngn.1992-08.com.netapp:sn.7d535577075c11eba81b00ab98b954e3:subsystem.orasub3

\
\

+- nvme® fc traddr=nn-0x201c00ad98b92508:pn- Dx’OlgOOaOQonZJOo host traddr=nn-0x2 0 :pn-@ 00025b599bbO1 live
+- nvmel2 fc traddr=nn-0x201c00a098b925¢ 400a098b92508 host_traddr=nn-0x2000002 : 000025b599%aab1 live
+- nvmel3 fc traddr=nn-0x201c00ad98b925 n OxZOIGOOdOQSLGZJOu host_traddr=nn 0x7000002Jb)770000 pn-0x20000025b599%aab1 live
nvme-subsysl - NQN=nqgn.1992-08.com.netapp:sn.7d53 577075c11eba81b00adg8b954e3: subsystem.orasub4
\
+- nvmel fc traddr=nn-0x201c00a JﬂUQZJUQ4DH nxzul)ooaoudouz,oa host_traddr=nn-0x20000025 0 1pn-0xZ 0025b599bb0O1 live
+- nvmeld4d fc traddr=nn-0x201c 0 C : n-0x201600a098 508 host_traddr=nn-0x200 POO25b599aa01 live
+- nvmel5 fc traddr=nn-0x201c00a098b92508:pn- OxZOIlOOdOQBLQZJOO host_traddr=nn-0x2000 0000 :pn-0x20000025b599aa01 live
nvme-subsys?2 NQN=nqn.1992-08.com.netapp:sn. /dS'SS//O/Brl]»baﬁlh)Ua“HHhQSJQ'-quhsyﬁrﬁm Crasuh
\
+- nvmel® fc traddr=nn-0 c00ab9 2508:pn-0x201600a098b92508 host traddrfnn-OXZUUUEUZJD)//HUOU pn-0x20000025b599%aa01 live
+- nvme5 fc traddr=nn-0x201cO0aE 0x201500a098b92508 host_traddr=nn-0x20000025b5770 :pn-G 0025b599bb0O1 live
+- nvme9 fc traddr=nn-0x201c00ab98b925 -0x201400a098b92568 host traddr=nn-0x20000025b5770 :pn-06 00025b599%aa01 live
nvme-subsys3 NQN=nqn.1992-08.com.netapp:sn.7d535577075c11eba81b00ab98b954e3:subsystem.orasubl
+- nvme3 fc traddr=nn-0x- 0 J -0x201500a098b92508 host traddr=nn-0x20000025b¢ DOOO :pn-0x2006 . P1 live
+- nvmeb fc traddr=nn-0x260 0x201400a098b92508 host_traddr=nn-0x200000 C 025b599aa01 live
+- nvme?7 fc traddr=nn-0> 06 'ﬁ' 92508 :pn-0x201600a098b92508 host traddr=nn-0x20 25b5776 :pn-0x20000025b599%aa01 live

This concludes the NVMe/FC setup for the first Linux host. Repeat steps 1 and 2 on each remaining Linux hosts
to enable and configure NVMe/FC storage connectivity.

Next, configure the operating system prerequisites to install Oracle Grid and Oracle Database Software as ex-
plained in the following sections.

Configure BIOS

This section describes how to optimize the BIOS settings to meet requirements for the best performance and
energy efficiency for the Cisco UCS M5 generation of blade servers.

For more |nformat|on about BIOS settings, refer to:

servers/whlteoaoer c11-740098.pdf

# For this solution, we configured the BIOS settings as described in section Configure Server BIOS Policy.
Apply these settings according to your environments.

Disable C-States for OLTP Workloads

OLTP systems are often decentralized to avoid single points of failure. Spreading the work over multiple servers
can also support greater transaction processing volume and reduce response time. Make sure to disable Intel
IDLE driver in the OS configuration section. When Intel idle driver is disabled, the OS uses acpi_idle driver to
control the C-States.

ﬂ For latency sensitive workloads, it is recommended to always disable c-states in both OS and BIOS to
ensure c-states are disabled

If the CPU gets into a deeper C-state and not able to get out to deliver full performance quickly, then result is
unwanted latency spikes for workloads. To address this, it is recommended to disable C states in the BIOS and
in addition, Oracle recommends disabling it from OS level as well by modifying grub entries. To configure the
BIOS options by modifying in the “/etc/default/grub” file, run the following commands:

[rootRflexl ~]$ cat /etc/default/grub
GRUB_TIMEOUT=5


https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-b-series-blade-servers/whitepaper_c11-740098.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-b-series-blade-servers/whitepaper_c11-740098.pdf

GRUB_DISTRIBUTOR="$ (sed 's, release .*$,,g' /etc/system-release)"
GRUB_DEFAULT=saved

GRUB_DISABLE SUBMENU=true

GRUB_TERMINAL OUTPUT="console"

GRUB_CMDLINE LINUX="crashkernel=auto resume=/dev/mapper/ol-swap rd.lvm.lv=ol/root
rd.lvm.lv=o0l/swap rhgb quiet biosdevname=0 net.ifnames=0 nvme-core.multipath=Y numa=off
transparent_hugepage=never intel idle.max cstate=0 processor.max_cstate=0"

GRUB_DISABLE RECOVERY="true"
GRUB_ENABLE BLSCFG=true

Configure OS Prerequisites for Oracle Software

To successfully install Oracle RAC Database 19c software, configure the operating system prerequisites on all
eight nodes as explained in this section

‘& Follow the steps according to your environment and requirements. For more information, see the Install
and Upgrade Guide for Linux for Oracle Database 19C:
https://docs.oracle.com/en/database/oracle/oracle-database/19/cwlin/configuring-operating-systems-
for-oracle-grid-infrastructure-on-linux.html#GUID-B8649E42-4918-49EA-A608-446F864EB7AQ

Prerequisites RPM Installation

To configure the operating system prerequisites using RPM for Oracle 19c¢ software on all nodes, install the “or-
acle-database-preinstall-19c" rpm package. You can also download the required packages from http://public-

yum.oracle.com/oracle-linux-7.html.

If you plan to use the “oracle-database-preinstall-19¢c" rpm package to perform all your prerequisite setup au-
tomatically, then login as root user and issue the following command on all the RAC nodes.

[root@oraracl ~]# yum install oracle-database-preinstall-19c

ﬂ If you have not used the " oracle-database-preinstall-19c " package, then you will have to man-
ually perform the prerequisites tasks on all the nodes.

Additional Prerequisites Configuration

After configuring the automatic or manual prerequisites steps, you have to configure a few additional steps to
complete the prerequisites for the Oracle database software installations on all eight nodes as described below.
Disable SELinux

As most of the Organizations might already be running hardware-based firewalls to protect their corporate net-
works, we disabled Security Enhanced Linux (SELinux) and the firewalls at the server level for this reference ar-
chitecture.

You can set secure Linux to permissive by editing the " /etc/selinux/config" file, making sure the SELINUX flag is
set as follows:

SELINUX=permissive


https://docs.oracle.com/en/database/oracle/oracle-database/19/cwlin/configuring-operating-systems-for-oracle-grid-infrastructure-on-linux.html%23GUID-B8649E42-4918-49EA-A608-446F864EB7A0
https://docs.oracle.com/en/database/oracle/oracle-database/19/cwlin/configuring-operating-systems-for-oracle-grid-infrastructure-on-linux.html%23GUID-B8649E42-4918-49EA-A608-446F864EB7A0
http://public-yum.oracle.com/oracle-linux-7.html
http://public-yum.oracle.com/oracle-linux-7.html

Disable Firewall

Check the status of the firewall by running following commands. (The status displays as active (running) or inac-
tive (dead)). If the firewall is active / running, enter this command below to stop it:

systemctl status firewalld.service

systemctl stop firewalld.service

Also, to completely disable the firewalld service, so it does not reload when you restart the host machine, run
the following command:

systemctl disable firewalld.service

Create the Grid User

Run this command to create a grid user:
useradd -u 54322 -g oinstall -G dba grid

Set the User Passwords

Run these commands to change the password for Oracle and Grid Users:
passwd oracle
passwd grid

Configure Multipath

For this solution, configure the DM-Multipath only for the FC Boot LUNs. For the NVMe/FC Storage path, you
need to configure the native multipathing as explained previously.

‘& You must configure “enable_foreign” in “/etc/multipath.conf” for dm-multipath to prevent dm-multipath
from claiming NVMe/FC namespace devices. We recommend you use in-kernel NVMe multipath for ON-
TAP namespaces and dm-multipath for ONTAP LUNs.

ﬂ For DM-Multipath Configuration and best practice, refer to NetApp Support:
https://library.netapp.com/ecmdocs/ECMP1217221/html/GUID-34FA2578-0A83-4ED3-B4B3-
8401703D65A6.html

To configure multipath, follow these steps:

1. Add or modify the /etc/multipath.conf file accordingly to provide the alias name of each LUN id presented
from NetApp Storage as shown below into all 8 nodes:


https://library.netapp.com/ecmdocs/ECMP1217221/html/GUID-34FA2578-0A83-4ED3-B4B3-8401703D65A6.html
https://library.netapp.com/ecmdocs/ECMP1217221/html/GUID-34FA2578-0A83-4ED3-B4B3-8401703D65A6.html

[root@flexl ~]# cat /etc/multipath.conf
defaults {
find_multipaths yes
user_friendly_names yes
enable_foreign NONE

}

blacklist {
}

multipaths {
multipath {
wwid 3600a098038304437575d507956514145
alias Flex1-0S

2. Runmultipath -11 command to view all the LUN IDs and enter that wwid information accordingly on each
node:

[root@flexl ~]# multipath -11

Flex1-0S (3600a098038304437575d507956514145) dm-0 NETAPP,LUN C-Mode

$ize=250G features='3 queue_if_no_path pg_init_retries 50' hwhandler='1l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active

- 7:0:0:0 sdb 8:16 active ready running
- 8:0:0:0 sdd 8:48 active ready running

- policy='service-time 0' prio=10 status=enabled

- 7:0:1:0 sdc 8:32 active ready running
- 8:0:1:0 sde 8:64 failed faulty running

# Make sure the LUNs wwid address reflects the correct value for all eight nodes in
“/etc/multipath.conf”. We made sure the multipathing packages were installed and enabled for
automatic restart across reboots.

You need to configure the UDEV rules to assign permission and IO Policy in all Oracle RAC nodes to access the
NetApp Storage LUNs and Namespaces. This includes the device details along with required permissions to en-
able grid and oracle user to have read/write privileges on these devices.

To configure the UDEV rules on all Oracle RAC Nodes, follow this step:

1. Assign IO Policy by creating a new file named “71-nvme-iopolicy-netapp-ONTAP.rules” with the following
entries on all the nodes:

[root@flexl ~]# cat /etc/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules
### Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{model}=="NetApp ONTAP Controller",
ATTR{iopolicy}="round-robin"

To configure /etc/hosts, follow these steps:

1. Login as a root user into the node and edit the “/etc/hosts” file.



2. Provide the details for Public IP Address, Private IP Address, SCAN IP Address, and Virtual IP Address for all
the nodes. Configure these settings in each Oracle RAC Nodes as shown below:

[rootRflexl ~]# cat /etc/hosts

127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomain4
#H## Public IP ##

10.29.134.71 flexl flexl.ciscoucs.com

10.29.134.72 flex2 flex2.ciscoucs.com

10.29.134.73 flex3 flex3.ciscoucs.com

10.29.134.74 flex4 flex4.ciscoucs.com

10.29.134.75 flex5 flex5.ciscoucs.com

10.29.134.76 flex6 flex6.ciscoucs.com

10.29.134.77 flex7 flex7.ciscoucs.com

10.29.134.78 flex8 flex8.ciscoucs.com

##4# Virtual IP ###

10.29.134.79 flexl-vip flexl-vip.ciscoucs.com
10.29.134.80 flex2-vip flex2-vip.ciscoucs.com
10.29.134.81 flex3-vip flex3-vip.ciscoucs.com
10.29.134.82 flex4-vip flex4-vip.ciscoucs.com
10.29.134.83 flex5-vip flex5-vip.ciscoucs.com
10.29.134.84 flex6-vip flex6-vip.ciscoucs.com
10.29.134.85 flex7-vip flex7-vip.ciscoucs.com
10.29.134.86 flex8-vip flex8-vip.ciscoucs.com
### Private IP ###

10.10.10.71 flexl-priv flexl-priv.ciscoucs.com
10.10.10.72 flex2-priv flex2-priv.ciscoucs.com
10.10.10.73 flex3-priv flex3-priv.ciscoucs.com
10.10.10.74 flex4-priv flex4-priv.ciscoucs.com
10.10.10.75 flex5-priv flex5-priv.ciscoucs.com
10.10.10.76 flex6-priv flex6-priv.ciscoucs.com
10.10.10.77 flex7-priv flex7-priv.ciscoucs.com
10.10.10.78 flex8-priv flex8-priv.ciscoucs.com
#i## SCAN IP #i#

10.29.134.87 flex-scan flex-scan.ciscoucs.com
10.29.134.88

10.29.134.89

flex-scan flex-scan.ciscoucs.com

flex-scan flex-scan.ciscoucs.com

You must configure the following addresses manually in your corporate setup:



o A Public IP Address for each node
o A Virtual IP address for each node

« Three single client access name (SCAN) address for the oracle database cluster

All the steps above were performed on all of the eight nodes. These steps complete the prerequisite for Oracle
Database 19c Installation at OS level on Oracle RAC Nodes.

Configure NetApp Storage Host Group and LUNs for OCR and Voting Disk

To create and configure the NVMe Namespaces for storing OCR and Cluster Files, follow these steps:

1. Login as Admin user into the NetApp array and go to Storage > NVMe > NVMe Namespaces > and click
+Create.

NVMe Namespace: Create o3

Dashboard
shbear A NVMe namespace is a quantity of non-volatile memary that may be formatted into logical blocks, Each NVMe namespace can be mapped to one NVMe subsystem,
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‘& For this solution, we created two namespaces. Namespace “asm1” was configured on “orasub1” and
namespace “asm2” was configured on “orasub2” with each namespace was 100 GB in size as shown in
above screenshot for storing OCR and Voting Disk files for all the RAC databases. Also, each namespace
was spread across both the aggregate.

2. When all the above O.S level prerequisites and namespaces are configured, install the Oracle Grid Infra-
structure as a grid user. Download Oracle Database 19c Release (19.3) for Linux x86-64 and Oracle Data-
base 19c Release Grid Infrastructure (19.3) for Linux x86-64 software from Oracle Software site. Copy these
software binaries to Oracle RAC Node 1 and Unzip all files into appropriate directories.

These steps complete the prerequisite for Oracle Database 19c Installation at OS level on Oracle RAC Nodes.



Oracle Database 19c GRID Infrastructure Deployment

This section describes the high-level steps for the Oracle Database 19c RAC installation. This document pro-
vides a partial summary of details that might be relevant.

‘& It is not within the scope of this document to include the specifics of an Oracle RAC installation; you
should refer to the Oracle installation documentation for specific installation instructions for your environ-
ment. For more information, use this link for Oracle Database 19c install and upgrade guide:
https://docs.oracle.com/en/database/oracle/oracle-database/19/cwlin/index.html

For this solution, you will install the Oracle Grid and Database software on all the eight nodes (flex1 to flex8).

Oracle 19c Release 19.3 Grid Infrastructure (Gl) was installed on the first node as a grid user. The installation
also configured and added the remaining 7 nodes as a part of the Gl setup. The Oracle Automatic Storage Man-
agement (ASM) in Flex mode was configured. Complete this procedure to install Oracle Grid Infrastructure soft-
ware for Oracle Standalone Cluster.

Create Directory Structure

‘& Download and copy the Oracle Grid Infrastructure image files to the local node only. During installation,
the software is copied and installed on all other nodes in the cluster.

To create the directory structure appropriately according to your environment, run the following commands:
For example:

mkdir -p /u0l/app/grid

mkdir -p /u0l/app/19.3.0/grid

mkdir -p /u0l/app/oralnventory

mkdir -p /u0l/app/oracle/product/19.3.0/dbhome 1

chown -R grid:oinstall /u0l/app/grid
chown -R grid:oinstall /u01/app/19.3.0/grid
chown -R grid:oinstall /u0l/app/oralnventory

chown -R oracle:oinstall /u0l/app/oracle

As the grid user, download the Oracle Grid Infrastructure image files and extract the files into the Grid home:

cd /u0l/app/19.0.0/grid
unzip -q download location/grid.zip
Configure UDEYV rules for ASM Disks

You need to configure UDEV rules to have read/write privileges on these storage namespaces for grid user. This
includes the device details and corresponding uuid of the storage namespaces.

Assign Owner and Permission on NVMe Targets by creating a new file named “80-nvme.rules” with the fol-
lowing entries on all the nodes:


https://docs.oracle.com/en/database/oracle/oracle-database/19/cwlin/index.html

[rootRflexl ~]# cat /etc/udev/rules.d/80-nvme.rules
# All ASM Volumes For GRID Users

KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.7636791b-944f-4adb-
941e-0d962639£718", SYMLINK+="asml", GROUP:="oinstall", OWNER:="grid", MODE:="660"

KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.1251e1c3—3735—4546—
8b39-6654c83620£7", SYMLINK+="asm2", GROUP:="oinstall", OWNER:='"grid", MODE:="660"

Run Cluster Verification Utility

This step verifies that all the prerequisites are met to install the Oracle Grid Infrastructure Software. Oracle Grid
Infrastructure ships with the Cluster Verification Utility (CVU) that can run to validate the pre and post installation
configurations.

To run this utility, login as Grid User in Oracle RAC Node 1 and go to the directory where oracle grid software
binaries are located. Run script named as “runcluvfy.sh” as follows:

./runcluvfy.sh stage -pre crsinst -n flexl,b flex2,flex3,6 flex4,6 flex5,6flex6,flex7,flex8 -verbose

Configure HugePages

HugePages is a method to have larger page size that is useful for working with a very large memory. For Oracle
Databases, using HugePages reduces the operating system maintenance of page states, and increases Transla-
tion Lookaside Buffer (TLB) hit ratio.

Advantage of HugePages:

« HugePages are not swappable so there is no page-in/page-out mechanism overhead.

o HugePages uses fewer pages to cover the physical address space, so the size of " bookkeep-
ing" (mapping from the virtual to the physical address) decreases, so it is requiring fewer entries in the TLB
and so TLB hit ratio improves.

o HugePages reduces page table overhead. Also, HugePages eliminated page table lookup overhead: Since
the pages are not subject to replacement, page table lookups are not required.

o Faster overall memory performance: On virtual memory systems each memory operation is two abstract
memory operations. Since there are fewer pages to work on, the possible bottleneck on page table ac-
cess is clearly avoided.

For our configuration, we used HugePages for all the OLTP and DSS workloads. Please refer to the oracle
guidelines to configure appropriately as below:

linux. htmI#GUID CC72CEDC 58AA-4065-AC7D-FD4735E14416

After configuration, you are ready to install the Oracle Grid Infrastructure and Oracle Database 19c software. For
this solution, we installed Oracle home binaries on the boot LUN of the nodes. The OCR, Data, and Redo Log
files reside in the namespace configured on netapp storage array.


https://docs.oracle.com/en/database/oracle/oracle-database/19/unxar/administering-oracle-database-on-linux.html#GUID-CC72CEDC-58AA-4065-AC7D-FD4735E14416
https://docs.oracle.com/en/database/oracle/oracle-database/19/unxar/administering-oracle-database-on-linux.html#GUID-CC72CEDC-58AA-4065-AC7D-FD4735E14416

Install and Configure Oracle Database Grid Infrastructure Software

& It is not within the scope of this document to include the specifics of an Oracle RAC installation. However,
a partial summary of details is provided that might be relevant. Please refer to the Oracle installation doc-
umentation for specific installation instructions for your environment.

To install Oracle Database Grid Infrastructure Software, follow these steps:

1. Go to grid home where the Oracle 19c Grid Infrastructure software binaries are located and launch the in-
staller as the " grid" user.

2. Start the Oracle Grid Infrastructure installer by running the following command:

./gridSetup.sh

3. Select option “Configure Oracle Grid Infrastructure for a New Cluster”, then click Next.
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4. Select cluster configuration options “Configure an Oracle Standalone Cluster”, then click Next

5. In next window, enter the Cluster Name and SCAN Name fields. Enter the names for your cluster and cluster
scan that are unique throughout your entire enterprise network. You can also select to Configure GNS if you
have configured your domain name server (DNS) to send to the GNS virtual IP address name resolution re-
quests.

6. In Cluster node information window, click the " Add" button to add all the eight nodes Public Hosthame and
Virtual Hostname as shown below:
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7. As shown above, you will see all nodes listed in the table of cluster nodes. Click the SSH Connectivity button
at the bottom of the window. Enter the operating system username and password for the Oracle software
owner (grid). Click Setup.




8. A message window appears, indicating that it might take several minutes to configure SSH connectivity be-
tween the nodes. After some time, another message window appears indicating that password-less SSH
connectivity has been established between the cluster nodes. Click OK to continue

9. In Network Interface Usage screen, select the usage type for each network interface displayed as shown
below:
| & Oracle Grid Infrastructure 19¢ Installer - Step 5 of 17@flex] - O x
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10. In storage option, Select the option as “Use Oracle Flex ASM for storage” then click on “Next”. For this solu-
tion we have choose “No” option into separate ASM disk group for the Grid Infrastructure Management Re-

pository data.

11. In the Create ASM Disk Group window, select the “ASM1” & “ASM2” namespaces which are configured into
NetApp Storage to store OCR and Voting disk files. Enter the name of disk group as “OCRVOTE” and select
appropriate external redundancy options as shown below:



| £ Oracle Grid Infrastructure 19¢ Installer - Step 8 of 16@flex — O x
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‘& For this solution, we did not configure Oracle ASM Filter Driver.

12. Choose the password for the Oracle ASM SYS and ASMSNMP account, then click Next.
13. Select the option “Do not use Intelligent Platform Management Interface (IPMI)”. Click Next.
14. You can configure to have this instance of Oracle Grid Infrastructure and Oracle Automatic Storage Man-

agement to be managed by Enterprise Manager Cloud Control. For this solution we did not select this option.
Click Next.

ﬁ You can choose to set it up according to your requirements.

15. Select the appropriate operating system group names for Oracle ASM according to your environments.



16.

17.

18.

19.

Specify the oracle base and inventory directory to use for the Oracle Grid Infrastructure installation and then
click Next. The Oracle base directory must be different from the Oracle home directory. Click Next and
choose Inventory Directory according to your setup.

Click Automatically run configuration scripts to run scripts automatically and enter the relevant root user cre-
dentials. Click Next.

Wait while the prerequisite checks complete. If you have any issues, click the " Fix & Check Again" button. If
any of the checks have a status of Failed and are not fixable, then you must manually correct these issues.
After you have fixed the issue, you can click the Check Again button to have the installer re-check the re-
quirement and update the status. Repeat as needed until all the checks have a status of Succeeded. Click
Next.

Review the contents of the Summary window and then click Install. The installer displays a progress indicator
enabling you to monitor the installation process.
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20. Wait for the grid installer configuration assistants to complete.

Cancel

21. When the configuration complete successfully, click Close to finish and exit the grid installer.

22. When GRID install is successful, login to each of the nodes and perform minimum health checks to make
sure that Cluster state is healthy. After your Oracle Grid Infrastructure installation is complete, you can install
Oracle Database on a cluster node for high availability or install Oracle RAC.



[grid@flexl ~]$ srvctl config asm

ASM home: <CRS home>

Password file: +0CRVOTE/orapwASM

Backup of Password file: +0CRVOTE/orapwASM_backup
ASM listener: LISTENER

ASM instance count: 3

Cluster ASM listener: ASMNET1LSNR_ASM

[grid@flexl ~]$ asmcmd

ASMCMD> showclustermode

ASM cluster : Flex mode enabled - Direct Storage Access

Oracle Database Installation

After successful Oracle GRID software install, we recommend installing Oracle Database 19c software only. You
can create databases using DBCA or database creation scripts at later stage.

‘ﬂ It is not within the scope of this document to include the specifics of an Oracle RAC database installation.
However, we will provide partial summary of details that might be relevant. Please refer to the Oracle da-
tabase installation documentation for specific installation instructions for your environment.
https://docs.oracle.com/en/database/oracle/oracle-database/19/ladbi/index.html

To install Oracle Database software, follow these steps:

1. Startthe “. /runInstaller” command from the Oracle Database 19c installation media where Oracle da-
tabase software is located.

2. Select option “Set Up Software Only” into configuration Option.


https://docs.oracle.com/en/database/oracle/oracle-database/19/ladbi/index.html
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3. Select option " Oracle Real Application Clusters database installation" and click Next.

4. Select nodes in the cluster where installer should install Oracle RAC. For this setup, install the software on all
eight nodes as shown below:



| £ Oracle Database 19¢ Installer - Step 3 of 10@flex1 - | et
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5. Click "SSH Connectivity..." and enter the password for the " oracle" user. Click Setup to configure pass-
wordless SSH connectivity and click Test to test it when it is complete. When the test is complete, click
Next.

6. Select Database Edition Options according to your environments and then click Next.

7. Enter appropriate Oracle Base, then click Next.
8. Select the desired operating system groups and then click Next.
9. Select option Automatically run configuration script from the option Root script execution menu and click

Next.

10. Wait for the prerequisite check to complete. If there are any problems click " Fix & Check Again" or try to fix
those by checking and manually installing required packages. Click Next.



11. Verify the Oracle Database summary information and then click Install.

|2 Oracle Database 19¢ Installer - Step 10 of 11@flex1 - | *
Install Product 1 C ORACLE
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]_ r Status
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I' a# Configure Remote Nodes Succeeded
i Install Product o « Prepare Succeeded
1 . w  « Setup Succeeded
- T " Setup Cracle Base Succeeded
r» Execute Root Scripts In Progress

1 C ORACLE’

Database
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12. Wait for the installation of Oracle Database finish successfully, then click Close to exit of the installer.

¥

Overview of Oracle Flex ASM

Oracle ASM is Oracle's recommended storage management solution that provides an alternative to conventional
volume managers, file systems, and raw devices. Oracle ASM is a volume manager and a file system for Oracle
Database files that reduces the administrative overhead for managing database storage by consolidating data
storage into a small number of disk groups. The smaller number of disk groups consolidates the storage for mul-
tiple databases and provides for improved I/O performance.

Oracle Flex ASM enables an Oracle ASM instance to run on a separate physical server from the database serv-
ers. With this deployment, larger clusters of Oracle ASM instances can support more database clients while re-
ducing the Oracle ASM footprint for the overall system.
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When using Oracle Flex ASM, Oracle ASM clients are configured with direct access to storage. With Oracle Flex
ASM, you can consolidate all the storage requirements into a single set of disk groups. All these disk groups are
mounted by and managed by a small set of Oracle ASM instances running in a single cluster. You can specify
the number of Oracle ASM instances with a cardinality setting. The default is three instances.

Prior to Oracle 12c, if ASM instance on one of the RAC nodes crashes, all the instances running on that node will
crash too. This issue has been addressed in Flex ASM; Flex ASM can be used even if all the nodes are hub
nodes. However, GNS configuration is mandatory for enabling Flex ASM. You can check what instances relate to
a simple query as shown below:

SQL> SELECT INST_ID,GROUP_NUMBER, INSTANCE_NAME,DB_NAME, INSTANCE_NAME||':'||DB_NAME CLIENT_ID,STATUS FROM GV$ASM_CLIENT WHERE INSTANCE_NAME LIKE '%ASM%';
INST_ID GROUP_NUMBER INSTANCE_NAME DB_NAME CLIENT_ID STATUS

+ASM1: CONNECTED
+ASM1: CONNECTED
+ASM1: CONNECTED
+ASM2: M CONNECTED
+ASM2: M CONNECTED
+ASM2: CONNECTED
+ASM8 +ASM8: CONNECTED
+ASM8 +ASM8 : CONNECTED
+ASM8 +ASM8: M CONNECTED

BN BN BN

1
1
1
2
2
p
8
8
8

9 rows selected.

As you can see from the query (above), instance1 (FLEX1), instance2 (FLEX2) and instance8 (FLEX8) are con-
nected to +ASM. There are a few more commands you can run to check cluster and FLEX ASM details as shown
below:



:flex dssdbd: :flex dssdbS:

snabled - Direct Starag

Refer to the Oracle documentation for more information: https://docs.oracle.com/en/database/oracle/oracle-
database/19/ostmg/manage-flex-asm.html#GUID-DE759521-9CF3-45D9-9123-7159C9ED4D30

Oracle Database Multitenant Architecture

The multitenant architecture enables an Oracle database to function as a multitenant container database (CDB).
A CDB includes zero, one, or many customer-created pluggable databases (PDBs). A PDB is a portable collec-
tion of schemas, schema objects, and non-schema objects that appears to an Oracle Net client as a non-CDB.
All Oracle databases before Oracle Database 12c were non-CDBs.

A container is logical collection of data or metadata within the multitenant architecture. The following figure rep-
resents possible containers in a CDB.

CDB
Application Application
Container Container
Root (CDBSROOT)
| | =1
Application Root Application Root
Seed
(PDBSSEED) ; AT
Application /% @
Seed |

|1
| |
Application Application
FDBs FDBs

[
PDBs and Application Containers

The multitenant architecture solves several problems posed by the traditional non-CDB architecture. Large en-
terprises may use hundreds or thousands of databases. Often these databases run on different platforms on
multiple physical servers. Because of improvements in hardware technology, especially the increase in the num-
ber of CPUs, servers can handle heavier workloads than before. A database may use only a fraction of the server


https://docs.oracle.com/en/database/oracle/oracle-database/19/ostmg/manage-flex-asm.html#GUID-DE759521-9CF3-45D9-9123-7159C9ED4D30
https://docs.oracle.com/en/database/oracle/oracle-database/19/ostmg/manage-flex-asm.html#GUID-DE759521-9CF3-45D9-9123-7159C9ED4D30

hardware capacity. This approach wastes both hardware and human resources. Database consolidation is the
process of consolidating data from multiple databases into one database on one computer. The Oracle Mul-
titenant option enables you to consolidate data and code without altering existing schemas or applications.

For more information on Oracle Database Multitenant Architecture, please refer to:
https://docs.oracle.com/en/database/oracle/oracle-database/19/multi/introduction-to-the-multitenant-

architecture.html#GUID-267F7D12-D33F-4AC9-AA45-E9CD671B6F22

‘& In this solution, we configured both type of databases to check performance of Non-Container Databases
and Container Databases as explained in the next scalability test section.



https://docs.oracle.com/en/database/oracle/oracle-database/19/multi/introduction-to-the-multitenant-architecture.html#GUID-267F7D12-D33F-4AC9-AA45-E9CD671B6F22
https://docs.oracle.com/en/database/oracle/oracle-database/19/multi/introduction-to-the-multitenant-architecture.html#GUID-267F7D12-D33F-4AC9-AA45-E9CD671B6F22

Scalability Test and Results

Before configuring a database for workload tests, it is extremely important to validate that this is indeed a bal-
anced configuration that is capable of delivering expected performance. In this solution, we will test and validate
node and user scalability on all 8 node Oracle RAC Databases with various database benchmarking tools as ex-
plained below.

Hardware Calibration Test using FIO

FIO is short for Flexible 10, a versatile 10 workload generator. FIO is a tool that will spawn a number of threads or
processes doing a particular type of 1/O action as specified by the user. For our solution, we use FIO to measure
the performance of a NetApp storage device over a given period of time. For the FIO Tests, we created 4 Sub-
systems with total 32 Namespaces (each subsystem having 8 Namespaces) and each of the subsystem was 500
GB in size equally distributed across both the aggregates. These 32 Namespace were shared across all the eight
nodes for read/write 10 operations.

We run various FIO tests for measuring IOPS, Latency and Throughput performance of this solution by changing
block size parameter into the FIO test. For each FIO test, we also changed read/write ratio as 0/100%
read/write, 50/50% read/write, 70/30% read/write, 90/10% read/write and 100/0% read/write to scale the per-
formance of the system. We also ran the tests for at least 4 hours to help ensure that this configuration is capa-
ble of sustaining this type of load for longer period of time.

IOPS Tests

The chart below shows results for the random read/write FIO test for the 8k block size representing OLTP type
of workloads.
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For the 100/0% read/write test, we achieved around 1591k IOPS with the read latency around 0.95 millisecond.
Similarly, for the 90/10% read/write test, we achieved around 1723k IOPS with the read latency around 0.92
millisecond and the write latency around 0.78 millisecond. For the 70/30% read/write test, we achieved around
1326k IOPS with the read latency around 0.44 millisecond and the write latency around 1.5 millisecond. For the
50/50% read/write test, we achieved around 864k IOPS with the read latency around 0.38 millisecond and the
write latency around 2.05 millisecond. For the 0/100% read/write test, we achieved around 410k IOPS with the
write latency around 2.57 millisecond. Reads and writes consume system resources differently. The system un-
der test benefited from slightly better resource distribution in the 90/10 R/W test, resulting in slightly improved
peak IOPS in this test compared with the 100/0 R/W test

Bandwidth Tests

The bandwidth tests are carried out with 512k IO Size and represents the DSS database type workloads. The
chart below shows results for the sequential read/write FIO test for the 512k block size.

FIO Test - 512k Block Size
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For the 100/0% read/write test, we achieved around 13.26 GB/s throughput with the read latency around 2.4
millisecond. Similarly, for the 90/10% read/write test, we achieved around 14.34 GB/s throughput with the read
latency around 2.3 millisecond and the write latency around 1.4 millisecond. For the 70/30% read/write test, we
achieved around 14.98 GB/s throughput with the read latency around 2.1 millisecond and the write latency
around 2.2 millisecond. For the 50/50% read/write test, we achieved around 14 GB/s throughput with the read
latency around 1.5 millisecond and the write latency around 3.25 millisecond. For the 0/100% read/write test,
we achieved around 7.2 GB/s throughput with the write latency around 4.6 millisecond.



We did not see any performance dips or degradation over the period of run time. It is also important to note that
this is not a benchmarking exercise, and these are practical and out of box test numbers that can be easily re-
produced by anyone. At this time, we are ready to create OLTP database(s) and continue with database tests.

Database Creation with DBCA

We used Oracle Database Configuration Assistant (DBCA) to create three OLTP (SLOB, SOEPDB and SOEFIN)
and one DSS (PDBSH) databases for SLOB and SwingBench test calibration. Alternatively, you can use Database
creation scripts to create the databases as well.

For all the database deployment, we have configured two aggregates (one aggregate on each storage node)
into a single SVM, and each aggregate contains 11 SSD (1.75 TB Each) drives that were subdivided into RAID
DP groups, plus one spare drive as explained earlier in the storage configuration section.

For each RAC database, we created total number of 32 Namespaces. We distributed equal number of
namespaces on the storage nodes by placing those namespaces into both the aggregates. All the database

files were also spread evenly across the two nodes of the storage system so that each storage node served data
for the databases. Table 11 lists the storage layout of all the namespaces configuration for all the databases.

Table 11. Namespace Storage Layout

Database Name Subsystem Namespace Size (GB) Aggregate Notes
orasub1 asm1 100 aggr1_node1
ASM OCR & Voting Disk
orasub?2 asm?2 100 aggr1_node2
orasub1 dataslob01 300 aggr1_node1l
orasub?2 dataslob02 300 aggr1_node1l
orasub3 dataslob03 300 aggr1_node1l
orasub4 dataslob04 300 aggri1_node1l
orasub1 dataslob05 300 aggr1_node2
orasub2 dataslob06 300 aggr1_node2
orasub3 dataslob07 300 aggr1_node2
g:zia(’::)n CDB orasub4 dataslob08 300 aggr1_node2 EiIL(-,(\)sB Database Data
orasub1 dataslob09 300 aggr1_node1l
orasub?2 dataslob10 300 aggr1_node1l
orasub3 dataslob11 300 aggr1_node1l
orasub4 dataslob12 300 aggr1_node1l
orasub1 dataslob13 300 aggr1_node2
orasub?2 dataslob14 300 aggr1_node2
orasub3 dataslob15 300 aggr1_node2




Database Name Subsystem Namespace Size (GB) Aggregate Notes
orasub4 dataslob16 300 aggr1_node2
orasub1 dataslob17 300 aggr1_nodel
orasub?2 dataslob18 300 aggri1_node1l
orasub3 dataslob19 300 aggr1_nodel
orasub4 dataslob20 300 aggr1_node1l
orasub1 dataslob21 300 aggr1_node2
orasub2 dataslob22 300 aggr1_node2
orasub3 dataslob23 300 aggr1_node2
orasub4 dataslob24 300 aggr1_node2
orasub1 redoslob01 50 aggri1_node1l
orasub?2 redoslob02 50 aggri1_node1l
orasub3 redoslob03 50 aggr1_node1l
orasub4 redoslob04 50 aggr1_node1 SLOB Database Redo
orasub1 redoslob05 50 aggr1_node2 Log Files
orasub2 redoslob06 50 aggr1_node2
orasub3 redoslob07 50 aggr1_node2
orasub4 redoslob08 50 aggr1_node2
orasub1 datacdbO1 200 aggr1_node1l
orasub?2 datacdb02 200 aggr1_node2 CDBDB Database
orasub3 datacdb03 200 aggr1_node1 Data Files
orasub4 datacdb04 200 aggr1_node2
orasub1 redocdb01 50 aggr1_node1l
CDBDB (Container orasub?2 redocdb02 50 aggr1_node1
Database) orasub3 redocdb03 50 aggr1_node1l
orasub4 redocdb04 50 aggr1_node1 CDBDB Database
orasub1 redocdb05 50 aggr1_node2 Redo Log Flles
orasub?2 redocdb06 50 aggr1_node2
orasub3 redocdb07 50 aggr1_node2
orasub4 redocdb08 50 aggr1_node2




Database Name Subsystem Namespace Size (GB) Aggregate Notes

orasub1 pdbsoe01 400 aggr1_node1l

orasub?2 pdbsoe02 400 aggr1_nodel

orasub3 pdbsoe03 400 aggri1_node1l

orasub4 pdbsoe04 400 aggr1_nodel

orasub1 pdbsoe05 400 aggr1_node2

orasub?2 pdbsoe06 400 aggr1_node2

orasub3 pdbsoe07 400 aggr1_node2

orasub4 pdbsoe08 400 aggr1_node2

orasub1 pdbsoe09 400 aggr1_nodel

orasub?2 pdbsoe10 400 aggri1_node1l

orasub3 pdbsoe11 400 aggri1_node1l
Eggig:e(z:%%ﬁ;emer orasub4 pdbsoe12 400 aggri_node1l PDBSQE Database
CDBDB Database) orasub1 pdbsoe13 400 aggr1_node2 Data Files

orasub?2 pdbsoe14 400 aggr1_node2

orasub3 pdbsoe15 400 aggr1_node2

orasub4 pdbsoe16 400 aggr1_node2

orasub1 pdbsoe17 400 aggr1_node1l

orasub?2 pdbsoe18 400 aggr1_node1l

orasub3 pdbsoe19 400 aggr1_node1l

orasub4 pdbsoe20 400 aggr1_node1l

orasub1 pdbsoe21 400 aggr1_node2

orasub?2 pdbsoe22 400 aggr1_node2

orasub3 pdbsoe23 400 aggr1_node2

orasub4 pdbsoe24 400 aggr1_node2

orasub1 pdbfin01 300 aggr1_node1l
I——- | orasub?2 pdbfin02 300 aggr1_node1l
Databasc(a oiggf):;iner orasub3 pdbfin03 300 aggr1_node1l EZ’Z FII:Ii\IIeZatabase
CDBDB Database)

orasub4 pdbfin04 300 aggr1_node1l

orasub1 pdbfin05 300 aggr1_node2




Database Name Subsystem Namespace Size (GB) Aggregate Notes
orasub2 pdbfin06 300 aggr1_node2
orasub3 pdbfin07 300 aggr1_node2
orasub4 pdbfin08 300 aggr1_node2
orasub1 pdbfin09 300 aggr1_nodel
orasub2 pdbfin10 300 aggr1_node1l
orasub3 pdbfin11 300 aggr1_node1
orasub4 pdbfin12 300 aggr1_node1l
orasub1 pdbfin13 300 aggr1_node2
orasub?2 pdbfin14 300 aggr1_node2
orasub3 pdbfin15 300 aggr1_node2
orasub4 pdbfin16 300 aggr1_node2
orasub1 pdbfin17 300 aggr1_node1l
orasub?2 pdbfin18 300 aggri1_node1l
orasub3 pdbfin19 300 aggr1_nodel
orasub4 pdbfin20 300 aggri1_node1l
orasub1 pdbfin21 300 aggr1_node2
orasub?2 pdbfin22 300 aggr1_node2
orasub3 pdbfin23 300 aggr1_node2
orasub4 pdbfin24 300 aggr1_node2
orasub1 datadssO1 200 aggr1_node1l
orasub?2 datadss02 200 aggr1_node2 DSSDB Database
orasub3 datadss03 200 aggr1_node1 Data Files
orasub4 datadss04 200 aggr1_node2
DSSDB (Container orasub1 redodss01 50 aggr1_node1l
Database) orasub?2 redodss02 50 aggr1_node1
orasub3 redodss03 50 aggr1_node1l DSSDB Database
orasub4 redodss04 50 aggr1_node1 Redo Log Files
orasub1 redodss05 50 aggr1_node2
orasub2 redodss06 50 aggr1_node2




Database Name Subsystem Namespace Size (GB) Aggregate Notes

orasub3 redodss07 50 aggr1_node2

orasub4 redodss08 50 aggr1_node2

orasub1 pdbsh01 400 aggri1_node1l

orasub?2 pdbsh02 400 aggr1_nodel

orasub3 pdbsh03 400 aggr1_node1l

orasub4 pdbsh04 400 aggr1_node1l

orasub1 pdbsh05 400 aggr1_node2

orasub?2 pdbsh06 400 aggr1_node2

orasub3 pdbsh07 400 aggr1_node2

orasub4 pdbsh08 400 aggr1_node2

orasub1 pdbsh09 400 aggri1_node1l

orasub2 pdbsh10 400 aggr1_node1l

orasub3 pdbsh11 400 aggri1_node1l
Egzizsfglr?%?:;mer orasub4 pdbsh12 400 aggr1_node1 PDBSH Database
DSSDB Database) orasub1 pdbsh13 400 aggr1_node2 Data Files

orasub?2 pdbsh14 400 aggr1_node2

orasub3 pdbsh15 400 aggr1_node2

orasub4 pdbsh16 400 aggr1_node2

orasub1 pdbsh17 400 aggr1_node1l

orasub?2 pdbsh18 400 aggr1_node1l

orasub3 pdbsh19 400 aggr1_node1l

orasub4 pdbsh20 400 aggr1_node1l

orasub1 pdbsh21 400 aggr1_node2

orasub2 pdbsh22 400 aggr1_node2

orasub3 pdbsh23 400 aggr1_node2

orasub4 pdbsh24 400 aggr1_node2

As shown in Table 11, each database has a total 32 namespaces. On these 32 namespaces, two disk groups
were created to store the “data” and “redolog” files for the database. 24 namespaces were used to create Ora-
cle ASM “Data” disk group and 8 namespaces to create Oracle ASM “redolog” disk group for each database.

We have used widely adopted SLOB and Swingbench database performance test tools to test and validate
throughput, IOPS, and latency for various test scenarios as explained below.




SLOB Test

The Silly Little Oracle Benchmark (SLOB) is a toolkit for generating and testing 1/O through an Oracle database.
SLOB is very effective in testing the I/O subsystem with genuine Oracle SGA-buffered physical I/0. SLOB sup-
ports testing physical random single-block reads (db file sequential read) and random single block writes (DBWR
flushing capability). SLOB issues single block reads for the read workload that are generally 8K (as the database
block size was 8K).

For testing the SLOB workload, we created one non-container database as SLOB. For SLOB database, we cre-
ated total 32 namespace. On these 32 namespaces, we created two disk groups to store the “data” and
“redolog” files for the SLOB database. First disk-group “DATASLOB” was created with 24 namespaces (300 GB
each) while second disk-group “REDOSLOB” was created with 8 namespaces (50 GB each).

Those ASM disk groups provided the storage required to create the tablespaces for the SLOB Database. We
loaded SLOB schema on “DATASLOB” disk-group of up to 3.5 TB in size.

We used SLOB2 to generate our OLTP workload. Each database server applied the workload to Oracle data-
base, log, and temp files. The following tests were performed and various metrics like IOPS and latency were
captured along with Oracle AWR reports for each test scenario.

User Scalability Test

SLOB2 was configured to run against all the eight Oracle RAC nodes and the concurrent users were equally
spread across all the nodes. We tested the environment by increasing the number of Oracle users in database
from a minimum of 64 users up to a maximum of 512 users across all the nodes. At each load point, we verified
that the storage system and the server nodes could maintain steady-state behavior without any issues. We also
made sure that there were no bottlenecks across servers or networking systems.

The User Scalability test was performed with 64, 128, 192, 256, 384 and 512 users on 8 Oracle RAC nodes by
varying read/write ratio as explained below:

o Varying workloads
> 100% read (0% update)
> 90% read (10% update)
> 70% read (30% update)
> 50% read (50% update)

Table 12 lists the total number of IOPS (both read and write) available for user scalability test when run with 64,
128, 192, 256, 384 and 512 Users on the SLOB database.

Table 12. Total IOPS for SLOB User Scalability Tests

Users Read/Write % (100-0) Read/Write % (90-10) Read/Write % (70-30) Read/Write % (50-50)
64 388,706 405,485 457,021 488,826
128 736,713 763,770 746,430 756,207
192 989,616 1,047,593 1,018,685 898,215
256 1,227,841 1,264,029 1,090,525 938,379




Users Read/Write % (100-0) Read/Write % (90-10) Read/Write % (70-30) Read/Write % (50-50)
384 1,457,965 1,493,350 1,128,892 965,426
512 1,544,274 1,579,193 1,156,161 959,938

The following graphs demonstrate the total number of IOPS while running SLOB workload for various concurrent
users for each test scenario.

SLOB User Scalability - Total IOPS
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The graph above shows the linear scalability with increased users and similar IOPS from 64 users to 512 users
with 100% Read/Write, 90% Read/Write, 70% Read/Write and 50% Read/Write.

The AWR screenshot shown below was captured from a 100% Read (0% update) Test scenario while running
SLOB test for 512 users. The screenshot shows a section from the Oracle AWR report from the run that high-
lights Physical Reads/Sec and Physical Writes/Sec for each instance.



System Statistics - Per Second DE/Inst: SLOB/slob6 Snaps: 316-317

Physica

The screenshot above highlights that 10 load is distributed across all the cluster nodes performing workload op-
erations. Due to variations in workload randomness, we conducted multiple runs to ensure consistency in behav-

ior and test results.

The screenshot shown below was captured from a 70% Read (30% update) Test scenario while running SLOB
test for 512 users. The snapshot shows a section from AWR report from the run that highlights Physical

Reads/Sec and Physical Writes/Sec for each instance.

System Statistics - Per Second DB/Inst: SLOB/slob6 Snaps: 347-349

Logical Physical Physical Redo Block User
Reads/s Reads/s Writes/s Size (Kk)/s Changes/s Calls/s
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20,420.

Execs/s
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ES
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The following graph illustrates the latency exhibited by the NetApp AFF A800 Storage across different work-
loads. All the workloads experienced less than 1 millisecond latency and it varies based on the workloads. As
expected, the 50% read (50% update) test exhibited higher latencies as the user counts increases.



SLOB User Scalability - Latency

0.80
0.68
0.70
H 0.60
é 0.50
(%]
2
S 0.40
(5]
(]
(72]
:é 0.30
= 0.19
c 0.17
‘=.| 0.20
E{ 015
g 016
| 0.10
—
0.00
64 128 192 256 384 512
—
= Read/Write % (100-0) == Read/Write % (90-10) Read/Write % (70-30) ===Read/Write % (50-50)

The following screenshot was captured from 100 % Read (0% Update) Test scenario while running SLOB test for
512 users. The snapshot shows a section of AWR report from the run that highlights top timed Events.
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Swingbench Test

Swingbench is a simple to use, free, Java-based tool to generate various type of database workloads and per-
form stress testing using different benchmarks in Oracle database environments. Swingbench can be used to
demonstrate and test technologies such as Real Application Clusters, Online table rebuilds, Standby databases,
online backup, and recovery, etc. In this solution, we have used Swingbench tool for running various type of
workload and check the overall performance of this reference architecture.

Swingbench provides four separate benchmarks, namely, Order Entry, Sales History, Calling Circle, and Stress
Test. For the tests described in this solution, Swingbench Order Entry (SOE) benchmark was used for represent-



ing OLTP type of workload and the Sales History (SH) benchmark was used for representing DSS type of work-
load.

The Order Entry benchmark is based on SOE schema and is TPC-C like by types of transactions. The workload
uses a very balanced read/write ratio around 60/40 and can be designed to run continuously and test the per-
formance of a typical Order Entry workload against a small set of tables, producing contention for database re-
sources.

The Sales History benchmark is based on the SH schema and is like TPC-H. The workload is query (read) centric
and is designed to test the performance of queries against large tables.

Typically encountered in the real-world deployments, we tested a combination of scalability and stress related
scenarios that ran across all of the 8-node Oracle RAC cluster, as follows:

e OLTP database user scalability workload representing small and random transactions
o DSS database workload representing larger transactions
« Mixed databases (OLTP and DSS) workloads running simultaneously

For the Swingbench workload tests, we created two Container Database as “CDBDB” and “DSSDB”. We config-
ured the “CDBDB” container database and created two Pluggable Databases as “PDBSOE” and “PDBFIN” to run
the Swingbench SOE workload representing OLTP type of workload characteristics. We configured the “DSSDB”
container databases and created one Pluggable Databases as “PDBSH” to run the Swingbench SH workload
representing DSS type of workload characteristics.

For this solution, we deployed multiple pluggable databases (PDBSOE and PDBFIN) plugged into one container
(CDBDB) database and one pluggable database (PDBSH) plugged into one container (DSSDB) database to
demonstrate the multitenancy capability, performance, and sustainability for this reference architecture.

In “CDBDB” container database, we created two pluggable databases as both the databases have similar work-
load characteristics. By consolidating multiple pluggable databases under the same container database allows
easier management, efficiently sharing computational and memory resources, separation of administrative tasks,
easier database upgrades as well as fewer patches and upgrades.

For the OLTP databases, we created and configured SOE schema of 4.1 TB for the PDBSOE Database and 2.8
TB for the PDBFIN Database. And for the DSS database, we created and configured SH schema of 5.1 TB for the
PDBSH Database.

The first step after the databases creation is calibration; about the number of concurrent users, nodes, through-
put, IOPS and latency for database optimization. For this FlexPod solution, we ran the swingbench workloads on

various combination of databases and captured the system performance as follows:

e« One OLTP Database Performance

Multiple (Two) OLTP Databases Performance

One DSS Database Performance

Multiple OLTP & DSS Databases Performance



One OLTP Database Performance

For one OLTP database workload featuring Order Entry schema, we created one container database CDBDB and
one pluggable database PDBSOE as explained earlier. We used 64 GB size of SGA for this database and also,
we ensured that the HugePages were in use. We ran the swingbench SOE workload with varying the total num-
ber of users on this database from 100 Users to 800 Users. Each user scale iteration test was run for at least 3
hours and for each test scenario, we captured the Oracle AWR reports to check the overall system performance
below:

User Scalability

Table 13 lists the Transaction Per Minutes (TPM), IOPS, Latency and System Utilization for the CDBDB Database
while running the workload from 100 users to 800 users across all the eight RAC nodes.

Table 13. User Scale Test on One OLTP Database

Number of Transactions Storage IOPS Latency CPU
Users (milliseconds) | Utilization
Per Seconds | Per Minutes | Reads/Sec | Writes/Sec | Total ()
(TPS) (TPM) IOPS
100 17,767 1,066,020 107,896 50,652 158,549 | 0.35 12.3
200 24,265 1,455,900 132,854 64,238 197,092 | 0.38 18.2
300 29,018 1,741,104 166,685 81,738 248,422 0.44 20.1
400 37,924 2,275,428 217,275 106,337 323,611 0.48 26.6
500 41,698 2,501,898 238,711 116,856 355,566 0.49 33.8
600 42,922 2,575,320 241,854 119,253 361,107 0.50 34.2
700 44,108 2,646,456 251,694 123,392 375,086 | 0.51 36.2
800 45,728 2,743,668 260,438 127,882 388,320 | 0.54 42.7

The following chart shows the IOPS and Latency for the CDBDB Database while running the workload from 100
users to 800 users across all eight RAC nodes.
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The chart below shows the TPM and System Utilization for the same above tests on CDBDB Database for run-
ning the workload from 100 users to 800 users.
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We also ran the maximum number of users (800) test for 24-hour period to check the system performance. The
screenshot below highlights the database summary while running the swingbench SOE workload for 24-hour
test duration. The container database “CDBDB” was running with one pluggable database as “PDBSOE.”

Number of Hosts Report Total (minutes)

Report Total B time Elapsed time

P Y E YES YES 1161 1185 1.11682E+06 1,440.46
Included In Report
umb!
Avg Active
Startup End Snap Time ele Elapsed Time(min) DB time(min) Up Time(hrs) Sessions Platform

cdbdbl 3 - -2 -Feb-21 ® - - S g ¢ .60 146,596. % i Linux xB86

cdbdb2 ex Feb Feb-21 > Feb :59 g B 1,439.60 138,310. 4 A Linux x86
3 cdbdb3 X Feb-2 eb-21 : Feb 159 3 .0.0 1,439. 134,589.2

cdbdb4 5 X Feb ob-21 . Feb ) = A 1,439. 138,8601.

cdbdb5 ex Feb-21 6 21 100 Feb 3 5 P 1,439. 140,056.

cdbdbb Feb 2 21 100 Feb-2 s .0.0.0.0 1,439. 135,825.¢

cdbdb7 > Feb-: -21 Feb-2 : 3 6 1,439. 141, 401 3 25.13 Linux x86
8 cdbdb8 -Feb- 6 - -21 ~ 27-Feb- .0.0.0.0 1,439. 135,236.46 4 4 Linux x86

Pluggable Databases at Begin Snap: 3, End Snap:

The screenshot below captured from Oracle AWR report shows the “Top Timed Events” for the CDBDB data-
base for the entire 24-hour duration of the test.

Timed E
Instanc

The screenshot below captured from Oracle AWR report highlights the Physical Reads/Sec, Physical Writes/Sec
and Transactions per Seconds for the Container CDBDB Database. We captured about 365k IOPS (243k Reads/s
and 123k Writes/s) with the 44k TPS while running multiple databases workloads.

System Statistics - Per Second DB/Inst: CDBDB/cdbdb6 Snaps: 1161-1185

Logical Physical Physical Redo Block

I# Reads/s Reads/s Writes/s  Size (k)/s Changes/s D Execs/s Parses/s Logons/s
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The screenshot below captured from Oracle AWR report shows the CDBDB database “lO Profile” for the
“Reads/s” and “Writes/s” requests for the entire 24-hour duration of the test. The Total Requests (Read and



Write Per Second) were around “377k” with Total (MB) Read+Write Per Second was around “3212” MB/s for the
CDBDB database while running the workload test on one database.

I0 Profile (Global) DB/Inst: CDBDB/cdbdb6 Snaps: 1161-1185

Statistic Read+Write/s Reads/s Writes/s

Total Requests 377,736.52 242,493.65 135,242.87
Database Requests 339,911.48 242,304.74 97,606.74
Optimized Requests 0.00 0.00 0.00
Redo Requests 15,575.42 N/A 15,575.42

Total (MB) 3,212.36 2,018.88 1,193.48
Database (MB) 2,850.22 1,894.32 955.91
Optimized Total (MB) 0.00 0.00 0.00
Redo (MB) 158.37 N/A 158.37
Database (blocks) 364,828.70 242,472.64 122,356.06
Via Buffer Cache (blocks) 364,725.11 242,375.88 122,349.23
Direct (blocks)

The screenshot below shows the NetApp Storage array “Q S P S (gos statistics performance show)” when one
OLTP database was running the workload. The screenshot shows the average IOPS “380k” with the average
throughput of “3.3 GB/s” with the average latency around “0.6 millisecond”. The storage cluster utilization during
the above test was around 55% which was an indication that storage hasn’t reached the threshold and could
take more load.

Policy Group Throughput Latency Is Adaptive? Is Shared?

380754 10MB/s
User-Best-Effort 380640 3207.02MB/s 675.00us
_System-Work 115 87.71KB/s 165.00us
-total- 384633 3256.61MB/s 404 .00us
User-Best-Effort 384582 3256.57MB/s 404 .00us
_System-Work bl 45.38KB/s 150.00us
-total- 380716 3197.48MB/s 441.00us
User-Best-Effort 380533 3197.37MB/s 441 .00us
_System-Work 183 112.51KB/s 112.00us
-total- 377759 3153.92MB/s 537.00us
User-Best-Effort 377687 3153.86MB/s 537.00us
_System-Work 71 65.23KB/s  224.00us
-total- 378357 3176.98MB/s 468.00us
User-Best-Effort 378296 3176.96MB/s 468.00us
_System-Work 62 24 .08KB/s 140.00us
-total- 380549 3173.59MB/s 625.00us
User-Best-Effort 376890 3173.40MB/s 631.00us
_System-Work 3659 191.56KB/s 6.00us
-total- 383505 3214.41MB/s 816.00us
User-Best-Effort 381837 3211.98MB/s 818.00us
_System-Work 1668 2.43MB/s 211.00us

For the entire 24-hour test, we observed the system performance (IOPS and Throughput) was consistent
throughout and we did not observe any dips in performance while running one OLTP database stress test.

Multiple (Two) OLTP Databases Performance

For running multiple OLTP database workload, we created one container database CDBDB and two pluggable
database PDBSOE and PDBFIN as explained earlier. We ran the swingbench SOE workload on both the data-



bases at the same time with varying the total number of users on both the databases from 400 Users to 1200
Users. Each user scale iteration test was run for at least 3 hours and for each test scenario, we captured the Or-
acle AWR reports to check the overall system performance below.

Table 14 lists the IOPS and System Utilization for each of the pluggable databases while running the workload
from total of 400 users to 1200 users across all the eight RAC nodes.

Table 14. I0PS and System Utilization for Pluggable Databases

Users IOPS for SOE IOSP for OLTP Total IOPS System Utilization (%)
400 195,832 144,473 340,305 40.1
600 238,797 165,021 403,818 45.2
800 242,408 167,956 410,364 46.8
1000 250,463 171,547 422,010 48.7
1200 250,549 170,831 421,380 48.9

The chart below shows the IOPS and System Utilization for the overall CDBDB Database while running the data-
base workload on both the databases at the same time.
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As shown in the chart above, we observed both the databases were linearly scaling the IOPS after increasing
and scaling more and more users. We observed average 422k IOPS with overall system utilization around 49%



when scaling maximum number of users on multiple database workload test. After increasing users beyond cer-
tain level, we observed more GC cluster events and overall similar IOPS around 420k.

Table 15 lists the Transactions per Seconds (TPS) and Transactions per Minutes (TPM) for each of the pluggable
databases while running the workload from total of 400 users to 1200 users across all 8 RAC nodes.

Table 15. Transactions per Seconds and Transactions per Minutes

Users TPS for SOE TPS for OLTP Total TPS Total TPM
400 24,602 16,406 41,008 2,460,480
600 28,182 18,758 46,940 2,816,400
800 29,023 19,349 48,372 2,902,320
1000 29,126 20,431 49,557 2,973,420
1200 29,143 20,302 49,445 2,966,700

The chart below shows the Transactions per Seconds (TPS) for the same tests (above) on CDBDB Database for
running the workload on both pluggable databases.
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We also ran the maximum number of users test for 24-hour period to check the system overall performance.
The screenshot below highlights the database summary while running the swingbench SOE workload for 24-
hour test duration on both the databases. The container database “CDBDB” was running with two pluggable da-
tabases as “PDBSOE” and “PDBFIN.”



27-Mar
at Begin

The screenshot shown below was captured from Oracle AWR report while running the Swingbench SOE work-
load tests on both OLTP databases for 24-hours. The screenshot shows the “OS Statistics by Instance” while
the system was running mixed workload. As shown below, the workload was equally spread across all the data-
bases clusters while the average CPU utilization was around 48% overall.

0S Statistics By Instance DB/Inst: CDBDB/cdbdb6 Snaps: 1266-1286
Listed in r of instance number, I#
are diplayed only if different f

Time (s)
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The screenshot shown below captured from Oracle AWR report shows the “Top Timed Events” for the CDBDB
database for the entire 24-hour duration of the test.
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e Total(s)

The screenshot shown below captured from Oracle AWR report highlights the Physical Reads/Sec, Physical
Writes/Sec and Transactions per Seconds for the Container CDBDB Database. We captured about 432k IOPS
(286k Reads/s and 146k Writes/s) with the 51k TPS while running multiple databases workloads.



System Statistics - Per Second DB/Inst: CDBDB/cdbdb6 Snaps: 1266-1286

Logical Physical Physical Redo Block User
Reads/s Reads/s Writes/s Size (k)/s Changes/s Calls/s Execs/s Parses/s Logons/s Txns/s
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The screenshot below shows the NetApp Storage array “Q S P S (qos statistics performance show)” when two
OLTP database was running the workload at the same time. The screenshot shows the average IOPS “430k”
with the average throughput of “3.7 GB/s” with the average latency around “0.75 millisecond”. In the multi-
database use-case the same behavior of storage cluster utilization (~55%) was observed.

Policy Group Throughput Latency Is Adaptive? Is Shared?

443545 .15MB/s !
User-Best-Effort 442042 .72MB/s : true
_System-Work 1504 .43MB/s z true
-total- 428510 .14MB/s .
User-Best-Effort 428451 .09MB/s : true
_System-Work 58 .99KB/s 1 true
-total- 441125 .61MB/s .
User-Best-Effort 438796 .43MB/s : true
_System-Work 2328 .18MB/s : true
-total- 427541 .94MB/s
User-Best-Effort 427342 .87MB/s 3 true
_System-Work 199 .37KB/s . true
-total- 437558 .18MB/s 4
User-Best-Effort 437419 .14MB/s : true
_System-Work 138 .13KB/s . true
-total- 436855 .21MB/s :
User-Best-Effort 436715 .20MB/s . true
_System-Work 140 .90KB/s ! true
-total- 421602 .15MB/s .
User-Best-Effort 419707 .52MB/s . true
_System-Work 1895 .63MB/s . true

The screenshot below captured from Oracle AWR report shows the CDBDB database “lIO Profile” for the
“Reads/s” and “Writes/s” requests for the entire duration of the test. As the screenshots shows, the Total Re-
quests (Read and Write Per Second) were around “438k” with Total (MB) Read+Write Per Second was around
“3766” MB/s for the CDBDB database while running the workload test on two databases.



I0 Profile (Global) DB/Inst: CDBDB/cdbdb6 Snaps: 1266-1286

Statistic Read+Write/s Reads/s Writes/s

Total Requests . 286,563.72 ;
Database Requests 402,355.5: 286,337.79 116,017.
Optimized Requests 0. 0.00 0.
Redo Requests 13,334. N/A 13,334.

Total (MB) 3,766. 2,371.96 1,394.
Database (MB) 3,376. 2,237.74 1,139.
Optimized Total (MB) 0. 0.00 0.
Redo (MB) 180. N/A 180.
Database (blocks) 432,228. 286,430.71 145,797.
Via Buffer Cache (blocks) 432,159. 286,369.42 145,790.
Direct (blocks) :

The screenshot below captured from Oracle AWR report shows the CDBDB database “Interconnect Client Sta-
tistics Per Second” for the entire duration of the test. As the screenshots shows, Interconnect Sent and Received
Statistics were average around “2185 MB/s” while running both the OLTP database workload test.
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For the entire 24-hour test, we observed the system performance (IOPS, Latency and Throughput) was con-
sistent throughout and we did not observe any dips in performance while running multiple OLTP database stress
test.

One DSS Database Performance

DSS database workloads are generally sequential in nature, read intensive and exercise large 10 size. DSS data-
base workload runs a small number of users that typically exercise extremely complex queries that run for hours.
For running oracle database multitenancy architecture, we configured one container database as DSSDB and
into that container, we created one pluggable database as PDBSH as explained earlier.

We configured 5.1 TB of PDBSH pluggable database by loading Swingbench “SH” schema into Datafile Table-
space. The screenshot below shows the database summary for the “DSSDB” database running for 24-hour du-
ration. The container database “DSSDB” was also running with one pluggable databases “PDBSH” and the plug-
gable database was running the Swingbench SH workload for the entire 24-hour duration of the test.
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The screenshot below captured from Oracle AWR report shows the DSSDB database “lIO Profile” for the
“Reads/s” and “Writes/s” requests for the entire 24-hour duration of the test. As the screenshots shows, the

Total MB (Read and Write Per Second) were around “10,527 MB/s” for the DSSDB database while running this
test.

I0 Profile (Global) DB/Inst: DSSDB/dssdb6 Snaps: 17-42
Statistic Read+Write/s Reads/s Writes/s
Total Requests .

Database Requests ] 221.7] 11,022.71

Optimized Requests . 0.00
Redo Requests i N/A

Total (MB) 10,526. 10,271.75
Database (MB) 10,526. 1€ 10,271.09
Optimized Total (MB) 0. 0.00
Redo (MB) 0.02 N/A
Database (blocks) 1,347,341.24 1,314,699.94
Via Buffer Cache (blocks) 156,119.: 156,098.02
Direct (blocks) 1,191,221.9€ 1,158,601.92

The screenshot shown below shows the NetApp storage array performance (Q S P S (qos statistics performance
show)) captured while running Swingbench SH workload on one DSS database. The screenshot shows the aver-
age throughput of “11.8 GB/s” with the average latency around “9 millisecond.”



Policy Group Throughput Latency Is Adaptive? Is Shared?

.72MB/s

User-Best-Effort .59MB/s
_System-Work .14MB/s . false
_System-Best-Effort CLGYAS false
-total- .50MB/s : - -
User-Best-Effort .43MB/s : false
_System-Work .17KB/s : false
_System-Best-Effort OKB/s false
-total- 08MB/s : - -
User-Best-Effort 49MB/s . false
_System-Work .60MB/s . false
_System-Best-Effort OKB/s false
-total- 40MB/s : - -
User-Best-Effort 33MB/s : false
_System-Work .70KB/s : false
_System-Best-Effort OKB/s false
-total- 13MB/s i - -
User-Best-Effort 10MB/s E false
_System-Work .38KB/s . false
_System-Best-Effort OKB/s false
-total- 79MB/s : - -
User-Best-Effort 70MB/s : false
_System-Work .98KB/s - false
System-Best-Effort OKB/s false

As shown above, the database performance was consistent throughout the test and we did not observe any dips
in performance for entire period of 24-hour test. The storage cluster utilization in this case was around 45% dur-
ing the DSS only workload.

Multiple OLTP and DSS Databases Performance

In this test, we ran Swingbench SOE workloads on both the OLTP (PDBSOE + PDBFIN) databases and
Swingbench SH workload on one DSS (PDBSH) Database at the same time and captured the overall system per-
formance. We captured the system performance on small random queries presented via OLTP databases as well
as large and sequential transactions submitted via DSS database workload as documented below.

The screenshot below shows the database summary for the “CDBDB” database running for a 12-hour duration.
The container database “CDBDB” was running with both the pluggable databases “PDBSOE” and “PDBFIN” and
both the pluggable databases were running the Swingbench SOE workload for the entire 12-hour duration of the
test.



apshot Ids Number of Instances Number of Hosts Report Total (minutes)

> Name Role egi End
791 CDBDB bdb
e Instances Included In Report
d e number,

Avg Active

Begin Snap Time Sessions
cdbdbl > r 147 20-Mar-21 : 21-Mar-21 : .0. .6 . 5 20.39 4. . i x86
2 cdbdb2 ex r 20-Mar-21 21-Mar-21 H . .6 . .89 . 9. i x86
cdbdb3 ex -Mar : 20-Mar 0 21-Mar-21 H . .0 . 98.30 5 . i x86
cdbdb4 X r 14 r 2:50 21-Mar-21 H .0.0.0.0 . .10 A 5 inux x86
cdbdb5 r : r 0 21-Mar-21 : . .0 . .41 4. . i x86
cdbdb6 3 : 1-Mar-21 01: 3 .0 A 4 4.54 4. . i x86
cdbdb7 r 14 1-Mar-21 02:06 . N: . 4 .42 . . i x86
cdbdb8 X r 147 20-Mar-2 3 21-Mar-21 62:06 .0.0.0.60 9. 53,972.01 4. . inux x86

Begin Snap: 4, End Snap:

The screenshot below shows the database summary for the “DSSDB” database running for a 12-hour duration.
The container database “DSSDB” was also running with one pluggable databases “PDBSH” and the pluggable
database was running the Swingbench SH workload for the entire 12-hour duration of the test.

Snapshaot Ids Number of Instances Number of Hosts Report Total (minutes)

Id Name
283677932 DSSDB RIMARY )2 y 9,483.
Instances Included In Report
of instance numb 1#

Avg Active

Host Startu End Snap Time Sessions Platform
dssdbl > r : : 21-Mar-21 02:00 .0.6 : . 0. 5 .80 Linux x86
dssdb2 o r 2 D 21-Mar-21 02:00 B .6 .40 0. < .00 Linux x86
dssdb3 e D 5 21-Mar-21 02:00 .0. .0 . 0. . .00 x x86
dssdbd = 3 20-Mar-21 0 21-Mar-21 02:00 . .6 .42 . . 2.00 x x86
dssdbS < 2 22 20-Mar-21 12:50 21-Mar-21 ©2:00 19.0.0.0.€ . 3 3 .00 x86
dssdbb 5 118 20-Mar-21 21-Mar-21 01:56 : .6 .40 . 5 .00 x86
dssdb7 P 122 20-Mar-21 0 21-Mar-21 02:00 v N: . . . .00 Li x86
dssdb8 X r 122 20-Mar-21 D 21-Mar-21 62:00 . .0 . .4 . .00 Linux x86

Begin Snap: 3, End Snap:

The screenshot shown below was captured from Oracle AWR report while running the Swingbench SOE and SH
workload tests on all the three databases for 12-hours. The screenshot shows the “OS Statistics by Instance”
while the system was running mixed workload. As shown below, the workload was equally spread across all the
databases clusters while the average CPU utilization was around 32% overall.

0S Statistics Instance DB/Inst: CDBDB/cdbdb6 Snaps: 1268-1283
Listed in r of instance number, I#
End vall are diplayed only if different from begin val

Time (s)

-
3t

3,738,469.
3,738,782.
3,743,456.

1
2
3
4
5
6
7
8

NoNuhoULnNs
PRTITNTRCRT AT RS
POONG I~ ON
N hUnos

w
E]

The screenshot below captured from Oracle AWR report shows the “Top Timed Events” for the CDBDB data-
base while running Swingbench SOE workloads on both the pluggable (PDBSOE and PDBFIN) databases for the
entire 12-hour duration of the test.



Wait Time

- or bloc
current b

The screenshot below captured from Oracle AWR report highlights the Physical Reads/Sec, Physical Writes/Sec
and Transactions per Seconds for the Container CDBDB Database. We captured around 326k IOPS (217k
Reads/s and 109k Writes/s) with the 38k TPS while running multiple databases workloads.

System Statistics - Per Second DB/Inst: CDBDB/cdbdb6 Snaps: 1268-1283

Logical Physical Physical Redo Block User

I# Reads/s Reads/s Writes/s Size (k)/s Changes/s Calls/s Execs/s Parses/s Logons/s Txns/s
.93 25,377.7 11,861.4 15,356.7 92,401. 3 S 54,637.2
2.74 29,774.1 14,526.1 18,095.9 110,607. ,323. 65,598.7
.48 24,875.5 12,433.4 15,984.8 96,472. X 5 57,128.8
.03 28,820.6 14,719.1 18,374.1 111,948. 5,521. 66,442.2
.23 27,610.5 13,989.1 17,852.9 107,375. > 3 63,578.9
27,079.4 14,070.1 17,315.3 106,181. ; g 62,535.8
24,790.1 12,393.0 15,982.3 96,466. 2 57,128.8
28,801.9 14,855.8 18,260.4 111,464. 15,4441 66,115.9

NV A WN -

,712,741. 217,129.8 108,848.0 137,222.4 832,917. 115,200.5 493,166.4 45,803.1 . 38,398.0
589,092. 27,141.2 13,606.0 17,152.8 104,114. 14,400.1 61,645.8 5,725.4 3 4,799.7
48,346. 1,945.9 1,189.2 1,200.3 s 1,092.8 4,676.2

The screenshot below captured from Oracle AWR report shows the CDBDB database “lO Profile” for the
“Reads/s” and “Writes/s” requests for the entire 12-hour duration of the test. As the screenshots shows, the
Total Requests (Read and Write Per Second) were around “325k” with Total (MB) Read+Write Per Second was
around “2813” MB/s for the CDBDB database while running the mixed workload test.

I0 Profile (Global) DB/Inst: CDBDB/cdbdb6 Snaps: 1268-1283

Statistic Read+Write/s Reads/s Writes/s
Total Requests < .86 215,609.41 109,751.45
Database Requests 02, .74 215,435.68 87,333.06
Optimized Requests .00 0.00 0.00
Redo Requests A i N/A 9,134.77

Total (MB) s .99 1,786.04 1,027.95
Database (MB) 2,535.77 1,689.05 846.73
Optimized Total (MB) .00 0.00 0.00
Redo (MB) 3.43 N/A 133.

Database (blocks) .70 216,197.96 108,380.80
Via Buffer Cache (blocks) 3 215,586.17 108,375.19
Direct (blocks) = 611.63 5.

The screenshot below captured from Oracle AWR report shows the CDBDB database “Interconnect Client Sta-
tistics Per Second” for the entire 12-hour duration of the test. As the screenshots shows, Interconnect Sent and
Received Statistics were average around “1690 MB/s” while running the mixed workload test.



Interconnect Client Statistics (per Second)DB/Inst: CDBDB/cdbdb6 Snaps: 1268

Sent (MB/s) Received (MB/s)

[ S -

The screenshot below captured from Oracle AWR report shows the “Top Timed Events” for the DSSDB database
while running Swingbench SH workloads on the pluggable (PDBFIN) database for the entire 12-hour duration of
the test.

Top Timed Events /Inst: DSSDB db6 Snaps: 8-23
cluster wide summary
Waits, %Timeouts, Wait Time Total(s) : Cluster-wide total for the wait event
‘Wait Time Avg' : Cluster-wide average computed as (Wait Time Total / Event Waits)
Summary 'Avg Wait Time ' : Per-instance 'Wait Time Avg ' used to compute the following statistics
[Avg/Min/Max/Std Dev] : average/minimum/maximum/standard deviation of per-instance 'Wait Time Avg'
: count of instances with wait times for the event

Event Wait Time Summary Avg Wait Time

file scattered read 206,327,974 07,043, .2 ; . 94me .89ms 52 .76us
User I/0 ect path read 3,118,750 0. e % P.09 Z 3 .69ms .33ms .41ms
User I/0 direct path read temp 22,555,450 D. ,546.@ 3 2. .77ms .79ms .35us
User I/0 direct path write temp 1,436,014 .4 5 A 3.42ms 2.89ms .83ms .72us
System I/0 control file sequential read 2,102,876 0.0 6 768.20us ¢ 767.08us .41lus .00ms .B8us
User 1/0 ASM 10 for non-blocking poll 68,925,030 4 .52 6.43us € 6.38us .44us .5lus .81ns
Cluster gc cr multi block grant 784,481 p.0 .80 402.55us 6 380.08us 32.13us 6.80us .46us
Other PX Deq: reap credit 62,486,475 % 311.2 4.98us .98us .65us .48us .48ns
Other IMR slave acknowledgement msg 1,136,451 0. .05 247.31us .0 247 .31us .49%us .10us .08us

€0 00 00 00 0 C) O 0O 00

The screenshot below captured from Oracle AWR report shows the DSSDB database “lO Profile” for the
“Reads/s” and “Writes/s” requests for the entire 12-hour duration of the test. As the screenshots shows, the
Total MB (Read and Write Per Second) were around “3700 MB/s” for the DSSDB database while running this
test.

I0 Profile (Global) DB/Inst: DSSDB/dssdb6 Snaps: 8

Writes/

Optimized Total (MB)
Redo (MB)

Buffer C: 5 ) .22
Direct (blocks 419,089.7"

The screenshot below shows the NetApp Storage array “Q S P S (qos statistics performance show)” when all
the databases were running the workloads at the same time. The screenshot shows the average IOPS “325k”
with the average throughput of “7 GB/s” with the average latency around “1 millisecond.”



Policy Group Throughput Latency Is Adaptive? Is Shared?

312858 .22MB/s .00us

User-Best-Effort 312792 .20MB/s .00us false
_System-Work 46 .87KB/s .00us false true
_System-Best-Effort 20 OKB/s Oms false true
-total- 328205 .88MB/s O0us - -
User-Best-Effort 328133 .83MB/s 00us false true
_System-Work 52 .05KB/s .67ms false true
_System-Best-Effort 20 OKB/s Oms false true
-total- 327916 .94MB/s .00us - -
User-Best-Effort 324767 .60MB/s .00us false true
_System-Work 3124 .34MB/s .00us false true
_System-Best-Effort 25 OKB/s Oms false true
-total- 325791 .57MB/s .86us - -
User-Best-Effort 325607 .51MB/s .00us false true
_System-Work 165 .44KB/s .00us false true
_System-Best-Effort 18 CLGYAS Oms false true
-total- 323797 .95MB/s .00us - -
User-Best-Effort 319477 .89MB/s .00us false true
_System-Work 4297 .45KB/s .00us false true
_System-Best-Effort 23 OKB/s Oms false true
-total- 330788 .96MB/s .00us - -
User-Best-Effort 330676 .960MB/s .00us false true
_System-Work 90 .25KB/s .00us false true
_System-Best-Effort 22 CLGYES Oms false true

The screenshot below also shows the NetApp Storage array “statistics”. The screenshot shows the average CPU
busy around “63%” with “7.5 GB/s” disk read and “1.4 GB/s” disk write when all the databases were running the
workloads at the same time. The storage cluster utilization was the highest with both OLTP and DSS running to-
gether generating around ~9GB/sec throughput.

FlexPod-A800: cluster.cluster: 3/20/2021 14:39:19
cpu cpu total fcache total total data data cluster cluster cluster
nfs-ops cifs-ops sent busy

4.43M8
4.17M8
.32m8
.34MB
4.77M8
.35MB < ¢ A .35M8
.35MB .35MB 4.35M8
.78MB .57MB ; ; 4.78M8
.35MB .56MB i % 4.35MB
.35MB .14MB 0 a .35M8
.38MB .59MB Df g ; ; 4.38M8
.16MB .35MB 5 5 4.16MB
.79MB .66MB A 4.79M8
.41MB .41MB 6 0 .41M8
.11MB .11MB .11M8
.36MB .36MB % % 4.36MB
.51MB .51MB ¢ 0 09 .51M8 .51MB
.36MB .36MB 0 0% 4.36MB .36MB 7.81GB

0
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0
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The screenshot below shows the NetApp Array GUI when all the databases were running the workloads at the
same time.



Performance
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When we ran multiple (OLTP and DSS) databases workloads together, we achieved average around “335k”
IOPS, “8.9 GB/s” Throughput with the average latency around “2 milliseconds.” For the entire 12-hour tests, we
observed the system performance (IOPS and Throughput) was consistent throughout and we did not observe
any dips in performance while running these tests.



Resiliency and Failure Tests

The goal of these tests was to ensure that reference architecture withstands commonly occurring failures due to
either unexpected crashes, hardware failures or human errors. We conduct many hardware (disconnect power),
software (process kills) and OS specific failures that simulate the real world scenarios under stress condition. In
the destructive testing, we will also demonstrate unique failover capabilities of Cisco UCS components. Table 16
highlights the test cases.

Table 16. Hardware Failover Tests

Test Scenario Tests Performed

Test 1: Cisco UCS Chassis IOM Links Failure Run the system on full Database workload.

Disconnect one or two links from each Chassis 1 IOM and Chassis 2 IOM
by pulling it out and reconnect it after 10-15 minutes. Capture the impact
on overall database performance.

Test 2: FI - A Failure Run the system on full Database workload.

Power Off “FI - A” and check the network traffic on “FI - B” and capture
the impact on overall database performance.

Test 3: FI - B Failure Run the system on full Database workload.

Power Off “FI - B” and check the network traffic on “FI - A” and capture
the impact on overall system performance.

Test 4: MDS - A Switch Failure Run the system on full Database workload.

Power Off “MDS - A” switch and check the network and storage traffic
on “MDS - B” switch. Capture the impact on overall database
performance.

Test 5: MDS - B Switch Failure Run the system on full Database workload.

Power Off “MDS - B” switch and check the network and storage traffic
on “MDS - A” switch. Capture the impact on overall system performance

Test 6: Storage Controller Links Failure Run the system on full Database workload.

Disconnect one or two FC links from each of the NetApp Storage
Controller by pulling it out and reconnect it after 10-15 minutes. Capture
the impact on overall database performance.

Test 7: Server Node Failure Run the system on full Database workload.

Power Off one Linux Host and check the impact on database
performance.

The architecture below illustrates various failure scenario which can be occurred due to either unexpected
crashes or hardware failures.
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Chassis 2 — UCS Chassis 5108

As shown above, Scenario 1 and/or scenario 2 represents the Chassis IOM link failures. Also, scenario 3 and/or
4 represents the Chassis all IOM links failure. Scenario 5 represents the UCS FI - A failure and similarly, scenario
6 represents the MDS Switch - A failure. Scenario 7 represents the NetApp Storage Controllers link failures and

Scenario 8 represents one of the Server Node Failure.

As previously explained, we configured to carry Oracle Public Network traffic on “VLAN 134” through FI - A and
Oracle Private Interconnect Network traffic on “VLAN 10” through FI - B under normal operating conditions be-
fore the failover tests.



The snapshots below show a complete infrastructure details of MAC address and VLAN information for UCS FI -
A and FI - B Switches before failover test. Log into FI - A and type “connect nxos a” then type “show mac ad-
dress-table” to see all the VLAN connection on the switch as:

ORA19C-FLEXPOD-FI-A(nx-os)# show mac address-table
Legend:

* - primary entry, G - Gateway MAC, (R) - Routed MAC, 0 - Overlay MAC
age - seconds since last seen,+ - primary entry using vPC Peer-Link,
(T) - True, (F) - False, C - ControlPlane MAC, ~ - vsan

Address Secure NTFY Ports

Veth2309
Veth2317
Veth2277
Veth2285
Veth2325
Veth2301
Veth2293
Veth2333
P01288

P01289

static
static
static
static
static
static
static
static
static
static
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Similarly, log into FI - B and type “connect nxos b” then type “show mac address-table” to see all the VLAN
connection on the switch as follows:

ORA19C-FLEXPOD-FI-B(nx-0s)# show mac address-table
Legend:
* - primary entry, G - Gateway MAC, (R) - Routed MAC, 0 - Overlay MAC
age - seconds since last seen,+ - primary entry using vPC Peer-Link,
(T) - True, (F) - False, C - ControlPlane MAC, ~ - vsan
VLAN MAC Address Secure NTFY Ports

Veth2311
Veth2319
Veth2279
Veth2287
Veth2327
Veth2303
Veth2295
Veth2335
Pol1297

P01293

static
static
static
static
static
static
static
static
static
static

*
X
F3
%
%
%
*
X

bt M M W M M i |
b M e e 2 B e i |

# All the Hardware failover tests were conducted during all the three databases (PDBSOE, PDBFIN and
PDBSH) running Swingbench mixed workloads.

We conducted IOM Links failure test on Cisco UCS Chassis 1 and Chassis by disconnecting one of the server
port link cable from the Chassis as shown below.
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Unplug two server port cables from Chassis 1 and Chassis 2 each and check the MAC address and VLAN traffic
information on both UCS FI. The screenshot below shows network traffic on FI - A when one link from Chassis 1

and one link from Chassis 2 IOM Failed.



ORA19C-FLEXPOD-FI-A(nx-0s)# show mac address-table
Legend:
* - primary entry, G - Gateway MAC, (R) - Routed MAC, 0 - Overlay MAC
age - seconds since last seen,+ - primary entry using vPC Peer-Link,
(T) - True, (F) - False, C - ControlPlane MAC, ~ - vsan
VLAN MAC Address Secure NTFY Ports

Veth2309
Veth2317
Veth2277
Veth2285
Veth2325
Veth2301
Veth2293
Veth2333
Po1288

P01289

static
static
static
static
static
static
static
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Also, we logged into the storage array and checked the database workload performance as shown below.
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As shown in the screenshot above, we noticed no disruption in public, private and storage network traffic even
after multiple IOM links failure from both the Chassis because of the Cisco UCS Port-Channel Feature.

Test 2: Fl - A Failure

We conducted a hardware failure test on Fl - A by disconnecting power cable to the Fabric Interconnect Switch.

The figure below illustrates how during FI - A switch failure, the respective nodes (flex1, flex2, flex3 and flex4)
on chassis 1 and nodes (flex5, flex6, flex7 and flex8) on chassis 2 will fail over the public network interface MAC
addresses and its VLAN network traffic 134 to FI - B. However, storage traffic VSANs from Fl - A switch were
not able to failover to Fl - B because of those storage interfaces traffic is not capable of failing over to another
switch.
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Log into FI - B and type “connect nxos” then type “show mac address-table” to see all VLAN connection on Fl -
B.

ORA19C-FLEXPOD-FI-B(nx-o0s)# show mac address-table
Legend:
* - primary entry, G - Gateway MAC, (R) - Routed MAC, 0O - Overlay MAC
age - seconds since last seen,+ - primary entry using vPC Peer-Link,
- True, (F) - False, C - ControlPlane MAC, ~ - vsan
VLAN Address Secure NTFY Ports

Veth2311
Veth2319
Veth2279
Veth2287
Veth2327
Veth2303
Veth2295
Veth2335
Veth2310
Veth2318
Veth2278
Veth2286
Veth2326
Veth2302
Veth2294
Veth2334
Pol297
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static
static
static
static
static
static
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In the screenshot above, we noticed when the Fl - A failed, it would route all the Public Network traffic of VLAN
134 to FI - B. So, FI - A Failover did not cause any disruption to Private and Public Network Traffic. However,
Storage Network Traffic for VSAN 151 were not able to fail-over to another FI Switch and thus we lost half of the
storage traffic connectivity from the Oracle RAC Databases to Storage Array. The below screenshot shows the
NetApp Storage Array performance of the mixed workloads on all the databases while one of the Fl failed.
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We also recorded performance of the databases from the storage array “Q S P S (gos statistics performance
show)” when all the databases were running the workloads and FI - A failure occurred as shown below.

-total- 347361 8612.28MB/s 1129.00us - -
User-Best-Effort 347152 8612.20MB/s 1130.00us false true
_System-Work 190 76.47KB/s  253.00us false true
_System-Best-Effort 20 OKB/s Oms false true
-total- 349321 8716.29MB/s 1079.00us - -
User-Best-Effort 349190 8716.22MB/s 1079.00us false true
_System-Work 112 66.77KB/s 197.00us false true
_System-Best-Effort 19 OKB/s Oms false true
-total- 257594 6162.19MB/s 1035.00us - -
User-Best-Effort 257484 6162.12MB/s 1036.00us false true
_System-Work 90 69.60KB/s  217.00us false true
System-Best-Effort 20 OKB/s Oms_false true
-total- 19881 470.92MB/s  671.00us - -
User-Best-Effort 19715 470.85MB/s  675.00us false true
_System-Work 162 72.44KB/s 144 .00us false true
_System-Best-Effort OKB/s Oms false true
Policy Group Throughput Latency Is Adaptive? Is Shared?

.30MB/s

User-Best-Effort .16MB/s  348.00us false
_System-Work .64KB/s 121.00us false
-total- .69MB/s  450.00us - -
User-Best-Effort .59MB/s  453.00us false
System-Work .60KB/s 84.00us false
-total- 126376 .12MB/s 1296.00us - -
User-Best-Effort 126291 .02MB/s 1296.00us false
_System-Work 76 .87KB/s 132.00us false
_System-Best-Effort 9 CLGYES Oms false
-total- 261365 .00MB/s 1.52ms - -
User-Best-Effort 261281 .98MB/s 1.52ms false
_System-Work 75 .31KB/s .00us false
_System-Best-Effort 9 CLGYES Oms false
-total- 307764 -11MB/s .00us - -
User-Best-Effort 307549 .06MB/s .00us false
_System-Work 182 .77KB/s .00us false
_System-Best-Effort 33 OKB/s Oms false
-total- 313993 -44MB/s .00us - -
User-Best-Effort 313731 .28MB/s .00us false
_System-Work 247 -91KB/s .00us false
~System-Best-Effort 15 CLGYE Oms false

When we disconnect power from Fl - A, it causes momentary impact on performance on overall total IOPS, la-
tency on OLTP as well as throughput on DSS database for few seconds but notice that we did not see any inter-
ruption in any Private, Public and Storage Network Traffic on IO Service Requests to the storage.

We noticed this behavior because each server node can failover vNICs from one fabric interconnect switch to
another fabric interconnect switch but there is no vVHBA storage traffic failover from one fabric interconnect
switch to another fabric interconnect switch. Therefore, in case of any one fabric interconnect failure, we would
lose half of the number of vHBASs or storage paths and consequently we observed momentary databases per-
formance impact for few seconds on the overall system as shown above.



After plugging back power cable to Fl - A Switch, the respective nodes (flex1, flex2, flex3 and flex4) on chassis
1 and nodes (flex5, flex6, flex7 and flex8) on chassis 2 will route back the MAC addresses and its VLAN public

network traffic 134 to Fl - A. After FlI - A arrives in normal operating state, all the nodes to storage connectivity,
the operating system level multipath configuration will bring back all the path back to active and database per-

formance will resume to peak performance.

Test 3: Fl - B Failure

Similarly, we conducted a hardware failure test on Fl - B by disconnecting power cable to the Fabric Intercon-
nect B Switch.

The figure below illustrates how during FI - B switch failure, the respective nodes (flex1, flex2, flex3 and flex4)
on chassis 1 and nodes (flex5, flex6, flex7 and flex8) on chassis 2 will fail over the private network interface
MAC addresses and its VLAN network traffic 10 to FI - A. However, storage traffic VSANs from FI - B switch
were not able to failover to Fl - A because of those storage interfaces traffic is not capable of failing over to an-
other switch.
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Log into FI - A and type “connect nxos” then type “show mac address-table” to see all VLAN connection on Fl -
A.



ORA19C-FLEXPOD-FI-A(nx-0s)#
ORA19C-FLEXPOD-FI-A(nx-o0s)# show mac address-table
Legend:
* - primary entry, G - Gateway MAC, (R) - Routed MAC, 0 - Overlay MAC
age - seconds since last seen,+ - primary entry using vPC Peer-Link,
(T) - True, (F) - False, C - ControlPlane MAC, ~ - vsan
VLAN MAC Address Secure NTFY Ports

Veth2312
Veth2320
Veth2280
Veth2288
Veth2328
Veth2304
Veth2296
Veth2336
Veth2309
Veth2317
Veth2277
Veth2285
Veth2325
Veth2301
Veth2293
Veth2333
P01288

static
static
static
static
static
static
static
static
static
static
static
static
static
static
static
static
static

|k
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#
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+
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+
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e
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+
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We noticed in the screenshot above, when the FI - B failed, it would route all the Private Network traffic of VLAN
10 to FI - A. So, FI - B Failover did not cause any disruption to Private and Public Network Traffic. However,
Storage Network Traffic for VSAN 152 were not able to fail-over to another FI Switch and thus we lost half of the
storage traffic connectivity from the Oracle RAC Databases to Storage Array. The screenshot below shows the
NetApp Storage Array performance of the mixed workloads on all the databases while one of the Fl failed.
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We also recorded performance of the databases from the storage array “Q S P S (gos statistics performance
show)” when all the databases were running the workloads and FI - B failure occurred. Similar to previous Fl - A
failure test, in this FI - B failure test, we captured momentary impact on performance on overall total IOPS, laten-
cy and throughput for few seconds but we did not see any interruption in any Private, Public and Storage Net-
work Traffic on 10 Service Requests to the storage.

We noticed this behavior because each server node can failover vNICs from one fabric interconnect switch to
another fabric interconnect switch but there is no vHBA storage traffic failover from one fabric interconnect
switch to another fabric interconnect switch. Therefore, in case of any one fabric interconnect failure, we would
lose half of the number of vHBAs or storage path and consequently we observe momentary databases perfor-
mance impact for few seconds on the overall system as shown above.

After plugging back power cable to FI - B Switch, the respective nodes (flex1, flex2, flex3 and flex4) on chassis
1 and nodes (flex5, flex6, flex7 and flex8) on chassis 2 will route back the MAC addresses and its VLAN private
network traffic 10 to FI - B. After FI - B arrives in normal operating state, all the nodes to storage connectivity,
the operating system level multipath configuration will bring back all the path back to active and database per-
formance will resume to peak performance.

Test 4 and 5: MDS Switch Failure

We conducted hardware failure test on MDS Switch - A by disconnecting power cable to the Switch and check-
ing the storage network traffic on MDS Switch - B and overall system as shown below.
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Similar to Fl failure tests, we observed some impact on all three databases performance as we lost half of the
VSAN (VSAN-A 151) traffic. While VSAN-A (151) stays locally into the switch and only carry storage traffic
through the MDS switch A, VSAN-A doesn’t failover to MDS Switch B therefore we reduced server to storage
connectivity into half during MDS Switch A failure. However, failure in MDS Switch did not cause any disruption
to Private and Public Network Traffic.

We also recorded performance of the databases from the storage array “Q S P S “where we observed momen-
tary impact on performance on overall IOPS, latency on OLTP as well as throughput on DSS database for few
seconds.



After plugging back power cable to MDS Switch A, the operating system level multipath configuration will bring
back all the path back to active and database performance will resume to peak performance.

Test 6: Storage Controller Links Failure

We performed storage controller link failure test by disconnecting two of the FC links from the NetApp Array
from each of the storage controller as shown below:
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Similar to FI and MDS failure tests, storage link failure did not cause any disruption to Private, Public and Storage
Network Traffic. After plugging back FC links to storage controller, MDS Switch and Storage array links comes
back online, and the operating system level multipath configuration will bring back all the path back to active and
database performance will resume to peak performance.



Test 7: Server Node Failure

In this test, we power down one node from the RAC cluster and run the swingbench workload on all of the data-
bases to check the overall system performance. We didn’t observe any performance impact on overall database
IOPS, latency and throughput after losing one node from the system.

We completed an additional failure scenario and validated that there is no single point of failure in this reference
design.



Summary

The Cisco Unified Computing System™ (Cisco UCS®) is a next-generation data center platform that unites com-
puting, network, storage access, and virtualization into a single cohesive system. Cisco UCS is an ideal platform
for the architecture of mission critical database workloads such as Oracle RAC. The FlexPod Datacenter with
NetApp All Flash AFF system is a converged infrastructure platform that combines best-of breed technologies
from Cisco and NetApp into a powerful converged platform for enterprise applications. The pre-validated
FlexPod architecture delivers proven value, agility, and performance that drive higher productivity, faster deci-
sion making, and greater opportunities for growth.

An essential feature for Oracle databases deployed on shared enterprise system is the ability to deliver con-
sistent and dependable high performance. High performance must be coupled with non-disruptive operations,
high availability, scalability, and storage efficiency. Customers can depend on Cisco UCS and NetApp Clustered
Data ONTAP Storage to provide these essential elements. Built on clustered Data ONTAP unified scale-out ar-
chitecture, AFF consistently meets or exceeds the high-performance demands of Oracle databases. It also pro-
vides rich data management capabilities, such as integrated data protection and non-disruptive upgrades and
data migration. These features allow customers to eliminate performance silos and seamlessly integrate AFF into
a shared infrastructure.

Clustered Data ONTAP 9.7 delivers an enhanced inline compression capability that significantly reduces the
amount of flash storage required and carries near-zero effects on system performance and doesn’t impact the
application performance. The inline de-duplication won’t help databases much but doesn’t cause any harm in
terms of CPU cycles when it is turned on and can help other non-database objects sharing the same storage
cluster. The combination of Cisco UCS, NetApp and Oracle Real Application Cluster Database architecture can
provide the following benefits to accelerate your IT transformation

Cisco UCS stateless computing architecture provided by the Service Profile capability of Cisco UCS allows fast,
non-disruptive workload changes to be executed simply and seamlessly across the integrated UCS infrastruc-
ture and Cisco x86 servers.

A single platform built from unified compute, fabric, and storage technologies, allowing you to scale to large-
scale data centers without architectural changes

Enabling faster deployments, greater flexibility of choice, efficiency, high availability, and lower risk.



Appendix

MDS 9132T Switch Configuration
ORA19C-FLEXPOD-MDS-A# show running-config
version 8.4 (1)
power redundancy-mode redundant
feature npiv
feature fport-channel-trunk
feature telnet
role name default-role

description This is a system defined role and applies to all users.
rule 5 permit show feature environment
rule 4 permit show feature hardware
rule 3 permit show feature module
rule 2 permit show feature snmp
rule 1 permit show feature system
ip domain-lookup
ip host ORA19C-FLEXPOD-MDS-A 10.29.134.50
aaa group server radius radius

snmp-server user admin network-admin auth md5 Oxeafcl79c4eb2875cdbcad434a323el3b2 priv
Oxeafcl79c4eb2875cdbcad34a323el3b2 localizedkey

vsan database
vsan 151 name "VSAN-FI-A"

device-alias mode enhanced

device-alias database
device-alias name Flexl-hbaO pwwn 20:00:00:25:b5:99:aa:00
device-alias name Flexl-hba2 pwwn 20:00:00:25:b5:99:aa:01
device-alias name Flex2-hba0 pwwn 20:00:00:25:b5:99:aa:02
device-alias name Flex2-hba2 pwwn 20:00:00:25:b5:99:aa:03
device-alias name Flex3-hba0 pwwn 20:00:00:25:b5:99:aa:04
device-alias name Flex3-hba2 pwwn 20:00:00:25:b5:99:aa:05
device-alias name Flex4-hbaO pwwn 20:00:00:25:b5:99:aa:06
device-alias name Flex4-hba2 pwwn 20:00:00:25:b5:99:aa:07
device-alias name Flex5-hba0 pwwn 20:00:00:25:b5:99:aa:08
device-alias name Flex5-hba2 pwwn 20:00:00:25:b5:99:aa:09
device-alias name Flex6-hba0 pwwn 20:00:00:25:b5:99:aa:0a
device-alias name Flex6-hba2 pwwn 20:00:00:25:b5:99:aa:0b
device-alias name Flex7-hba0 pwwn 20:00:00:25:b5:99:aa:0c
device-alias name Flex7-hba2 pwwn 20:00:00:25:b5:99:aa:0d



device-alias name Flex8-hba0 pwwn 20:00:00:25:b5:99:aa:0e

device-alias name Flex8-hba2 pwwn 20:00:00:25:b5:99:aa:0f

device-alias name A800-NVMe-01-2a pwwn 20

device-alias name A800-NVMe-02-2a pwwn 20:

device-alias name FlexPod-A800-01-2a pwwn
device-alias name FlexPod-A800-01-2b pwwn
device-alias name FlexPod-A800-02-2a pwwn
device-alias name FlexPod-A800-02-2b pwwn
device-alias commit
system default zone distribute full
zone smart-zoning enable vsan 151
zoneset distribute full vsan 151
'Active Zone Database Section for vsan 151
zone name FlexlA-Boot vsan 151
member device-alias Flexl-hbaO init
member device-alias FlexPod-A800-01-2a
member device-alias FlexPod-A800-02-2a
zone name Flex2A-Boot vsan 151
member device-alias Flex2-hba0O init
member device-alias FlexPod-A800-01-2a
member device-alias FlexPod-A800-02-2a
zone name Flex3A-Boot vsan 151
member device-alias Flex3-hbaO init
member device-alias FlexPod-A800-01-2a
member device-alias FlexPod-A800-02-2a
zone name Flex4A-Boot vsan 151
member device-alias Flex4-hba0O init
member device-alias FlexPod-A800-01-2a
member device-alias FlexPod-A800-02-2a
zone name Flex5A-Boot vsan 151
member device-alias Flex5-hba0 init
member device-alias FlexPod-A800-01-2a
member device-alias FlexPod-A800-02-2a
zone name Flex6A-Boot vsan 151
member device-alias Flex6-hba0 init
member device-alias FlexPod-A800-01-2a
member device-alias FlexPod-A800-02-2a
zone name Flex7A-Boot vsan 151

member device-alias Flex7-hba0 init
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member device-alias FlexPod-A800-01-

member device-alias FlexPod-A800-02-

zone name Flex8A-Boot vsan 151

member device-alias Flex8-hba0O init

member device-alias FlexPod-A800-01-

member device-alias FlexPod-A800-02-

zone name FlexlA-NVMe vsan 151

member device-alias Flexl-hba2 init

member device-alias A800-NVMe-01-2a

member device-alias A800-NVMe-02-2a
zone name Flex2A-NVMe vsan 151

member device-alias Flex2-hba2 init

member device-alias A800-NVMe-01-2a

member device-alias A800-NVMe-02-2a
zone name Flex3A-NVMe vsan 151

member device-alias Flex3-hba2 init

member device-alias A800-NVMe-01-2a

member device-alias A800-NVMe-02-2a
zone name Flex4A-NVMe vsan 151

member device-alias Flex4-hba2 init

member device-alias A800-NVMe-01-2a

member device-alias A800-NVMe-02-2a
zone name Flex5A-NVMe vsan 151

member device-alias Flex5-hba2 init

member device-alias A800-NVMe-01-2a

member device-alias A800-NVMe-02-2a
zone name Flex6A-NVMe vsan 151

member device-alias Flex6-hba2 init

member device-alias A800-NVMe-01l-2a

member device-alias A800-NVMe-02-2a
zone name Flex7A-NVMe vsan 151

member device-alias Flex7-hba2 init

member device-alias A800-NVMe-01-2a

member device-alias A800-NVMe-02-2a
zone name Flex8A-NVMe vsan 151

member device-alias Flex8-hba2 init

member device-alias A800-NVMe-01-2a

member device-alias A800-NVMe-02-2a

zoneset name Flex-A vsan 151

2a target
2a target

2a target
2a target

target
target

target
target

target
target

target
target

target
target

target
target

target
target

target
target



member FlexlA-Boot

member Flex2A-Boot

member Flex3A-Boot

member Flex4A-Boot

member Flex5A-Boot

member Flex6A-Boot

member Flex7A-Boot

member Flex8A-Boot

member FlexlA-NVMe

member Flex2A-NVMe

member Flex3A-NVMe

member Flex4A-NVMe

member Flex5A-NVMe

member Flex6A-NVMe

member Flex7A-NVMe

member Flex8A-NVMe
zoneset activate name Flex-A vsan 151
do clear zone database vsan 151
'Full Zone Database Section for vsan 151
zone name FlexlA-Boot vsan 151

member device-alias Flexl-hbaO init

member device-alias FlexPod-A800-01-2a

member device-alias FlexPod-A800-02-2a
zone name Flex2A-Boot vsan 151

member device-alias Flex2-hba0O init

member device-alias FlexPod-A800-01-2a

member device-alias FlexPod-A800-02-2a
zone name Flex3A-Boot vsan 151

member device-alias Flex3-hba0O init

member device-alias FlexPod-A800-01-2a

member device-alias FlexPod-A800-02-2a
zone name Flex4A-Boot vsan 151

member device-alias Flex4-hba0O init

member device-alias FlexPod-A800-01-2a

member device-alias FlexPod-A800-02-2a
zone name Flex5A-Boot vsan 151

member device-alias Flex5-hba0 init

member device-alias FlexPod-A800-01-2a

member device-alias FlexPod-A800-02-2a

target
target

target
target

target
target

target
target

target
target



zone name Flex6A-Boot vsan 151

member device-alias Flex6-hba0 init

member device-alias FlexPod-A800-01-

member device-alias FlexPod-A800-02-

zone name Flex7A-Boot vsan 151

member device-alias Flex7-hba0 init

member device-alias FlexPod-A800-01-

member device-alias FlexPod-A800-02-

zone name Flex8A-Boot vsan 151

member device-alias Flex8-hba0O init

member device-alias FlexPod-A800-01-

member device-alias FlexPod-A800-02-

zone name FlexlA-NVMe vsan 151

member device-alias Flexl-hba2 init

member device-alias A800-NVMe-01-2a

member device-alias A800-NVMe-02-2a
zone name Flex2A-NVMe vsan 151

member device-alias Flex2-hba2 init

member device-alias A800-NVMe-01-2a

member device-alias A800-NVMe-02-2a
zone name Flex3A-NVMe vsan 151

member device-alias Flex3-hba2 init

member device-alias A800-NVMe-01-2a

member device-alias A800-NVMe-02-2a
zone name Flex4A-NVMe vsan 151

member device-alias Flex4-hba2 init

member device-alias A800-NVMe-01-2a

member device-alias A800-NVMe-02-2a
zone name Flex5A-NVMe vsan 151

member device-alias Flex5-hba2 init

member device-alias A800-NVMe-01-2a

member device-alias A800-NVMe-02-2a
zone name Flex6A-NVMe vsan 151

member device-alias Flex6-hba2 init

member device-alias A800-NVMe-01-2a

member device-alias A800-NVMe-02-2a
zone name Flex7A-NVMe vsan 151

member device-alias Flex7-hba2 init

member device-alias A800-NVMe-01-2a

2a target
2a target

2a target
2a target

2a target
2a target

target
target

target
target

target
target

target
target

target
target

target
target
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member device-alias A800-NVMe-02-2a target
zone name Flex8A-NVMe vsan 151
member device-alias Flex8-hba2 init
member device-alias A800-NVMe-0l1-2a target
member device-alias A800-NVMe-02-2a target
zoneset name Flex-A vsan 151
member FlexlA-Boot
member Flex2A-Boot
member Flex3A-Boot
member Flex4A-Boot
member Flex5A-Boot
member Flex6A-Boot
member Flex7A-Boot
member Flex8A-Boot
member FlexlA-NVMe
member Flex2A-NVMe
member Flex3A-NVMe
member Flex4A-NVMe
member Flex5A-NVMe
member Flex6A-NVMe
member Flex7A-NVMe
member Flex8A-NVMe
interface mgmtO
ip address 10.29.134.50 255.255.255.0
interface port-channel251
switchport trunk allowed vsan 151
switchport description ORA19C-FlexPod-FI-A
switchport rate-mode dedicated
switchport trunk mode off
vsan database
vsan 151 interface port-channel251
vsan 151 interface fcl/5
vsan 151 interface fcl/6
vsan 151 interface fcl/7
vsan 151 interface fcl/8
vsan 151 interface fcl/9
vsan 151 interface £fcl/10
vsan 151 interface fcl/11
vsan 151 interface fcl/12



switchname ORA19C-FLEXPOD-MDS-A
cli alias name autozone source sys/autozone.py
line console
line vty
boot kickstart bootflash:/m9100-s6ek9-kickstart-mz.8.4.1.bin
boot system bootflash:/m9100-s6ek9-mz.8.4.1.bin
interface fcl/1
switchport description ORA19C-FlexPod-FI-A-1/1
switchport trunk mode off
port-license acquire
channel-group 251 force
no shutdown
interface fcl/2
switchport description ORA19C-FlexPod-FI-A-1/2
switchport trunk mode off
port-license acquire
channel-group 251 force
no shutdown
interface fcl/3
switchport description ORA19C-FlexPod-FI-A-1/3
switchport trunk mode off
port-license acquire
channel-group 251 force
no shutdown
interface fcl/4
switchport description ORA19C-FlexPod-FI-A-1/4
switchport trunk mode off
port-license acquire
channel-group 251 force
no shutdown
interface fcl/5
switchport trunk allowed vsan 151
switchport description FlexPod-A800-01-2a
switchport trunk mode off
port-license acquire
no shutdown
interface fcl/6
switchport trunk allowed vsan 151

switchport description FlexPod-A800-01-2b



switchport trunk mode off
port-license acquire
no shutdown

interface fcl/7
switchport trunk allowed vsan 151
switchport description FlexPod-A800-02-2a
switchport trunk mode off
port-license acquire
no shutdown

interface fcl/8
switchport trunk allowed vsan 151
switchport description FlexPod-A800-02-2b
switchport trunk mode off
port-license acquire
no shutdown

interface fcl/9
switchport trunk allowed vsan 151
switchport trunk mode off
port-license acquire
no shutdown

interface £c1/10
switchport trunk allowed vsan 151
switchport trunk mode off
port-license acquire
no shutdown

interface fcl/11
switchport trunk allowed vsan 151
switchport trunk mode off
port-license acquire
no shutdown

interface fcl/12
switchport trunk allowed vsan 151
switchport trunk mode off
port-license acquire
no shutdown

ip default-gateway 10.29.134.1

Cisco Nexus 9336C-FX2 Switch Configuration
ORA19C-FLEXPOD-N9K-A# show running-config

version 9.3(3) Bios:version 05.40



hostname ORA19C-FLEXPOD-N9K-A
policy-map type network-gqos jumbo
class type network-gqos class-default
mtu 9216
cfs eth distribute
feature udld
feature interface-vlan
feature hsrp
feature lacp
feature vpc
feature lldp
ip domain-lookup
system default switchport
system gos
service-policy type network-gos jumbo
vlan 1,10,134
vlan 10
name Oracle RAC Private_Network
vlan 134
name Oracle RAC Public Network
spanning-tree port type edge bpduguard default
spanning-tree port type network default
vrf context management
ip route 0.0.0.0/0 10.29.134.1
port-channel load-balance src-dst l4port
vpc domain 1
peer-keepalive destination 10.29.134.53 source 10.29.134.52
auto-recovery
interface Vlanl
interface Vlanl34
no shutdown
ip address 10.29.134.253/24
interface port-channell
description vPC peer-link
switchport mode trunk
switchport trunk allowed vlan 1,10,134
spanning-tree port type network
vpc peer-link

interface port-channel5l



description Port-Channel FI-A
switchport mode trunk
switchport trunk allowed vlan 1,10,134
spanning-tree port type edge trunk
mtu 9216
vpc 51
interface port-channel52
description Port-Channel FI-B
switchport mode trunk
switchport trunk allowed vlan 1,10,134
spanning-tree port type edge trunk
mtu 9216
vpc 52
interface Ethernetl/1
description Peer link 100g connected to N9K-B-Ethl/1
switchport mode trunk
switchport trunk allowed vlan 1,10,134
channel-group 1 mode active
interface Ethernetl/2
description Peer link 100g connected to N9K-B-Ethl/2
switchport mode trunk
switchport trunk allowed vlan 1,10,134
channel-group 1 mode active
interface Ethernetl/25
description 100g link to Fabric-Interconnect A port 49
switchport mode trunk
switchport trunk allowed vlan 1,10,134
spanning-tree port type edge trunk
mtu 9216
channel-group 51 mode active
interface Ethernetl/26
description 100g link to Fabric-Interconnect B Port 49
switchport mode trunk
switchport trunk allowed vlan 1,10,134
spanning-tree port type edge trunk
mtu 9216
channel-group 52 mode active
interface Ethernetl/31

description connect to uplink switch



switchport access vlan 134
speed 1000
interface mgmtO
vrf member management
ip address 10.29.134.52/24
line console
line vty
boot nxos bootflash:/nxos.9.3.3.bin

no system default switchport shutdown

Multipath Configuration “/etc/multipath.conf”
[root@flexl ~]# cat /etc/multipath.conf
defaults {

find multipaths yes
user_friendly names yes
enable foreign NONE
}
blacklist {
}
multipaths {
multipath {
wwid 3600a098038304437575d507956514145
alias Flex1l-0S

}

Configuration of “/etc/sysctl.conf”
[root@flexl ~]# cat /etc/sysctl.conf
vm.nr_hugepages=78000
# oracle-database-preinstall-19c setting for fs.file-max is 6815744
fs.file-max = 6815744
# oracle-database-preinstall-19c setting for kernel.sem is '250 32000 100 128'
kernel.sem = 250 32000 100 128
# oracle-database-preinstall-19c setting for kernel.shmmni is 4096
kernel.shmmni = 4096
# oracle-database-preinstall-19c setting for kernel.shmall is 1073741824 on x86_64
kernel.shmall = 1073741824
# oracle-database-preinstall-19c setting for kernel.shmmax is 4398046511104 on x86_64
kernel.shmmax = 4398046511104
# oracle-database-preinstall-19c setting for kernel.panic_on oops is 1 per Orabug 19212317



kernel.panic_on oops =1

# oracle-database-preinstall-19c setting for net.core.rmem default is 262144
net.core.rmem default = 262144

# oracle-database-preinstall-19c setting for net.core.rmem max is 4194304
net.core.rmem max = 4194304

# oracle-database-preinstall-19c setting for net.core.wmem default is 262144
net.core.wmem default = 262144

# oracle-database-preinstall-19c setting for net.core.wmem max is 1048576
net.core.wmem max = 1048576

# oracle-database-preinstall-19c setting for net.ipvé4.conf.all.rp filter is 2
net.ipv4d.conf.all.rp filter = 2

# oracle-database-preinstall-19c setting for net.ipv4.conf.default.rp filter is 2
net.ipv4.conf.default.rp filter = 2

# oracle-database-preinstall-19c setting for fs.aio-max-nr is 1048576
fs.aio-max-nr = 1048576

# oracle-database-preinstall-19c setting for net.ipv4.ip local port range is 9000 65500
net.ipv4.ip local port range = 9000 65500

Configuration of “/etc/security/limits.d/oracle-database-preinstall-19c.conf”
[root@flexl ~]# cat /etc/security/limits.d/oracle-database-preinstall-19c.conf
# oracle-database-preinstall-19c setting for nofile soft limit is 1024
oracle soft nofile 1024
# oracle-database-preinstall-19c setting for nofile hard limit is 65536
oracle hard nofile 65536
# oracle-database-preinstall-19c setting for nproc soft limit is 16384
# refer orabugl5971421 for more info.
oracle soft nproc 16384
# oracle-database-preinstall-19c setting for nproc hard limit is 16384
oracle hard nproc 16384
# oracle-database-preinstall-19c setting for stack soft limit is 10240KB
oracle soft stack 10240
# oracle-database-preinstall-19c setting for stack hard limit is 32768KB
oracle hard stack 32768

# oracle-database-preinstall-19c setting for memlock hard limit is maximum of 128GB on x86_64
or 3GB on x86 OR 90 % of RAM

### oracle hard memlock 237010305
### oracle hard memlock 237010882
oracle hard memlock 474832847

# oracle-database-preinstall-19c setting for memlock soft limit is maximum of 128GB on x86_64
or 3GB on x86 OR 90% of RAM



### oracle soft memlock 237010305

### oracle soft memlock 237010882

oracle soft memlock 474832847

# oracle-database-preinstall-19c setting for data soft limit is 'unlimited’
oracle soft data unlimited

# oracle-database-preinstall-19c setting for data hard limit is 'unlimited'

oracle hard data unlimited

Configuration of “/etc/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules”
[root@flexl ~]# cat /etc/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules
### Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{model}=="NetApp ONTAP Controller",
ATTR{iopolicy}="round-robin"

Configuration of “/etc/udev/rules.d/80-nvme.rules”
[rootRflexl ~]# cat /etc/udev/rules.d/80-nvme.rules
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.7636791b-944f-4adb-
941e-0d962639£718", SYMLINK+="asml", GROUP:="oinstall", OWNER:="grid", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.125lelc3-3735-4546-
8b39-6654c83620£7", SYMLINK+="asm2", GROUP:="oinstall", OWNER:='"grid", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.e2c15660—bc0c—4bfb—
a360-02011bb55b06", SYMLINK+="datacdbO0l", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.374102da—60ab—436f—
96cd-0a8b4d6d75c8", SYMLINK+="datacdb02", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.4clb87£f3-f3e2-432e-
bl3d-435adc5e75d5", SYMLINK+="datacdb03", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.b9232ee5-afe2-4237-
913a-£f6b213d382f6", SYMLINK+="datacdb04", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.6fc2542d-ba50-42a2-
907b-e7375709%9ee0£f", SYMLINK+="datadssO0l", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.710065e5—c4b1-43af—
aelb-d28662d921fb", SYMLINK+="datadss02", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.90336e21—becl-4da5—
b64e-d988e8£689c3", SYMLINK+="datadss03", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.d51£7c79-f7aa-4155-
9c92-7e4532e11560", SYMLINK+="datadss04", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.4a7533cc—f86a-4787—
bed8-05263a929c42", SYMLINK+="dataslob0l", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.ffc6al34-0£79-4748-
8dfe-73bf7a778729", SYMLINK+="dataslob02", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.231aa3d6—6a14—4ea1—
9e4£f-32145a97817£f", SYMLINK+="dataslob03", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.O0b53d533-6afl-4elb-
ad64-424c0ceaa569", SYMLINK+="dataslob04", GROUP:="oinstall", OWNER:="oracle", MODE:="660"



KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.938e9£50-0030-471c-
b4£f7-9f2cd0f45aec", SYMLINK+="dataslob05", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.faf7a66b-2b20-4a28-
8£f20-8a2ddd06856d", SYMLINK+="dataslob06", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.76a65ede-9e0b-4976-
8e3d-26c0e6ba859d", SYMLINK+="dataslob07", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ ID_WWN}=="uuid. ad3cc536-4fcl-4844-
880a-b5ea6dd74a8c", SYMLINK+="dataslob08", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.f373£271-7a63-418f-
ac52-171b0d8£c302", SYMLINK+="dataslob09", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.a2df6615-c3ab-4233-
93fb-49c0fl2eece3", SYMLINK+="dataslobl0", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.af831613-fe2c-4fe2-
a495-df3de7b92bbl", SYMLINK+="dataslobll", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.45cc5b21-£780-4ec2-
8c3a-a35baa28blf4", SYMLINK+="dataslobl2", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.c4el8aaa-2b0a-44a9-
92c4-6c5aaaf%e819d", SYMLINK+="dataslobl3", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ ID_WWN}=="uuid. 90cb2720-£977-4a00-
8af7-6ba61c95cb56", SYMLINK+="dataslobl4", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ ID_WWN}=="uuid. 5307ccfl1-9b73-430£-
8l2a-a3effa547943", SYMLINK+="dataslobl5", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.59618b5f-921f-4a2l1-
b7b2-3e6b7c6e30e7", SYMLINK+="dataslobl6", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.b579894d-db9d-400b-
9£15-c6317533af0f", SYMLINK+="dataslobl7", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.5199bal0-848c-42c7-
bd7d-cla91b9%9a91d2", SYMLINK+="dataslobl8", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.04af9123-01lc3-41cb-
a315-65736£f0684e8", SYMLINK+="dataslobl9", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.3afda788-8222-47ae-
al53-400c322¢1408", SYMLINK+="dataslob20", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ ID_WWN}=="uuid. £75037d6-cc82-4e26-
9b2f-47621a2lead0", SYMLINK+="dataslob2l", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.O4ee767c-77e3-4e63-
921d-f62efdd2c20d", SYMLINK+="dataslob22", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.6814b2£4-0733-413d-
b8f5-1e37b3c6846d", SYMLINK+="dataslob23", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.65b82£55-b9d6-41d6-
a4f2-55dd8£88al174", SYMLINK+="dataslob24", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.6éb229c62-ae32-42£f7-
8£d3-abfb6cb35408", SYMLINK+="pdbfin0l", GROUP:="oinstall", OWNER:="oracle", MODE:="660"

KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ ID_WWN}=="uuid. £0d478685-078e-4d64-
bd18-0a00a9376581", SYMLINK+="pdbfin02", GROUP:="oinstall", OWNER:="oracle", MODE:="660"



KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.5fbal916-9fle-44e5-
88dd-cf318988a8e4", SYMLINK+="pdbfin03", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.3b2d3903-5381-49b5-
90b2-76£fb08744fbe", SYMLINK+="pdbfin04", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.al39aabf-1a98-4b36-
aae9-6d18456b68bl", SYMLINK+="pdbfin05", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.5f65d480—14ea—40e6—
81df-8c6d76dd76a3", SYMLINK+="pdbfin06", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.48c7945c-a%ac-4e08-
938f-af923e949aa2", SYMLINK+="pdbfin07", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.e8cfl9%ef-1842-4£36-
bdf6-d92b0009ad13", SYMLINK+="pdbfin08", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.e66£783e-5769-4a39-
92c8-64d641bdfedf", SYMLINK+="pdbfin09", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.367ad79d—631d—408f—
adb5-d3fac028fe%", SYMLINK+="pdbfinl0", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.d7cd43e9-a2e5-43£9-
bl86-a98e2e630c57", SYMLINK+="pdbfinll", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.b0f03462—806f—4adc—
83d1-75137e450efe", SYMLINK+="pdbfinl2", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.49a82540—18a0—4331—
9830-ffe7bb670a32", SYMLINK+="pdbfinl3", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.7acOlcc2-8fe6-4a84-
bbl0-bl8ce3e7ael5", SYMLINK+="pdbfinl4", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.b9cf3604—5b01-4542—
8400-a1574554£fc59", SYMLINK+="pdbfinl5", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.26545951-0b48-475£f-
9d6e-8a74£0374d40", SYMLINK+="pdbfinl6", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.c26457e9-eb27-48e4-
aeaa-02360902£f0£8", SYMLINK+="pdbfinl7", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.edbe0357—ee10-423b—
baB8a-79a5f661367a", SYMLINK+="pdbfinl8", GROUP:="oinstall", OWNER:="oracle'", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.97b88250—d622—4e43—
93c9-c9£26d57898b", SYMLINK+="pdbfinl9", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9] *", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.30c52011-eaf0-4fed-
971a-£f136b82882c3", SYMLINK+="pdbfin20", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.f317569a—0e7f-40b1—
b565-bellfale3lle", SYMLINK+="pdbfin2l", GROUP:="oinstall", OWNER:="oracle'", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.bae4fl14-86e8-4£0d-
a39f-b9%b£f017bb211", SYMLINK+="pdbfin22", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.l7leff22-a071-4502-
9c95-ef8beald6d51", SYMLINK+="pdbfin23", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.3674baf6—f803-446e—
9e96-2b5bd858eflc", SYMLINK+="pdbfin24", GROUP:="oinstall", OWNER:="oracle", MODE:="660"



KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.56e99801—e527—46b7—
993¢c-a047707dd937", SYMLINK+="pdbsh0l", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.8207dcc9-5d7a-4a2l-
aa6d-bcdab22alac8", SYMLINK+="pdbsh02", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.cc32591le-47fb-4ae0l-
8ffe-434501787335", SYMLINK+="pdbsh03", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.402b14c8—7e79—4973—
afca-£09d061681a7", SYMLINK+="pdbsh04", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.67858129—a63d—4780—
9a45-5cbfc271648d", SYMLINK+="pdbsh05", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.c5bfal2e-6c38-4cda-
a283-8£f4b7£936452", SYMLINK+="pdbsh06", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.9611a6eb—0867—4bae—
9387-10270a5226a5", SYMLINK+="pdbsh07", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.c13cd79f—a445—45b6—
a24b-9c88857ef9%6e", SYMLINK+="pdbsh08", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.43d072c9-d76a-4c5e-
ald4-1b109%9e54a273", SYMLINK+="pdbsh09", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.a3916b8b—5fde—453f—
8900-466a7b507b37", SYMLINK+="pdbshl0", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.01840de9-4ad6-4665-
a938-f5a6efld66cc”", SYMLINK+="pdbshll", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.ab58e2£f5-52b8-4944-
9bff-035117445749", SYMLINK+="pdbshl2", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.965a7b77—d0ff-4618—
b7a3-854bc33d00c2", SYMLINK+="pdbshl3", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.8193ccea-fa8b-471d-
a5f9-567c16£02896", SYMLINK+="pdbshl4", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.d7a78b72-dd7b-499b-
8106-45593a3530b0", SYMLINK+="pdbshl5", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.4e953209—16f9-4a5b—
al0al-cc67148£d73f", SYMLINK+="pdbshl6", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.fa2bf4df-4112-4cb7-
bf05-d53eaa3dlee8", SYMLINK+="pdbshl7", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.2ae34a39—33c4-459f—
bfcl-04a3la29eea8", SYMLINK+="pdbshl8", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.l2efdae5-d8£f0-449f-
aef7-a5e6c3df316d", SYMLINK+="pdbshl9", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.f32fe109—88da—4091—
ac4b-d0038c4eal06", SYMLINK+="pdbsh20", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.69e16e6d—6a44-4609—
84ef-02a7ab26£3d1", SYMLINK+="pdbsh2l", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.f02733b8—1d5f-4ec4—
add7-9961068c8eea", SYMLINK+="pdbsh22", GROUP:="oinstall", OWNER:="oracle", MODE:="660"



KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.c4f9a590—92db—48c3—
b8e7-1£0646a50c66", SYMLINK+="pdbsh23", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.cc7b6a92—0e7d—40e1—
bb9%a-c4575945591c", SYMLINK+="pdbsh24", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.311£295a-6232-4d03-
a58d-dfcfb9%ef2e49", SYMLINK+="pdbsoe0l", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.a93a0661—1872—489e—
b2ef-14c726d914bb", SYMLINK+="pdbsoe02", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.06ce3ec7—d163—4971—
a864-033034630d16", SYMLINK+="pdbsoe03", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.c25759df-e940-4910-
9068-27a853ab73b8", SYMLINK+="pdbsoe04", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.dafe4860-42a9-4blb-
96el-26149%efebec8", SYMLINK+="pdbsoe05", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.f2faffe2—3dda—4cc6—
a691-2cc4430a34d4", SYMLINK+="pdbsoe06", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.c2afc715-6688-410e-
8d9c-fe8eac7c621f", SYMLINK+="pdbsoe07", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.18d67b41-3c97-4£fd2-
b082-c9827£a55727", SYMLINK+="pdbsoe08", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.0c1be47a—683b—4a0e—
80b5-9e5e9a7426af", SYMLINK+="pdbsoe09", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.e7a04d6e-d783-4379-
82bl-fedea30fae6b", SYMLINK+="pdbsoelO", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.741306b6—ec1d-4059—
a594-65575383bd16", SYMLINK+="pdbsoell", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9] *", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.ea6297c5-0e81-412b-
97a3-9960b06bfalc", SYMLINK+="pdbsoel2", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}==“uuid.29645ebd—6a00—4e57—
abeb-20de0551a2e2", SYMLINK+="pdbsoel3", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.07a78a88—2469-4849—
9681-31feB884d8ea8", SYMLINK+='"pdbsoeld4", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.7501b410-8424-4el9-
b240-a4b19a822574", SYMLINK+="pdbsoel5", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.6c985ea5-0fea-4ac8-
a845-dfa3ea6£f4493", SYMLINK+="pdbsoel6", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.78£59c23-e674-4££6-
95af-3d7£d2486831", SYMLINK+="pdbsoel7", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.dlff7a09-1ef7-4371-
b5dd-5957c8ca0417", SYMLINK+="pdbsoel8", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.885f272e-9abl-4£3b-
b6ce-2e417c6cb679", SYMLINK+="pdbsoel9", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.29£1816£-9£19-42e4-
b7b8-8£339b05b633", SYMLINK+="pdbsoe20", GROUP:="oinstall", OWNER:="oracle'", MODE:="660"



KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.cfdd83c7-479e-473e-
8f4b-1c90£23405fc", SYMLINK+="pdbsoe2l", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.9£29dd56-béed-45al-
9a00-cac28d6ddb3f", SYMLINK+="pdbsoe22", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.4374abc9-elb7-42e0-
bb54-d06c2b94216e", SYMLINK+="pdbsoe23", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.1d0694ca-f96f-444e-
b5df-d%e4d4fbal6e7d", SYMLINK+="pdbsoe24", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.O0blf4c21-4267-494f-
a80e-a8606faabadl", SYMLINK+="redocdb0l", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.ald3752b-5187-4d42-
9ec5-aefeebb6ea741", SYMLINK+="redocdb02", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.fae25270—8c19—45b3—
86af-6073d30a76dc", SYMLINK+="redocdb03", GROUP:="oinstall", OWNER:="oracle'", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.81cf333d—6a1e—4585—
92db-b4£8833bd0£f6", SYMLINK+="redocdb04", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.d4ef48cd-5492-4071-
84a2-48711be2293c", SYMLINK+="redocdb05", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.aadb4ce8-e38c-47ef-
8b43-7dc62£8370£7", SYMLINK+="redocdb06", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.5e3d67e1—c312—4b35—
ab6b-ec6dfcl9e2c4", SYMLINK+="redocdb07", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.b5d5d31c-4783-49ad-
9684-91cl0cfld6ed", SYMLINK+="redocdb08", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.82b7679a—a533-40ce—
a95c-3994582b955a", SYMLINK+="redodss0l", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.09717858-7bd6-42df-
9785-61£2052dedc5", SYMLINK+="redodss02", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.347abla7-ac68-4981-
9305-f0bb8cfddldb", SYMLINK+="redodss03", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.3dd650cc—a441-4e47—
8bec-6dfa526b0a6l", SYMLINK+="redodss04", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.48de5a34—9e5d—4084—
a674-dfa354d%eddd", SYMLINK+="redodss05", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9] *", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.cb3c7194-5eb5-47a4-
a037-£f88fad986cbe", SYMLINK+="redodss06", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.db7al6éb6-839d-41le2-
8fa6-£c592dc21953", SYMLINK+="redodss07", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.761d202d—0d89—4352—
b2ad-bble72961la6b", SYMLINK+="redodss08", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.be8fd420—abbd-48fe—
bl104-666£0df4319a", SYMLINK+="redoslob0l", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_WWN}=="uuid.c9fa0299—e631-4ec6—
8526-1c34431£f6410", SYMLINK+="redoslob02", GROUP:="oinstall", OWNER:="oracle", MODE:="660"



KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID_ WWN}=="uuid.e45cd643-3e39-47a9-
b39f-20ebeecd73c9", SYMLINK+="redoslob03", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9] *", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.f655315e-cbec-4£21-
9f88-cbeaf58646£f2", SYMLINK+="redoslob04", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.86cdec61-9a51-4756-
8c6d-e354ddf5310a", SYMLINK+="redoslob05", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9]*n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ ID_WWN}=="uuid. 3063ael8-4ac7-4b6f-
b36d-91bf38fcfblb", SYMLINK+="redoslob06", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.3a783797-eff0-471la-
9580-04b4bd284c6a", SYMLINK+="redoslob07", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
KERNEL=="nvme [0-9] *n[0-9]*", ENV{DEVTYPE}=="disk", ENV{ID WWN}=="uuid.5253642b-0dbd-4ec3-
a97a-0312ed38074f", SYMLINK+="redoslob08", GROUP:="oinstall", OWNER:="oracle", MODE:="660"
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