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Executive Summary

Cisco Validated Designs (CVDs) include systems and solutions that are designed, tested, and documented to
facilitate and improve customer deployments. These designs incorporate a wide range of technologies and
products into a portfolio of solutions that have been developed to address the business needs of customers.
Cisco, Pure and Citrix have partner to deliver this document, which serves as a specific step-by-step guide for
implementing this solution. This Cisco Validated Design provides an efficient architectural design that is based on
customer requirements. The solution that follows is a validated approach for deploying Cisco, Pure, VMware and
Citrix technologies as a shared, high performance, resilient, virtual desktop infrastructure.

This document provides a reference architecture and design guide for up to a 6500-seat Hosted Shared Desktop,
5500-Seat Non-persistent VDI and 5000-seat Persistent VDI with Knowledge workers workload. The end user
computing environment is on FlashStack Data Center with 4" Generation Cisco UCS and Pure Storage®
FlashArray//X70 R2 with 100 percent DirectFlash Modules and DirectFlash Software. The solution includes Citrix
Virtual Apps and Desktops 7.15 LTSR server-based Hosted Shared Desktop Windows Sever 2019 sessions, Citrix
Virtual Apps and Desktops persistent Microsoft Windows 10 virtual desktops and Citrix Virtual Apps and Desktops
non-persistent Microsoft Windows 10 virtual desktops on VMware vSphere 6.7U3 hypervisor.

The solution is a predesigned, best-practice data center architecture built on the FlashStack reference
architecture. The FlashStack Data Center used in this validation includes Cisco Unified Computing System (Cisco
UCS), the Cisco Nexus® 9000 family of switches, Cisco MDS 9000 family of Fibre Channel (FC) switches and
Pure All-NVMe FlashArray//X system.

This solution is 100 percent virtualized on fifth generation Cisco UCS B200 M5 blade servers, booting VMware
vSphere 6.7 Update 3 through FC SAN from the FlashArray//X70 R2 storage array. Where applicable the
document provides best practice recommendations and sizing guidelines for customer deployment of this solution.

This solution provides an outstanding virtual desktop end-user experience as measured by the Login VSI 4.1.39.6
Knowledge Worker workload running in benchmark mode, providing a large-scale building block that can be
replicated to confidently scale-out to tens of thousands of users.
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Solution Overview
]

Introduction

The current industry trend in data center design is towards shared infrastructures. By using virtualization along with
pre-validated IT platforms, enterprise customers have embarked on the journey to the cloud by moving away from
application silos and toward shared infrastructure that can be quickly deployed, thereby increasing agility, and
reducing costs. Cisco, Pure Storage, Citrix and VMware have partnered to deliver this Cisco Validated Design,
which uses best of breed storage, server and network components to serve as the foundation for desktop
virtualization workloads, enabling efficient architectural designs that can be quickly and confidently deployed.

Audience

The audience for this document includes, but is not limited to; sales engineers, field consultants, professional
services, IT managers, partner engineers, and customers who want to take advantage of an infrastructure built to
deliver IT efficiency and enable IT innovation.

Purpose of this Document

This document provides a step-by-step design, configuration and implementation guide for the Cisco Validated
Design for a large-scale Citrix Virtual Apps and Desktops 7.15 mixed workload solution with Pure Storage
FlashArray//X array, Cisco UCS Blade Servers, Cisco Nexus 9000 series Ethernet switches and Cisco MDS 9100
series Multilayer Fibre channel switches.

What’s New in this Release?

This is the Citrix Virtual Apps and Desktops 7.15 Virtual Desktop Infrastructure (VDI) deployment Cisco Validated
Design with Cisco UCS 5" generation servers and Pure X-Series system.

It incorporates the following features:

Cisco UCS B200 Mb blade servers with Intel Xeon® Gold 6230 CPU

64GB DDR4-2933-MHz memory

Support for the Cisco UCS 4.0(4g) release

Support for the latest release of Pure Storage FlashArray//X70 R2 hardware and Purity//FA v5.3.6
VMware vSphere 6.7 U3 Hypervisor

Citrix Virtual Apps and Desktops 7.15 LTSR CU4 Server 2019 RDS hosted shared virtual desktops

Citrix Virtual Apps and Desktops 7.15 LTSR CU4 non-persistent hosted virtual Windows 10 desktops
provisioned with Citrix Provisioning Services

Citrix Virtual Apps and Desktops 7.15 LTSR CU4 persistent full clones hosted virtual Windows 10 desktops
provisioned with Citrix Machine Creation Services
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The data center market segment is shifting toward heavily virtualized private, hybrid and public cloud computing
models running on industry-standard systems. These environments require uniform design points that can be
repeated for ease of management and scalability.

These factors have led to the need for predesigned computing, networking and storage building blocks optimized
to lower the initial design cost, simplify management, and enable horizontal scalability and high levels of utilization.

The use cases include:
e Enterprise Data Center
e Service Provider Data Center

e Large Commercial Data Center
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FlashStack provides a jointly supported solution by Cisco and Pure Storage. Bringing a carefully validated
architecture built on superior compute, world class networking, and the leading innovations in all flash storage.

The portfolio of validated offerings from FlashStack includes but is not limited to the following:

Consistent performance: FlashStack provides higher, more consistent performance than disk-based
solutions and delivers a converged infrastructure based on all-flash that provides non-disruptive upgrades
and scalability.

Cost savings: FlashStack uses less power, cooling, and data center space when compared to legacy
disk/hybrid storage. It provides industry-leading storage data reduction and exceptional storage density.

Simplicity: FlashStack requires low ongoing maintenance and reduces operational overhead. It also scales
simply and smoothly in step with business requirements.

Deployment choices: It is available as a custom-built single unit from FlashStack partners, but organizations
can also deploy using equipment from multiple sources, including equipment they already own.

Unigue business model: The Pure Storage Evergreen Storage Model enables companies to keep their
storage investments forever, which means no more forklift upgrades and no more downtime.

Mission-critical resiliency: FlashStack offers best in class performance by providing active-active resiliency,
no single point of failure, and non-disruptive operations, enabling organizations to maximize productivity.

Support choices: Focused, high-quality single-number reach for FlashStack support is available from
FlashStack Authorized Support Partners. Single-number support is also available directly from Cisco
Systems as part of the Cisco Solution Support for Data Center offering. Support for FlashStack components
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is also available from Cisco, VMware, and Pure Storage individually and leverages TSANet for resolution of
support gueries between vendors.

This Cisco Validated Design prescribes a defined set of hardware and software that serves as an integrated
foundation for both Citrix Virtual Apps and Desktops Microsoft Windows 10 virtual desktops and Citrix Virtual Apps
and Desktops server desktop sessions based on Microsoft Server 2019.

The mixed workload solution includes Pure Storage FlashArray//X®, Cisco Nexus® and MDS networking, the Cisco
Unified Computing System (Cisco UCS®), Citrix Virtual Apps and Desktops and VMware vSphere® software in a
single package. The design is space optimized such that the network, compute, and storage required can be
housed in one data center rack. Switch port density enables the networking components to accommaodate
multiple compute and storage configurations of this kind.

The infrastructure is deployed to provide Fibre Channel-booted hosts with block-level access to shared storage.
The reference architecture reinforces the " wire-once" strategy, because as additional storage is added to the
architecture, no re-cabling is required from the hosts to the Cisco UCS fabric interconnect.

The combination of technologies from Cisco Systems, Inc., Pure Storage Inc., and Citrix Systems Inc. produced a
highly efficient, robust, and affordable desktop virtualization solution for a hosted virtual desktop and hosted shared
desktop mixed deployment supporting different use cases. Key components of this solution include the following:

e More power, same size. Cisco UCS B200 M5 half-width blade with dual 20-core 2.1 GHz Intel ® Xeon @
Scalable Family Gold (6230) processors and 768 GB of memory for Citrix Virtual Apps and Desktops hosts
supports more virtual desktop workloads than the previously released generation processors on the same
hardware. The Intel 20-core 2.1 GHz Intel ® Xeon ® Gold Scalable Family (6230) processors used in this
study provided a balance between increased per-blade capacity and cost.

e Fault-tolerance with high availability built into the design. The various designs are based on using one
Unified Computing System chassis with multiple Cisco UCS B200 M5 blades for virtualized desktop and
infrastructure workloads. The design provides N+1 server fault tolerance for hosted virtual desktops, hosted
shared desktops and infrastructure services.

e Stress-tested to the limits during aggressive boot scenario. The servers hosting Hosted Shared Desktop
sessions and VDI shared and statically assigned desktop environment booted and registered with the Citrix
Delivery Controllers within very short time, providing our customers with an extremely fast, reliable cold-
start desktop virtualization system.

e Stress-tested to the limits during simulated login storms. All simulated users logged in and started running
workloads up to steady state in 48-minutes without overwhelming the processors, exhausting memory or
exhausting the storage subsystems, providing customers with a desktop virtualization system that can easily
handle the most demanding login and startup storms.

e Ultra-condensed computing for the data center. The rack space required to support the system is less than
a single 42U rack, conserving valuable data center floor space.

e All Virtualized: This Cisco Validated Design (CVD) presents a validated design that is 100 percent virtualized
on VMware ESXi 6.7 U3. All of the virtual desktops, user data, profiles, and supporting infrastructure
components, including Active Directory, SQL Servers, Citrix Virtual Apps and Desktops components,
XenDesktop VDI desktops and XenApp servers were hosted as virtual machines. This provides customers
with complete flexibility for maintenance and capacity additions because the entire system runs on the
FlashStack converged infrastructure with stateless Cisco UCS Blade servers and Pure FC storage.

e Cisco maintains industry leadership with the new Cisco UCS Manager 4.0(4g) software that simplifies
scaling, guarantees consistency, and eases maintenance. Cisco’s ongoing development efforts with Cisco
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UCS Manager (UCSM), Cisco UCS Central, Cisco UCS Director and Cisco Intersight insure that customer
environments are consistent locally, across Cisco UCS Domains and across the globe, our software suite
offers increasingly simplified operational and deployment management and it continues to widen the span of
control for customer organizations’ subject matter experts in compute, storage and network.

Our 25G unified fabric story gets additional validation on Cisco UCS 6400 Series Fabric Interconnects as
Cisco runs more challenging workload testing, while maintaining unsurpassed user response times.

Cisco SAN architectural benefit of the next-generation 32-Gb fabric switches address the requirement for
highly scalable, virtualized, intelligent SAN infrastructure in current-generation data center environments.

Pure All-NVMe FlashArray//X70 R2 storage array provides industry-leading storage solutions that efficiently
handle the most demanding 1/O bursts (for example, login storms), profile management, and user data
management, deliver simple and flexible business continuance, and help reduce storage cost per desktop.

Pure All-NVMe FlashArray//X70 R2 storage array provides a simple to understand storage architecture for
hosting all user data components (virtual machines, profiles, user data) on the same storage array.

Pure Storage software enables to seamlessly add, upgrade or remove capacity and/or controllers from the
infrastructure to meet the needs of the virtual desktops transparently.

Pure Storage Management Ul for VMware vSphere hypervisor has deep integrations with vSphere,
providing easy-button automation for key storage tasks such as storage repository provisioning, storage
resize, directly from vCenter.

Citrix Virtual Apps and Desktops Advantage. Citrix Virtual Apps and Desktops are virtualization solutions that
give IT control of virtual machines, applications, licensing, and security while providing anywhere access for
any device.

Citrix Virtual Apps and Desktops provides the following:

End users to run applications and desktops independently of the device's operating system and interface.
Administrators to manage the network and control access from selected devices or from all devices.
Administrators to manage an entire network from a single data center.

Citrix Virtual Apps and Desktops share a unified architecture called FlexCast Management Architecture
(FMA). FMA's key features are the ability to run multiple versions from a single Site and integrated
provisioning.

Optimized to achieve the best possible performance and scale. For hosted shared desktop sessions, the
best performance was achieved when the number of vCPUs assigned to the VMware 7 RDS virtual
machines did not exceed the number of hyper-threaded (logical) cores available on the server. In other
words, maximum performance is obtained when not overcommitting the CPU resources for the virtual
machines running virtualized RDS systems.

Provisioning desktop machines made easy. Citrix provides two core provisioning methods for Citrix Virtual
Apps and Desktops virtual machines: Citrix Provisioning Services for pooled virtual desktops and Citrix
Virtual Apps and Desktops virtual servers and Citrix Machine Creation Services for pooled or persistent
virtual desktops. This paper provides guidance on how to use each method and documents the
performance of each technology.
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Cisco Desktop Virtualization Solutions: Data Center

The Evolving Workplace

Today’s IT departments are facing a rapidly evolving workplace environment. The workforce is becoming
increasingly diverse and geographically dispersed, including offshore contractors, distributed call center
operations, knowledge and task workers, partners, consultants, and executives connecting from locations around
the world at all times.

This workforce is also increasingly mobile, conducting business in traditional offices, conference rooms across the
enterprise campus, home offices, on the road, in hotels, and at the local coffee shop. This workforce wants to use
a growing array of client computing and mobile devices that they can choose based on personal preference.

These trends are increasing pressure on IT to ensure protection of corporate data and prevent data leakage or
loss through any combination of user, endpoint device, and desktop access scenarios (Figure 1).

These challenges are compounded by desktop refresh cycles to accommodate aging PCs and bounded local
storage and migration to new operating systems, specifically Microsoft Windows 10 and productivity tools,
specifically Microsoft Office 2016.
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Some of the key drivers for desktop virtualization are increased data security and reduced TCO through increased
control and reduced management costs.

Cisco Desktop Virtualization Focus

Cisco focuses on three key elements to deliver the best desktop virtualization data center infrastructure:
simplification, security, and scalability. The software combined with platform modularity provides a simplified,
secure, and scalable desktop virtualization platform.
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Simplified

Cisco UCS provides a radical new approach to industry-standard computing and provides the core of the data
center infrastructure for desktop virtualization. Among the many features and benefits of Cisco UCS are the drastic
reduction in the number of servers needed and in the number of cables used per server, and the capability to
rapidly deploy or re-provision servers through Cisco UCS service profiles. With fewer servers and cables to
manage and with streamlined server and virtual desktop provisioning, operations are significantly simplified.
Thousands of desktops can be provisioned in minutes with Cisco UCS Manager Service Profiles and Cisco storage
partners’ storage-based cloning. This approach accelerates the time to productivity for end users, improves
business agility, and allows [T resources to be allocated to other tasks.

Cisco UCS Manager automates many mundane, error-prone data center operations such as configuration and
provisioning of server, network, and storage access infrastructure. In addition, Cisco UCS B-Series Blade Servers
and Cisco UCS C-Series Rack Servers with large memory footprints enable high desktop density that helps
reduce server infrastructure requirements.

Cisco Intersight is Cisco’s systems management platform that delivers intuitive computing through cloud-powered
intelligence. This platform offers a more intelligent level of management that enables IT organizations to analyze,
simplify, and automate their environments in ways that were not possible with prior generations of tools. This
capability empowers organizations to achieve significant savings in Total Cost of Ownership (TCO) and to deliver
applications faster in support of new business initiatives. The advantages of the model-based management of the
Cisco UCS® platform plus Cisco Intersight are extended to Cisco UCS servers and Cisco HyperFlex™, including
Cisco HyperFlex Edge systems.

Simplification also leads to more successful desktop virtualization implementation. Cisco and its technology
partners like VMware Technologies, Citrix Systems and Pure Storage have developed integrated, validated
architectures, including predefined converged architecture infrastructure packages such as FlashStack. Cisco
Desktop Virtualization Solutions have been tested with VMware vSphere, Citrix Virtual Apps and Desktops.

Secure

Although virtual desktops are inherently more secure than their physical predecessors, they introduce new
security challenges. Mission-critical web and application servers using a common infrastructure such as virtual
desktops are now at a higher risk for security threats. Inter-virtual machine traffic now poses an important security
consideration that IT managers need to address, especially in dynamic environments in which virtual machines,
using VMware vMotion, move across the server infrastructure.

Desktop virtualization, therefore, significantly increases the need for virtual machine-level awareness of policy and
security, especially given the dynamic and fluid nature of virtual machine mobility across an extended computing
infrastructure. The ease with which new virtual desktops can proliferate magnifies the importance of a
virtualization-aware network and security infrastructure. Cisco data center infrastructure (Cisco UCS and Cisco
Nexus Family solutions) for desktop virtualization provides strong data center, network, and desktop security, with
comprehensive security from the desktop to the hypervisor. Security is enhanced with segmentation of virtual
desktops, virtual machine-aware policies and administration, and network security across the LAN and WAN
infrastructure.

Scalable

Growth of a desktop virtualization solution is all but inevitable, so a solution must be able to scale, and scale
predictably, with that growth. The Cisco Desktop Virtualization Solutions built on FlashStack Data Center
infrastructure supports high virtual-desktop density (desktops per server), and additional servers and storage scale
with near-linear performance. FlashStack Data Center provides a flexible platform for growth and improves
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business agility. Cisco UCS Manager Service Profiles allow on-demand desktop provisioning and make it just as
easy to deploy dozens of desktops as it is to deploy thousands of desktops.

Cisco UCS servers provide near-linear performance and scale. Cisco UCS implements the patented Cisco
Extended Memory Technology to offer large memory footprints with fewer sockets (with scalability to up to 3
terabyte (TB) of memory with 2- and 4-socket servers). Using unified fabric technology as a building block, Cisco
UCS server aggregate bandwidth can scale to up to 40 Gb per server, and the northbound Cisco UCS fabric
interconnect can output 3.82 terabits per second (Tbps) at line rate, helping prevent desktop virtualization 1/O and
memory bottlenecks. Cisco UCS, with its high-performance, low-latency unified fabric-based networking
architecture, supports high volumes of virtual desktop traffic, including high-resolution video and communications
traffic. In addition, Cisco storage partner Pure, helps maintain data availability and optimal performance during boot
and login storms as part of the Cisco Desktop Virtualization Solutions. Recent Cisco Validated Designs for end user
computing based on FlashStack solutions have demonstrated scalability and performance.

FlashStack data center provides an excellent platform for growth, with transparent scaling of server, network, and
storage resources to support desktop virtualization, data center applications, and cloud computing.

Savings and Success

The simplified, secure, scalable Cisco data center infrastructure for desktop virtualization solutions saves time and
money compared to alternative approaches. Cisco UCS enables faster payback and ongoing savings (better ROI
and lower TCO) and provides the industry’s greatest virtual desktop density per server, reducing both capital
expenditures (CapEx) and operating expenses (OpEx). The Cisco UCS architecture and Cisco Unified Fabric also
enables much lower network infrastructure costs, with fewer cables per server and fewer ports required. In
addition, storage tiering and deduplication technologies decrease storage costs, reducing desktop storage needs
by up to 50 percent.

The simplified deployment of Cisco UCS for desktop virtualization accelerates the time to productivity and
enhances business agility. IT staff and end users are more productive more quickly, and the business can respond
to new opportunities quickly by deploying virtual desktops whenever and wherever they are needed. The high-
performance Cisco systems and network deliver a near-native end-user experience, allowing users to be
productive anytime and anywhere.

The ultimate measure of desktop virtualization for any organization is its efficiency and effectiveness in both the
near term and the long term. The Cisco Desktop Virtualization Solutions are very efficient, allowing rapid
deployment, requiring fewer devices and cables, and reducing costs. The solutions are also very effective,
providing the services that end users need on their devices of choice while improving IT operations, control, and
data security. Success is bolstered through Cisco’s best-in-class partnerships with leaders in virtualization and
storage, and through tested and validated designs and services to help customers throughout the solution
lifecycle. Long-term success is enabled through the use of Cisco’s scalable, flexible, and secure architecture as
the platform for desktop virtualization.

Physical Topology

Compute Connectivity

Each compute chassis in the design is redundantly connected to the managing fabric interconnects with at least
two ports per IOM. Ethernet traffic from the upstream network and Fibre Channel frames coming from the
FlashArray are converged within the fabric interconnect to be both Ethernet and Fibre Channel over Ethernet and
transmitted to the Cisco UCS servers through the IOM. These IOM connections from the Cisco UCS Fabric
Interconnects to the IOMs are automatically configured as port channels by specifying a Chassis/FEX Discovery
Policy within UCSM.
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Each rack server in the design is redundantly connected to the managing fabric interconnects with at least one
port to each FI. Ethernet traffic from the upstream network and Fibre Channel frames coming from the FlashArray
are converged within the fabric interconnect to be both Ethernet and Fibre Channel over Ethernet and transmitted
to the UCS server.

These connections from the 4" Gen Cisco UCS 6454 Fabric Interconnect to the 2408 IOM hosted within the
chassis are shown in Figure 2.

Figure 2 Compute Connectivity
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The 2408 IOM are shown with 2x25Gbe ports to delivers to the chassis, full population of the 2408 IOM can
support 8x25Gbe ports, allowing for an aggregate of 200Gbe to the chassis.
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Network Connectivity

The Lavyer 2 network connection to each Fabric Interconnect is implemented as Virtual Port Channels (vPC) from
the upstream Nexus Switches. In the switching environment, the vPC provides the following benefits:

Allows a single device to use a Port Channel across two upstream devices

Eliminates Spanning Tree Protocol blocked ports and use all available uplink bandwidth
Provides a loop-free topology

Provides fast convergence if either one of the physical links or a device fails

Helps ensure high availability of the network

The upstream network switches can connect to the Cisco UCS 6454 Fabric Interconnects using 10G, 25G, 40G,

or 100G port speeds. In this design, the 100G ports from the 40/100G ports on the 6454 (1/49-54) were used
for the virtual port channels.

Figure 3  Network Connectivity
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Fibre Channel Storage Connectivity

The Pure Storage FlashArray//X70 R2 platform is connected through both MDS 9132Ts to their respective Fabric
Interconnects in a traditional air-gapped A/B fabric design. The Fabric Interconnects are configured in N-Port
Virtualization (NPV) mode, known as FC end host mode in UCSM. The MDS has N-Port ID Virtualization (NPIV)
enabled. This allows F-port channels to be used between the Fabric Interconnect and the MDS, providing the
following benefits:

Increased aggregate bandwidth between the fabric interconnect and the MDS
Load balancing across the FC uplinks

High availability in the event of a failure of one or more uplinks
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Figure 4
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The FC end to end path in the design is a traditional air-gapped fabric with identical data path through each fabric

as detailed below:

e Each Cisco UCS Server is equipped with a VIC 1400 Series adapter

e Inthe Cisco B200 M5 server, a VIC 1440 provides 2x25Gbe to IOM A and 2x25Gbe to IOM B through the

Cisco UCS Chassis 5108 chassis backplane

e FEach IOM is connected to its respective Cisco UCS 6454 Fabric Interconnect using a port-channel for 4-8

links

e FEach Cisco UCS 6454 FlI connects to the MDS 9132T for the respective SAN fabric using an F-Port

channel

e The Pure Storage FlashArray//X70 R2 is connected to both MDS 9132T switches to provide redundant

paths through both fabrics
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Figure 5 FC End-to-End Data Path
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The components of this integrated architecture shown in Figure 5 are:

Cisco Nexus 93180YC-FX - 10/25/40/100Gbe capable, LAN connectivity to the UCS compute resources

Cisco UCS 6454 Fabric Interconnect - Unified management of UCS compute, and the compute’s access to
storage and networks

Cisco UCS B200 M5 - High powered blade server, optimized for virtual computing

Cisco MDS 9132T - 32Gb Fibre Channel connectivity within the architecture, as well as interfacing to
resources present in an existing data center

Pure Storage FlashArray//X70 R2

High Scale HSD and VDI Workload Solution Reference Architecture

Figure 6 illustrates the FlashStack System architecture used in this CVD to support very high scale mixed desktop
user workload. It follows Cisco configuration requirements to deliver highly available and scalable architecture.
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Figure 6  FlashStack Solution Reference Architecture

2 x32 GB FC from each 9132T
MDS Fabric Switch to Pure //

Controllers)

2X40GB

4 x16 GB FC from each UCS // Connection from

6332 Fabric Interconnectto each 6332-16UP

9132T MDS Fabric Switches . e ) to Nexus
93180YC-FX

UCs 6332-
16UP- FI-A

UCS 6332~
16UP- FI-B

2 X 40 GB Connection =) — 2 X 40 GB Connection
from each 2304 10 T : from each 2304 10
Module to 6332-16UP L= - - Module to 6332-16UP
FI-A (4 Chassis) 5 3 Sa— o FI-B (4 Chassis)

4 Cisco UCS Chassis(32 Servers)
6K Mixed workload Configuration

CH-3&4 — BLS (2 Infra Servers)
CHO1 - 1-8 (Workload Servers)
CHO2 - 1-8 (Workload Servers)
CHO3 — 1-7 (Workload Servers)
CHO4 — 1-7 (Workload Servers)

Legend

16/32 GB FC
40GB Ethernet
1G Ehternet

The reference hardware configuration includes:
e Two Cisco Nexus 93180YC-FX switches
e Two Cisco MDS 9132T 32-Gb Fibre Channel switches
e Two Cisco UCS 6454 Fabric Interconnects
e Four Cisco UCS 5108 Blade Chassis

e Two Cisco UCS B200 M5 Blade Servers (2 Server hosting Infrastructure virtual machines)
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e Thirty Cisco UCS B200 M5 Blade Servers (for workload)
e One Pure Storage FlashArray//X70 R2 with All-NVMe DirectFlash Modules

For desktop virtualization, the deployment includes Citrix Virtual Apps and Desktops 7.15 LTSR CU4 running on
VMware vSphere 6.7 Update 4.

The design is intended to provide a large-scale building block for Citrix Virtual Apps and Desktops workloads
consisting of HSD Windows Server 2019 hosted shared desktop sessions and Windows 10 non-persistent and
persistent hosted desktops. This is the first CVD where each environment was tested separately using entire
infrastructure.

e 6500 Random Hosted Shared Windows 2019 user sessions with office 2016 (PVS) on 30 UCS Hosts
e 5500 Random Pooled Windows 10 Hosted Virtual Desktops with office 2016 (PVS) on 30 UCS Hosts
e 5000 Static Full Copy Windows 10 Hosted Virtual Desktops with office 2016 (MCS) on 30 UCS Hosts

This document guides you through the detailed steps for deploying the base architecture. This procedure explains
everything from physical cabling to network, compute, and storage device configurations.

What is FlashStack?

The ElashStack platform, developed by Cisco and Pure Storage, is a flexible, integrated infrastructure solution that
delivers pre-validated storage, networking, and server technologies. Cisco and Pure Storage have carefully
validated and verified the FlashStack solution architecture and its many use cases while creating a portfolio of
detailed documentation, information, and references to assist customers in transforming their data centers to this
shared infrastructure model.

FlashStack is a best practice data center architecture that includes the following components:
e Cisco Unified Computing System
e (isco Nexus Switches
e (Cisco MDS Switches

e Pure Storage FlashArray
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Figure 7  FlashStack Systems Components
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As shown in Figure 7, these components are connected and configured according to best practices of both Cisco
and Pure Storage and provide the ideal platform for running a variety of enterprise database workloads with
confidence. FlashStack can scale up for greater performance and capacity (adding compute, network, or storage
resources individually as needed), or it can scale out for environments that require multiple consistent
deployments.

The reference architecture covered in this document leverages the Pure Storage FlashArray//X70 R2 Controller
with NVMe based DirectFlash modules for Storage, Cisco UCS B200 M5 Blade Server for Compute, Cisco Nexus
9000, and Cisco MDS 9100 Series for the switching element and Cisco Fabric Interconnects 6300 Series for
System Management. As shown in Figure 7, FlashStack Architecture can maintain consistency at scale. Each of
the component families shown in (Cisco UCS, Cisco Nexus, Cisco MDS, Cisco Fl and Pure Storage) offers
platform and resource options to scale the infrastructure up or down, while supporting the same features and
functionality that are required under the configuration and connectivity best practices of FlashStack.

FlashStack Solution Benefits

FlashStack provides a jointly supported solution by Cisco and Pure Storage. Bringing a carefully validated
architecture built on superior compute, world-class networking, and the leading innovations in all flash storage.
The portfolio of validated offerings from FlashStack includes but is not limited to the following:
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e (Consistent Performance and Scalability

Consistent sub-millisecond latency with 100 percent NVMe enterprise flash storage
Consolidate hundreds of enterprise-class applications in a single rack

Scalability through a design for hundreds of discrete servers and thousands of virtual machines, and
the capability to scale 1/O bandwidth to match demand without disruption

Repeatable growth through multiple FlashStack Cl deployments

e  Operational Simplicity

Fully tested, validated, and documented for rapid deployment
Reduced management complexity
No storage tuning or tiers necessary

3x better data reduction without any performance impact

e [owest TCO

Dramatic savings in power, cooling and space with Cisco UCS and 100 percent Flash
Industry leading data reduction

Free FlashArray controller upgrades every three years with Forever Flash™

e Mission Critical and Enterprise Grade Resiliency

Highly available architecture with no single point of failure
Non-disruptive operations with no downtime
Upgrade and expand without downtime or performance 10ss

Native data protection: snapshots and replication

Cisco and Pure Storage have also built a robust and experienced support team focused on FlashStack solutions,
from customer account and technical sales representatives to professional services and technical support
engineers. The support alliance between Pure Storage and Cisco gives customers and channel services partners
direct access to technical experts who collaborate with cross vendors and have access to shared lab resources to
resolve potential issues.

What’s New in this FlashStack Release

This CVD of the FlashStack release introduces new hardware with the Pure Storage FlashArray//X, that is 100
percent NVMe enterprise class all-flash array along with Cisco UCS B200 M5 Blade Servers featuring the Intel
Xeon Scalable Family of CPUs. This is the second Oracle RAC Database deployment Cisco Validated Design with
Pure Storage. It incorporates the following features:

e Pure Storage FlashArray//X70 R2 purity//FA 5.3.6

e Cisco 4" Gen UCS 6454 with IOM 2408

e Cisco UCS Manager 4.0(4g)
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e VMware vSphere 6.7 U3 Hypervisor
e Citrix Virtual Apps and Desktops 7.15 LTSR Cumulative Update 4 (CU4)

e  Citrix Provisioning Server 7.15.15 CU4

Configuration Guidelines

This Cisco Validated Design provides instruction to deploy a fully redundant, highly available 6500/5500/5000 seat
HSD/VDI-Non-Persistent/\VVDI-Persistent virtual desktop solution with VMware on a FlashStack Data Center
architecture. The configuration guidelines detail which redundant component is being configured with each step.

The redundancy contained within the entire infrastructure is as follows:
e Storage Redundancy: FlashArray//X70 R2 Controller O and Controller 1
e  Switching Redundancy: Cisco Nexus A and Cisco Nexus B
e  SAN Switch redundancy: Cisco MDS A and Cisco MDS B
e Compute Redundancy: Cisco UCS 6454 FI- A and FI -B
o Compute server redundancy: N+1
e Infrastructure Server redundancy: Infra Server 1 and Infra Server 2

Additionally, this document details the steps to provision multiple Cisco UCS hosts, and these are identified
sequentially: VM-Host-Infra-01, VM-Host-Infra-02, VM-Host-RDSH-01, VM-Host-VDI-01 and so on. Finally, to
indicate that you should include information pertinent to your environment in a given step, <text> appears as part
of the command structure.
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Solution Components
I —————————

This section describes the components used in this solution.

Cisco Unified Computing System

Cisco UCS Manager (UCSM) provides unified, embedded management of all software and hardware components
of the Cisco Unified Computing System™ (Cisco UCS) through an intuitive GUI, a CLI, and an XML API. UCSM
provides a unified management domain with centralized management capabilities and can control multiple chassis
and thousands of virtual machines.

Cisco UCS is a next-generation data center platform that unites computing, networking, and storage access. The
platform, optimized for virtual environments, is designed using open industry-standard technologies and aims to
reduce total cost of ownership (TCO) and increase business agility. The system integrates a low-latency; lossless
40 Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture servers. It is an integrated,
scalable, multi-chassis platform in which all resources participate in a unified management domain.

Cisco Unified Computing System Components

The main components of Cisco UCS are:

e Compute: The system is based on an entirely new class of computing system that incorporates blade
servers based on Intel® Xeon® Scalable Family processors.

e Network: The system is integrated on a low-latency, lossless, 25-Gbe unified network fabric. This network
foundation consolidates LANs, SANs, and high-performance computing (HPC) networks, which are
separate networks today. The unified fabric lowers costs by reducing the number of network adapters,
switches, and cables needed, and by decreasing the power and cooling requirements.

e Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability,
performance, and operational control of virtual environments. Cisco security, policy enforcement, and
diagnostic features are now extended into virtualized environments to better support changing business and
IT requirements.

e Storage access: The system provides consolidated access to local storage, SAN storage, and network-
attached storage (NAS) over the unified fabric. With storage access unified, Cisco UCS can access storage
over Ethernet, Fibre Channel, Fibre Channel over Ethernet (FCoE), and Small Computer System Interface
over IP (iISCSI) protocols. This capability provides customers with choice for storage access and investment
protection. In addition, server administrators can pre-assign storage-access policies for system connectivity
to storage resources, simplifying storage connectivity and management and helping increase productivity.

e Management: Cisco UCS uniguely integrates all system components, enabling the entire solution to be
managed as a single entity by Cisco UCS Manager. Cisco UCS Manager has an intuitive GUI, a CLI, and a
robust API for managing all system configuration processes and operations.
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Figure 8 Cisco Data Center Overview
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Cisco UCS is designed to deliver:
e Reduced TCO and increased business agility
e Increased IT staff productivity through just-in-time provisioning and mobility support

e A cohesive, integrated system that unifies the technology in the data center; the system is managed,
serviced, and tested as a whole

e Scalability through a design for hundreds of discrete servers and thousands of virtual machines and the
capability to scale /O bandwidth to match demand

e Industry standards supported by a partner ecosystem of industry leaders

Cisco UCS Manager provides unified, embedded management of all software and hardware components of the
Cisco Unified Computing System across multiple chassis, rack servers, and thousands of virtual machines. Cisco
UCS Manager manages Cisco UCS as a single entity through an intuitive GUI, a CLI, or an XML API for
comprehensive access to all Cisco UCS Manager Functions.
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Cisco UCS Fabric Interconnect

The Cisco UCS 6400 Series Fabric Interconnects are a core part of the Cisco Unified Computing System,
providing both network connectivity and management capabilities for the system. The Cisco UCS 6400 Series
offer line-rate, low-latency, lossless 10/25/40/100 Gigabit Ethernet, Fibre Channel over Ethernet (FCoE), and
Fibre Channel functions.

The Cisco UCS 6400 Series provide the management and communication backbone for the Cisco UCS B-Series
Blade Servers, Cisco UCS 5108 B-Series Server Chassis, Cisco UCS Managed C-Series Rack Servers, and
Cisco UCS S-Series Storage Servers. All servers attached to a Cisco UCS 6400 Series Fabric Interconnect
become part of a single, highly available management domain. In addition, by supporting a unified fabric, Cisco
UCS 6400 Series Fabric Interconnect provides both the LAN and SAN connectivity for all servers within its
domain.

From a networking perspective, the Cisco UCS 6400 Series use a cut-through architecture, supporting
deterministic, low-latency, line-rate 10/25/40/100 Gigabit Ethernet ports, switching capacity of 3.82 Tbps for the
6454, 7.42 Thps for the 64108, and 200 Gbe bandwidth between the Fabric Interconnect 6400 series and the
IOM 2408 per 5108 blade chassis, independent of packet size and enabled services. The product family supports
Cisco low-latency, lossless 10/25/40/100 Gigabit Ethernet unified network fabric capabilities, which increase the
reliability, efficiency, and scalability of Ethernet networks. The fabric interconnect supports multiple traffic classes
over a lossless Ethernet fabric from the server through the fabric interconnect. Significant TCO savings come from
an FCoE-optimized server design in which Network Interface Cards (NICs), Host Bus Adapters (HBAs), cables,
and switches can be consolidated.

Figure 9 Cisco UCS 6454 Series Fabric Interconnect
Front view

Rear view
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Cisco UCS B200 M5 Blade Server

The Cisco UCS B200 M5 Blade Server (Figure 10 and Figure 11) is a density-optimized, half-width blade server
that supports two CPU sockets for Intel Xeon processor 6230 Gold series CPUs and up to 24 DDR4 DIMMSs. It
supports one modular LAN-on-motherboard (LOM) dedicated slot for a Cisco virtual interface card (VIC) and one
mezzanine adapter. In additions, the Cisco UCS B200 M5 supports an optional storage module that
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accommodates up to two SAS or SATA hard disk drives (HDDs) or solid-state disk (SSD) drives. You can install up
to eight Cisco UCS B200 M5 servers in a chassis, mixing them with other models of Cisco UCS blade servers in
the chassis if desired.

Figure 10 Cisco UCS B200 M5 Front View

Figure 11 Cisco UCS B200 M5 Back View

1 Asset pull tag 7 Metwork link status
Each server has a plastic tag that pulls
out of the front panel. The tag contains
the server serial number as well as the
product 1D (PID) and version ID (VID). The
tag also allows you to add your own asset
tracking label without interfering with
the intended air flow.

2 Blade ejector handle 8 BElade health LED

3 Ejector captive screw 9 Console connector?

4 Drive bay 1 10 Reset button access

5 Drive bay 2 11 Locater button and LED
] Power button and LED
Notes:

1. AKVM 1/0 Cable plugs into the console connector, it can be ordered as a spare. The KVM 1/0 Cable
in included with every Cisco UCS 5100 Series blade server chassis accessory kit

Cisco UCS combines Cisco UCS B-Series Blade Servers and Cisco UCS C-Series Rack Servers with networking
and storage access into a single converged system with simplified management, greater cost efficiency and agility,
and increased visibility and control. The Cisco UCS B200 M5 Blade Server is one of the newest servers in the
Cisco UCS portfolio.

The Cisco UCS B200 M5 delivers performance, flexibility, and optimization for data centers and remote sites. This
enterprise-class server offers market-leading performance, versatility, and density without compromise for
workloads ranging from web infrastructure to distributed databases. The Cisco UCS B200 M5 can quickly deploy
stateless physical and virtual workloads with the programmable ease of use of the Cisco UCS Manager software
and simplified server access with Cisco® Single Connect technology. Based on the Intel Xeon® processor Gold
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6230 product family, it offers up to 3 TB of memory using 128GB DIMMSs, up to two disk drives, and up to 320 GB
of 1/0 throughput. The Cisco UCS B200 M5 offers exceptional levels of performance, flexibility, and 1/O throughput
to run your most demanding applications.

In addition, Cisco UCS has the architectural advantage of not having to power and cool excess switches, NICs,
and HBAs in each blade server chassis. With a larger power budget per blade server, it provides uncompromised
expandability and capabilities, as in the new Cisco UCS B200 M5 server with its leading memory-slot capacity and
drive capacity.

The Cisco UCS B200 M5 provides:
e Latest Intel” Xeon® Scalable processors with up to 28 cores per socket
e Up to 24 DDR4 DIMMs for improved performance
e Intel 3D XPoint-ready support, with built-in support for next-generation nonvolatile memory technology
e Two GPUs
e Two Small-Form-Factor (SFF) drives

e Two Secure Digital (SD) cards or M.2 SATA drives

Up to 80 Gbe of 1/O throughput

Main Features

The Cisco UCS B200 M5 server is a half-width blade. Up to eight servers can reside in the 6-Rack-Unit (6RU)
Cisco UCS 5108 Blade Server Chassis, offering one of the highest densities of servers per rack unit of blade
chassis in the industry. You can configure the Cisco UCS B200 M5 to meet your local storage requirements
without having to buy, power, and cool components that you do not need.

The Cisco UCS B200 M5 provides these main features:
e Up to two Intel Xeon Scalable CPUs with up to 28 cores per CPU

e 24 DIMM slots for industry-standard DDR4 memory at speeds up to 2666 MHz, with up to 3 TB of total
memory when using 128-GB DIMMs

e Modular LAN On Motherboard (mLOM) card with Cisco UCS Virtual Interface Card (VIC) 1440 or 1340, a
2-port, 40 Gigabit Ethernet, Fibre Channel over Ethernet (FCoE)-capable mLOM mezzanine adapter

e Optional rear mezzanine VIC with two 40-Gbe unified /O ports or two sets of 4 x 10-Gbe unified 1/O ports,
delivering 80 Gbe to the server; adapts to either 10- or 40-Gbe fabric connections

e Two optional, hot-pluggable, hard-disk drives (HDDs), solid-state drives (SSDs), or NVMe 2.5-inch drives
with a choice of enterprise-class RAID or pass-through controllers

e (isco FlexStorage local drive storage subsystem, which provides flexible boot and local storage capabilities
and allows you to boot from dual, mirrored SD cards

e Support for up to two optional GPUs
e Support for up to one rear storage mezzanine card

e Support for one 16-GB internal flash USB drive
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For more information about Cisco UCS B200 M5, see the Cisco UCS B200 M5 Blade Server Specsheet.

Table 1 Ordering Information
Part Number Description

UCSB-B200-M5 UCS B200 M5 Blade w/o CPU, mem, HDD, mezz

UCSB-B200-M5-U UCS B200 M5 Blade w/o CPU, mem, HDD, mezz (UPG)

UCSB-B200-M5-CH | UCS B200 M5 Blade w/o CPU, mem, HDD, mezz, Drive bays, HS

Cisco UCS VIC1340 Converged Network Adapter

The Cisco UCS VIC 1440 (Figure 12) is a single-port 40-Gbe or 4x10-Gbe Ethernet/FCoE capable modular LAN
On Motherboard (mLOM) designed exclusively for the M5 generation of Cisco UCS B-Series Blade Servers.
When used in combination with an optional port expander, the Cisco UCS VIC 1440 capabilities are enabled for
two ports of 40-Gbe Ethernet. The Cisco UCS VIC 1440 enables a policy-based, stateless, agile server
infrastructure that can present to the host PCle standards-compliant interfaces that can be dynamically configured
as either NICs or HBAs.

Figure 12 Cisco UCS VIC 1440

CI5CO

Cisco Switching

Cisco Nexus 93180YC-FX Switches

The Cisco Nexus 93180YC-EX Switch provides a flexible line-rate Layer 2 and Layer 3 feature set in a compact
form factor. Designed with Cisco Cloud Scale technology, it supports highly scalable cloud architectures. With the
option to operate in Cisco NX-OS or Application Centric Infrastructure (ACI) mode, it can be deployed across
enterprise, service provider, and Web 2.0 data centers.

e Architectural Flexibility

— Includes top-of-rack or middle-of-row fiber-based server access connectivity for traditional and
leaf-spine architectures

— Leaf node support for Cisco ACI architecture is provided in the roadmap
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— Increase scale and simplify management through Cisco Nexus 2000 Fabric Extender support
e Feature Rich

— Enhanced Cisco NX-0OS Software is designed for performance, resiliency, scalability, manageability,
and programmability

— ACl-ready infrastructure helps users take advantage of automated policy-based systems
management

— \Virtual Extensible LAN (VXLAN) routing provides network services
— Rich traffic flow telemetry with line-rate data collection

— Real-time buffer utilization per port and per queue, for monitoring traffic micro-bursts and application
traffic patterns

e Highly Available and Efficient Design
— High-density, non-blocking architecture
— Easily deployed into either a hot-aisle and cold-aisle configuration
— Redundant, hot-swappable power supplies and fan trays

e Simplified Operations

—  Power-On Auto Provisioning (POAP) support allows for simplified software upgrades and
configuration file installation

- Anintelligent API offers switch management through remote procedure calls (RPCs, JSON, or XML)
over a HTTP/HTTPS infrastructure

- Python Scripting for programmatic access to the switch command-line interface (CLI)
— Hot and cold patching, and online diagnostics
e Investment Protection

A Cisco 40 Gbe bidirectional transceiver allows reuse of an existing 10 Gigabit Ethernet multimode cabling
plant for 40 Gigabit Ethernet Support for 1 Gbe and 10 Gbe access connectivity for data centers migrating
access switching infrastructure to faster speed. The following is supported:

— 1.8 Tbps of bandwidth in a 1 RU form factor

— 48 fixed 1/10/25-Gbe SFP+ ports

— 6 fixed 40/100-Gbe QSFP+ for uplink connectivity

— Latency of less than 2 microseconds

— Front-to-back or back-to-front airflow configurations

— 1+1 redundant hot-swappable 80 Plus Platinum-certified power supplies

— Hot swappable 3+1 redundant fan trays
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Figure 13 Cisco Nexus 93180YC-EX Switch

Cisco MDS 9132T 32-Gb Fiber Channel Switch

The next-generation Cisco® MDS 9132T 32-Gb 32-Port Fibre Channel Switch (Figure 14) provides high-speed
Fibre Channel connectivity from the server rack to the SAN core. It empowers small, midsize, and large
enterprises that are rapidly deploying cloud-scale applications using extremely dense virtualized servers, providing
the dual benefits of greater bandwidth and consolidation.

Small-scale SAN architectures can be built from the foundation using this low-cost, low-power, non-blocking,
line-rate, and low-latency, bi-directional airflow capable, fixed standalone SAN switch connecting both storage
and host ports.

Medium-size to large-scale SAN architectures built with SAN core directors can expand 32-Gb connectivity to
the server rack using these switches either in switch mode or Network Port Virtualization (NPV) mode.

Additionally, investing in this switch for the lower-speed (4- or 8- or 16-Gb) server rack gives you the option to
upgrade to 32-Gb server connectivity in the future using the 32-Gb Host Bus Adapter (HBA) that are available
today. The Cisco® MDS 9132T 32-Gb 32-Port Fibre Channel switch also provides unmatched flexibility through a
unique port expansion module (Figure 15) that provides a robust cost-effective, field swappable, port upgrade
option.

This switch also offers state-of-the-art SAN analytics and telemetry capabilities that have been built into this next-
generation hardware platform. This new state-of-the-art technology couples the next-generation port ASIC with a
fully dedicated Network Processing Unit designed to complete analytics calculations in real time. The telemetry
data extracted from the inspection of the frame headers are calculated on board (within the switch) and, using an
industry-leading open format, can be streamed to any analytics-visualization platform. This switch also includes a
dedicated 10/100/1000BASE-T telemetry port to maximize data delivery to any telemetry receiver including Cisco
Data Center Network Manager.

Figure 14 Cisco 9132T 32-Gb MDS Fibre Channel Switch

Figure 15 Cisco MDS 9132T 32-Gb 16-Port Fibre Channel Port Expansion Module

e f[eatures

— High performance: MDS 9132T architecture, with chip-integrated nonblocking arbitration, provides
consistent 32-Gb low-latency performance across all traffic conditions for every Fibre Channel port
on the switch.
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— Capital Expenditure (CapEx) savings: The 32-Gb ports allow users to deploy them on existing 16- or
8-Gb transceivers, reducing initial CapEx with an option to upgrade to 32-Gb transceivers and
adapters in the future.

— High availability: MDS 9132T switches continue to provide the same outstanding availability and
reliability as the previous-generation Cisco MDS 9000 Family switches by providing optional
redundancy on all major components such as the power supply and fan. Dual power supplies also
facilitate redundant power grids.

— Pay-as-you-grow: The MDS 9132T Fibre Channel switch provides an option to deploy as few as
eight 32-Gb Fibre Channel ports in the entry-level variant, which can grow by 8 ports to 16 ports,
and thereafter with a port expansion module with sixteen 32-Gb ports, to up to 32 ports. This
approach results in lower initial investment and power consumption for entry-level configurations of
up to 16 ports compared to a fully loaded switch. Upgrading through an expansion module also
reduces the overhead of managing multiple instances of port activation licenses on the switch. This
unique combination of port upgrade options allows four possible configurations of 8 ports, 16 ports,
24 ports and 32 ports.

-~ Next-generation Application-Specific Integrated Circuit (ASIC): The MDS 9132T Fibre Channel
switch is powered by the same high-performance 32-Gb Cisco ASIC with an integrated network
processor that powers the Cisco MDS 9700 48-Port 32-Gb Fibre Channel Switching Module.
Among all the advanced features that this ASIC enables, one of the most notable is inspection of
Fibre Channel and Small Computer System Interface (SCSI) headers at wire speed on every flow in
the smallest form-factor Fibre Channel switch without the need for any external taps or appliances.
The recorded flows can be analyzed on the switch and also exported using a dedicated
10/100/T000BASE-T port for telemetry and analytics purposes.

— Intelligent network services: Slow-drain detection and isolation, VSAN technology, Access Control
Lists (ACLs) for hardware-based intelligent frame processing, smartzoning and fabric wide Quality of
Service (QoS) enable migration from SAN islands to enterprise wide storage networks. Traffic
encryption is optionally available to meet stringent security requirements.

— Sophisticated diagnostics: The MDS 9132T provides intelligent diagnostics tools such as Inter-
Switch Link (ISL) diagnostics, read diagnostic parameters, protocol decoding, network analysis tools,
and integrated Cisco Call Home capability for greater reliability, faster problem resolution, and
reduced service Costs.

— Virtual machine awareness: The MDS 9132T provides visibility into all virtual machines logged into
the fabric. This feature is available through HBAs capable of priority tagging the Virtual Machine
Identifier (VMID) on every FC frame. Virtual machine awareness can be extended to intelligent fabric
services such as analytics(1) to visualize performance of every flow originating from each virtual
machine in the fabric.

—  Programmable fabric: The MDS 9132T provides powerful Representational State Transfer (REST)
and Cisco NX-API capabilities to enable flexible and rapid programming of utilities for the SAN as well
as polling point-in-time telemetry data from any external tool.

— Single-pane management: The MDS 9132T can be provisioned, managed, monitored, and
troubleshot using Cisco Data Center Network Manager (DCNM), which currently manages the entire
suite of Cisco data center products.

— Self-contained advanced anticounterfeiting technology: The MDS 9132T uses on-board hardware
that protects the entire system from malicious attacks by securing access to critical components
such as the bootloader, system image loader and Joint Test Action Group (JTAG) interface.
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Hypervisor
This Cisco Validated Design includes VMware vSphere 6.7 Update 3.

VMware vSphere 6.7

VMware provides virtualization software. VMware’s enterprise software hypervisors for servers VMware vSphere
ESX, vSphere ESXI, and vSphere—are bare-metal hypervisors that run directly on server hardware without
requiring an additional underlying operating system. VMware vCenter Server for vSphere provides central
management and complete control and visibility into clusters, hosts, virtual machines, storage, networking, and
other critical elements of your virtual infrastructure.

VMware vSphere 6.7 introduces many enhancements to vSphere Hypervisor, VMware virtual machines, vCenter
Server, virtual storage, and virtual networking, further extending the core capabilities of the vSphere platform.

Now VMware announced vSphere 6.7, which is one of the most feature rich releases of vSphere in quite some
time. The vCenter Server Appliance is taking charge in this release with several new features which we’ll cover in
this blog article. For starters, the installer has gotten an overhaul with a new modern look and feel. Users of both
Linux and Mac will also be ecstatic since the installer is now supported on those platforms along with Microsoft
Windows. If that wasn’t enough, the vCenter Server Appliance now has features that are exclusive such as:

e Migration

e Improved Appliance Management
e VMware Update Manager

e Native High Availability

e Built-in Backup / Restore

VMware vSphere Client

With VMware vSphere 6.7, a fully supported version of the HTML5-based vSphere Client that will run alongside
the vSphere Web Client. The vSphere Client is built into vCenter Server 6.7 (both Windows and Appliance) and is
enabled by default. While the HTML-5 based vSphere, Client does not have full feature parity, the team has
prioritized many of the day-to-day tasks of administrators and continue to seek feedback on items that will enable
customers to use it full time. The vSphere Web Client continues to be accessible through
“http://<vcenter_fqdn>/vsphere-client” while the vSphere Client is reachable through “http://<vcenter_fgdn>/ui”.
VMware is periodically updating the vSphere Client outside of the normal vCenter Server release cycle. To make
sure it is easy and simple for customers to stay up to date the vSphere Client will be able to be updated without
any effects to the rest of vCenter Server.

Some of the benefits of the new vSphere Client are as follows:
e Clean, consistent Ul built on VMware’s new Clarity Ul standards (to be adopted across our portfolio)
e Built on HTML5 so it is truly a cross-browser and cross-platform application
e No browser plugins to install/manage
e Integrated into vCenter Server for 6.7 and fully supported

e Fully supports Enhanced Linked Mode
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e Users of the Fling have been extremely positive about its performance

VMware ESXi 6.7 Hypervisor

VMware vSphere 6.7 introduces the following new features in the hypervisor:

e Scalability Improvements

ESXi 6.7 dramatically increases the scalability of the platform. With vSphere Hypervisor 6.0, clusters
can scale to as many as 64 hosts, up from 32 in previous releases. With 64 hosts in a cluster,
vSphere 6.0 can support 8000 virtual machines in a single cluster. This capability enables greater
consolidation ratios, more efficient use of VMware vSphere Distributed Resource Scheduler (DRS),
and fewer clusters that must be separately managed. Each vSphere Hypervisor 6.7 instance can
support up to 480 logical CPUs, 12 terabytes (TB) of RAM, and 1024 virtual machines. By using the
newest hardware advances, ESXi 6.7 enables the virtualization of applications that previously had
been thought to be non-virtualizable.

e ESXI 6.7 Security Enhancements

Account management: ESXi 6.7 enables management of local accounts on the ESXi server using
new ESXi CLI commands. The capability to add, list, remove, and modify accounts across all hosts in
a cluster can be centrally managed using a vCenter Server system. Previously, the account and
permission management functions for ESXi hosts were available only for direct host connections. The
setup, removal, and listing of local permissions on ESXi servers can also be centrally managed.

Account lockout: ESXi Host Advanced System Settings have two new options for the management of
failled local account login attempts and account lockout duration. These parameters affect Secure
Shell (SSH) and vSphere Web Services connections, but not ESXi direct console user interface
(DCUI) or console shell access.

Password complexity rules: In previous versions of ESXi, password complexity changes had to be
made by manually editing the /etc/pam.d/passwd file on each ESXi host. In vSphere 6.0, an entry in
Host Advanced System Settings enables changes to be centrally managed for all hosts in a cluster.

Improved auditability of ESXi administrator actions: Prior to vSphere 6.0, actions at the vCenter
Server level by a named user appeared in ESXi logs with the vpxuser username: for example,
[user=vpxuser]. In vSphere 6.7, all actions at the vCenter Server level for an ESXi server appear in
the ESXi logs with the vCenter Server username: for example, [user=vpxuser: DOMAIN\User]. This
approach provides a better audit trail for actions run on a vCenter Server instance that conducted
corresponding tasks on the ESXi hosts.

Flexible lockdown modes: Prior to vSphere 6.7, only one lockdown mode was available. Feedback
from customers indicated that this lockdown mode was inflexible in some use cases. With vSphere
6.7, two lockdown modes are available:

= |n normal lockdown mode, DCUI access is not stopped, and users on the DCUI access list can ac-
cess the DCUL.

= |n strict lockdown mode, the DCUI is stopped.

=  Exception users: vSphere 6.0 offers a new function called exception users. Exception users are lo-
cal accounts or Microsoft Active Directory accounts with permissions defined locally on the host to
which these users have host access. These exception users are not recommended for general us-
er accounts, but they are recommended for use by third-party applications—for service accounts,
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for example—that need host access when either normal or strict lockdown mode is enabled. Per-
missions on these accounts should be set to the bare minimum required for the application to per-
form its task and with an account that needs only read-only permissions on the ESXi host.

— Smart card authentication to DCUI: This function is for U.S. federal customers only. It enables DCUI
login access using a Common Access Card (CAC) and Personal Identity Verification (PIV). The ESXi
host must be part of an Active Directory domain.

What’s New in Update 37

The following are the new features in Update 3:

vCenter Server 6.7 Update 3 supports a dynamic relationship between the IP address settings of a vCenter
Server Appliance and a DNS server by using the Dynamic Domain Name Service (DDNS). The DDNS client
in the appliance automatically sends secure updates to DDNS servers on scheduled intervals.

With vCenter Server 6.7 Update 3, you can configure virtual machines and templates with up to four NVIDIA
virtual GPU (vGPU) devices to cover use cases requiring multiple GPU accelerators attached to a virtual
machine. To use the vMotion vGPU feature, you must set the vgpu.hotmigrate.enabled advanced setting to
true and make sure that both your vCenter Server and ESXi hosts are running vSphere 6.7 Update 3.

vMotion of multi GPU-accelerated virtual machines might fail gracefully under heavy GPU workload due to
the maximum switchover time of 100 secs. To avoid this failure, either increase the maximum allowable
switchaover time or wait until the virtual machine is performing a less intensive GPU workload.

With vCenter Server 6.7 Update 3, you can change the Primary Network Identifier (PNID) of your vCenter
Server Appliance. You can change the vCenter Server Appliance FQDN or host name, and also modify the
IP address configuration of the virtual machine Management Network (NIC 0). For more information, see this
VMware blog post.

With vCenter Server 6.7 Update 3, if the overall health status of a vVSAN cluster is Red, APIs to configure or
extend HCI clusters throw InvalidState exception to prevent further configuration or extension. This fix aims
to resolve situations when mixed versions of ESXi host in an HCI cluster might cause vSAN network
partition.

vCenter Server 6.7 adds new SandyBridge microcode to the cpu-microcode VIB to bring SandyBridge
security up to par with other CPUs and fix per-VM Enhanced vMotion Compatibility (EVC) support. For more
information, see VMware knowledge base article 1003212.

Desktop Broker
This Cisco Validated Design includes Citrix Virtual Apps and Desktops 7.15 LTSR.

Citrix Virtual Apps and Desktops 7.15

Enterprise IT organizations are tasked with the challenge of provisioning Microsoft Windows apps and desktops
while managing cost, centralizing control, and enforcing the corporate security policy. Deploying Windows apps to
users in any location, regardless of the device type and available network bandwidth, enables a mobile workforce
that can improve productivity. With Citrix Virtual Apps and Desktops 7.15, IT can effectively control app and
desktop provisioning while securing data assets and lowering capital and operating expenses.

The Citrix Virtual Apps and Desktops 7.15 release offers these benefits:
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Comprehensive virtual desktop delivery for any use case. The Citrix Virtual Apps and Desktops 7.15 release
incorporates the full power of XenApp, delivering full desktops or just applications to users. Administrators
can deploy both XenApp published applications and desktops (to maximize IT control at low cost) or
personalized VDI desktops (with simplified image management) from the same management console. Citrix
Virtual Apps and Desktops 7.15 leverages commaon policies and cohesive tools to govern both
infrastructure resources and user access.

Simplified support and choice of BYO (Bring Your Own) devices. Citrix Virtual Apps and Desktops 7.15
brings thousands of corporate Microsoft Windows-based applications to mobile devices with a native-touch
experience and optimized performance. HDX technologies create a “high definition” user experience, even
for graphics intensive design and engineering applications.

Lower cost and complexity of application and desktop management. Citrix Virtual Apps and Desktops 7.15
helps IT organizations take advantage of agile and cost-effective cloud offerings, allowing the virtualized
infrastructure to flex and meet seasonal demands or the need for sudden capacity changes. IT
organizations can deploy Citrix Virtual Apps and Desktops application and desktop workloads to private or
public clouds.

Protection of sensitive information through centralization. Citrix Virtual Apps and Desktops decreases the
risk of corporate data loss, enabling access while securing intellectual property and centralizing applications
since assets reside in the data center.

Virtual Delivery Agent improvements. Universal print server and driver enhancements and support for the
HDX 3D Pro graphics acceleration for Windows 10 are key additions in Citrix Virtual Apps and Desktops
7.15.

Improved high-definition user experience. Citrix Virtual Apps and Desktops 7.15 continues the evolutionary
display protocol leadership with enhanced Thinwire display remoting protocol and Framehawk support for
HDX 3D Pro.

Citrix Virtual Apps and Desktops are application and desktop virtualization solutions built on a unified architecture
so they're simple to manage and flexible enough to meet the needs of all your organization's users. Citrix Virtual
Apps and Desktops have a common set of management tools that simplify and automate IT tasks. You use the
same architecture and management tools to manage public, private, and hybrid cloud deployments as you do for
on premises deployments.

Citrix Virtual Apps and Desktops delivers:

XenApp published apps, also known as server-based hosted applications: These are applications hosted
from Microsoft Windows servers to any type of device, including Windows PCs, Macs, smartphones, and
tablets. Some XenApp editions include technologies that further optimize the experience of using Windows
applications on a mobile device by automatically translating native mobile-device display, navigation, and
controls to Windows applications; enhancing performance over mobile networks; and enabling developers
to optimize any custom Windows application for any mobile environment.

XenApp published desktops, also known as server-hosted desktops: These are inexpensive, locked-down
Windows virtual desktops hosted from Windows server operating systems. They are well suited for users,
such as call center employees, who perform a standard set of tasks.

Virtual machine-hosted apps: These are applications hosted from machines running Windows desktop
operating systems for applications that can’t be hosted in a server environment.

Windows applications delivered with Microsoft App-V: These applications use the same management tools
that you use for the rest of your XenApp deployment.
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o  Citrix Virtual Apps and Desktops: Includes significant enhancements to help customers deliver Windows
apps and desktops as mobile services while addressing management complexity and associated costs.
Enhancements in this release include:

e Unified product architecture for Citrix Virtual Apps and Desktops: The FlexCast Management Architecture
(FMA). This release supplies a single set of administrative interfaces to deliver both hosted-shared
applications (RDS) and complete virtual desktops (VDI). Unlike earlier releases that separately provisioned
Citrix Virtual Apps and Desktops farms, the Citrix Virtual Apps and Desktops 7.15 release allows
administrators to deploy a single infrastructure and use a consistent set of tools to manage mixed
application and desktop workloads.

e Support for extending deployments to the cloud. This release provides the ability for hybrid cloud
provisioning from Microsoft Azure, Amazon Web Services (AWS) or any Cloud Platform-powered public or
private cloud. Cloud deployments are configured, managed, and monitored through the same administrative
consoles as deployments on traditional on-premises infrastructure.

Citrix Virtual Apps and Desktops delivers:

o VDI desktops: These virtual desktops each run a Microsoft Windows desktop operating system rather than
running in a shared, server-based environment. They can provide users with their own desktops that they
can fully personalize.

e Hosted physical desktops: This solution is well suited for providing secure access to powerful physical
machines, such as blade servers, from within your data center.

e Remote PC access: This solution allows users to log in to their physical Windows PC from anywhere over a
secure Citrix Virtual Apps and Desktops connection.

e Server VDI: This solution is designed to provide hosted desktops in multitenant, cloud environments.

e Capabilities that allow users to continue to use their virtual desktops: These capabilities let users continue to
work while not connected to your network.

This product release includes the following new and enhanced features:

Zones

Deployments that span widely-dispersed locations connected by a WAN can face challenges due to network
latency and reliability. Configuring zones can help users in remote regions connect to local resources without
forcing connections to traverse large segments of the WAN. Using zones allows effective Site management from
a single Citrix Studio console, Citrix Director, and the Site database. This saves the costs of deploying, staffing,
licensing, and maintaining additional Sites containing separate databases in remote locations.

Zones can be helpful in deployments of all sizes. You can use zones to keep applications and desktops closer to
end users, which improves performance.

Improved Database Flow and Configuration

When you configure the databases during Site creation, you can now specify separate locations for the Site,
Logging, and Monitoring databases. Later, you can specify different locations for all three databases. In previous
releases, all three databases were created at the same address, and you could not specify a different address for
the Site database later.

You can now add more Delivery Controllers when you create a Site, as well as later. In previous releases, you
could add more Controllers only after you created the Site.
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Application Limits

Configure application limits to help manage application use. For example, you can use application limits to manage
the number of users accessing an application simultaneously. Similarly, application limits can be used to manage
the number of simultaneous instances of resource-intensive applications, this can help maintain server
performance and prevent deterioration in service.

For more information, see the Manage applications article.

Multiple Notifications before Machine Updates or Scheduled Restarts

You can now choose to repeat a notification message that is sent to affected machines before the following types
of actions begin:

e Updating machines in a Machine Catalog using a new master image
e Restarting machines in a Delivery Group according to a configured schedule

If you indicate that the first message should be sent to each affected machine 15 minutes before the update or
restart begins, you can also specify that the message is repeated every five minutes until the update/restart
begins.

For more information, see the Manage Machine Catalogs and Manage Delivery Groups articles.

API Support for Managing Session Roaming

By default, sessions roam between client devices with the user. When the user launches a session and then
moves to another device, the same session is used, and applications are available on both devices. The
applications follow, regardless of the device or whether current sessions exist. Similarly, printers and other
resources assigned to the application follow.

# You can now use the PowerShell SDK to tailor session roaming. This was an experimental feature in the
previous release.

For more information, see the Sessions article.

API Support for Provisioning Virtual Machines from Hypervisor Templates

When using the PowerShell SDK to create or update a Machine Catalog, you can now select a template from
other hypervisor connections. This is in addition to the currently-available choices of virtual machine images and
snapshots.

Support for New and Additional Platforms

# See the System requirements article for full support information. Information about support for third-party
product versions is updated periodically.

By default, SQL Server 2014 SP2 Express is installed when installing the Controller if an existing supported SQL
Server installation is not detected.

You can install Studio or VDAs for Windows Desktop OS on machines running Windows 10.

You can create connections to Microsoft Azure virtualization resources.
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Figure 16 Logical Architecture of Citrix Virtual Apps and Desktops
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Citrix Provisioning Services 7.15

Most enterprises struggle to keep up with the proliferation and management of computers in their environments.
Each computer, whether it is a desktop PC, a server in a data center, or a kiosk-type device, must be managed as
an individual entity. The benefits of distributed processing come at the cost of distributed management. It costs
time and money to set up, update, support, and ultimately decommission each computer. The initial cost of the
machine is often dwarfed by operating costs.

Citrix PVS takes a very different approach from traditional imaging solutions by fundamentally changing the
relationship between hardware and the software that runs on it. By streaming a single shared disk image (vDisk)
rather than copying images to individual machines, PVS enables organizations to reduce the number of disk
images that they manage, even as the number of machines continues to grow, simultaneously providing the
efficiency of centralized management and the benefits of distributed processing.

In addition, because machines are streaming disk data dynamically and in real time from a single shared image,
machine image consistency is essentially ensured. At the same time, the configuration, applications, and even the
OS of large pools of machines can be completed changed in the time it takes the machines to reboot.

Using PVS, any vDisk can be configured in standard-image mode. A vDisk in standard-image mode allows many
computers to boot from it simultaneously, greatly reducing the number of images that must be maintained and the
amount of storage that is required. The vDisk is in read-only format, and the image cannot be changed by target
devices.

Benefits for Citrix Virtual Apps and Desktops and Other Server Farm Administrators

If you manage a pool of servers that work as a farm, such as Citrix Virtual Apps and Desktops servers or web
servers, maintaining a uniform patch level on your servers can be difficult and time consuming. With traditional
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imaging solutions, you start with a clean golden master image, but as soon as a server is built with the master
image, you must patch that individual server along with all the other individual servers. Rolling out patches to
individual servers in your farm is not only inefficient, but the results can also be unreliable. Patches often fail on an
individual server, and you may not realize you have a problem until users start complaining or the server has an
outage. After that happens, getting the server resynchronized with the rest of the farm can be challenging, and
sometimes a full reimaging of the machine is required.

With Citrix PVS, patch management for server farms is simple and reliable. You start by managing your golden
image, and you continue to manage that single golden image. All patching is performed in one place and then
streamed to your servers when they boot. Server build consistency is assured because all your servers use a
single shared copy of the disk image. If a server becomes corrupted, simply reboot it, and it is instantly back to the
known good state of your master image. Upgrades are extremely fast to implement. After you have your updated
image ready for production, you simply assign the new image version to the servers and reboot them. You can
deploy the new image to any number of servers in the time it takes them to reboot. Just as important, rollback can
be performed in the same way, so problems with new images do not need to take your servers or your users out
of commission for an extended period of time.

Benefits for Desktop Administrators

Because Citrix PVS is part of Citrix Virtual Apps and Desktops, desktop administrators can use PVS’s streaming
technology to simplify, consolidate, and reduce the costs of both physical and virtual desktop delivery. Many
organizations are beginning to explore desktop virtualization. Although virtualization addresses many of IT's needs
for consolidation and simplified management, deploying it also requires the deployment of supporting
infrastructure. Without PVS, storage costs can make desktop virtualization too costly for the IT budget. However,
with PVS, IT can reduce the amount of storage required for VDI by as much as 90 percent. And with a single
image to manage instead of hundreds or thousands of desktops, PVS significantly reduces the cost, effort, and
complexity for desktop administration.

Different types of workers across the enterprise need different types of desktops. Some require simplicity and
standardization, and others require high performance and personalization. Citrix Virtual Apps and Desktops can
meet these requirements in a single solution using Citrix FlexCast delivery technology. With FlexCast, IT can
deliver every type of virtual desktop, each specifically tailored to meet the performance, security, and flexibility
requirements of each individual user.

Not all desktops applications can be supported by virtual desktops. For these scenarios, IT can still reap the
benefits of consolidation and single-image management. Desktop images are stored and managed centrally in the
data center and streamed to physical desktops on demand. This model works particularly well for standardized
desktops such as those in lab and training environments and call centers and thin-client devices used to access
virtual desktops.

What's New in Cumulative Update 4(CU4)?

The following are the new features found in CU4:

e When you upgrade Delivery Controllers and a site to 7.15 CU4, preliminary site tests run before the actual
upgrade begins. These tests include verification that essential Citrix services are running properly, and that
the site database is operating correctly and has been recently backed up. After the tests run, you can view
a report. Then, you can fix any issues that were detected and optionally run the tests again. This helps
ensure that the upgrade will proceed successfully.

e This release removes the dependency on Version 2.0 of PowerShell in stand-alone deployments of Citrix
Studio and its components.
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e [f the installation of a VDA or a Delivery Controller fails, an MSI analyzer parses the failing MSI log, displaying
the exact error code. The analyzer suggests a CTX article if it's a known issue. The analyzer also collects
anonymized data about the failure error code. This data is included with other data collected by CEIP. If you
end enrollment in CEIP, the collected MSI analyzer data is no longer sent to Citrix.

Citrix Provisioning Services Solution

Citrix PVS streaming technology allows computers to be provisioned and re-provisioned in real time from a single
shared disk image. With this approach, administrators can completely eliminate the need to manage and patch
individual systems. Instead, all image management is performed on the master image. The local hard drive of each
system can be used for runtime data caching or, in some scenarios, removed from the system entirely, which
reduces power use, system failure rate, and security risk.

The PVS solution’s infrastructure is based on software-streaming technology. After PVS components are installed
and configured, a vDisk is created from a device’s hard drive by taking a snapshot of the OS and application image
and then storing that image as a vDisk file on the network. A device used for this process is referred to as a
master target device. The devices that use the vDisks are called target devices. vDisks can exist on a PVS, file
share, or in larger deployments, on a storage system with which PVS can communicate (iSCSI, SAN, network-
attached storage [NAS], and Common Internet File System [CIFS]). vDisks can be assigned to a single target
device in private-image mode, or to multiple target devices in standard-image mode.

Citrix Provisioning Services Infrastructure

The Citrix PVS infrastructure design directly relates to administrative roles within a PVS farm. The PVS
administrator role determines which components that an administrator can manage or view in the console.

A PVS farm contains several components. Figure 17 illustrates a high-level view of a basic PVS infrastructure and
shows how PVS components might appear within that implementation.

Figure 17 Logical Architecture of Citrix Provisioning Services
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The following new features are available with Provisioning Services 7.15:

e Linux streaming

44



Solution Components

e XenServer proxy using PVS-Accelerator

Purity for FlashArray

At the heart of every FlashArray is Purity Operating Environment software. Purity implements advanced data
reduction, storage management, and flash management features, enabling organizations to enjoy Tier 1 data
services for all workloads, proven 99.9999% availability over two years (inclusive of maintenance and generational
upgrades), completely non-disruptive operations, 2X better data reduction versus alternative all-flash solutions,
and, with FlashArray//X, the power and efficiency of DirectFlash™. Moreover, Purity includes enterprise-grade data
security, modern data protection options, and complete business continuity and global disaster recovery through
ActiveCluster multi-site stretch cluster and ActiveDR* for continuous replication with near zero RPO. All these
features are included with every array.

FlashArray//X Specifications

//X10
55TB

CAPACITY

275718

IIX20 /IX50
650 TB

PHYSICAL

//X90
3PB

/IX70
1.3PB

//X CONNECTIVITY

/X110 | Upto55TB/53.5TiB
effective capacity™

Upto 20 TB/18.6 TiB
raw capacity

3uU

490 — 600 Watts (nominal — peak)
95 Ibs (43.1 kg) fully loaded

512" x 18.94” x 29.72” chassis

//X20 | Upto 275 TB/251.8 TiB
effective capacity™

Upto87TB/80.3TiB
raw capacity’

3U

620 — 688 Watts (nominal — peak)
95 Ibs (43.1 kg) fully loaded

5.12" x 18.94" x 29.72" chassis

Onboard Ports (per controller)

« 2 x1/10/25 Gb Ethernet

«  2x1/10/25 Gb Ethernet
Replication

« 2 x1Gb Management Ports

//X50 | Upto 650 TB/602.8TiB
effective capacity™

Upto 183 TB/171TiB
raw capacity’

30

620 — 760 Watts (nominal — peak)
95 Ibs (43.1 kg) fully loaded

5.12" x 18.94" x 29.72" chassis

//X70 | Upto1.3PB/1238.5TiB
effective capacity**

Up to 366 TB/320.1TiB
raw capacity’

3U

915 — 1345 Watts (nominal — peak)
97 Ibs (44.0 kg) fully loaded

512" x 18.94” x 29.72” chassis

Host I/O Cards (3 slots/controller)

« 2-port10GBase-T Ethernet

¢« 2-port1/10/25 Gb Ethernet

« 2-port 40 Gb Ethernet

« 2 Port 50Gb Ethernet
(NVMe-oF Ready)***

« 2-port16/32 Gb Fibre Channel
(NVMe-oF Ready)

« 4-port16/32 Gb Fibre Channel
(NVMe-oF Ready)

//X90 | Upto3PB/3003.1TiB
effective capacity™

Upto 878 TB/768.3TiB
raw capacity’

3Uu-6u

1100 — 1570 Watts (nominal — peak)

97 Ibs (44 kg) fully loaded
512" x 18.94” x 29.72” chassis

DIRECT | Upto 1.9 PB effective
FLASH capacity™*

SHELF | Upio 512 TB/448.2 TiB
raw capacity

3uU

460 - 500 Watts (nominal — peak)
87.7 Ibs (39.8kg) fully loaded
512" x 18.94” x 29.72” chassis

* Stated //X specifications are applicable to //X R2 versions, //X R3 specs are also available here
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** Effective capacity assumes HA, RAID, and metadata overhead, GB-to-GiB conversion, and includes the benefit
of data reduction with always-on inline deduplication, compression, and pattern removal. Average data reduction is
calculated at 5-to-1 and does not include thin provisioning or snapshots.

*** FlashArray //X currently supports NVMe/RoCE with a roadmap for NVMe/FC and NVMe/TCP.

Evergreen™ Storage

Customers can deploy storage once and enjoy a subscription to continuous innovation through Pure’s Evergreen
Storage ownership model: expand and improve performance, capacity, density, and/or features for 10 years or
more - all without downtime, performance impact, or data migrations. Pure has disrupted the industry’s 3-5-year
rip-and-replace cycle by engineering compatibility for future technologies right into its products, notably nondis-
ruptive capability to upgrade from //M to //X with NVMe, DirectMemory, and NVMe-oF capability.

Pure1®

Pure1, our cloud-based management, analytics, and support platform, expands the self-managing, plug-n-play
design of Pure all-flash arrays with the machine learning predictive analytics and continuous scanning of Pure
Meta™ to enable an effortless, worry-free data platform.

Forecast

Load Planner |

9% 10 29 days Peak Load

id-domo-m70r2-508-27

Load Planner

Pure1 Manage

In the Cloud IT operating model, installing and deploying management software is an oxymoron: you simply login.
Pure1 Manage is SaaS-based, allowing you to manage your array from any browser or from the Pure1 Mobile
App, with nothing extra to purchase, deploy, or maintain. From a single dashboard you can manage all your arrays,
with full visibility on the health and performance of your storage.
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Pure1 Analyze

Pure1 Analyze delivers true performance forecasting - giving customers complete visibility into the performance
and capacity needs of their array, now and in the future. Performance forecasting enables intelligent consolidation
and unprecedented workload optimization.

Pure1 Support

Pure combines an ultra-proactive support team with the predictive intelligence of Pure1 Meta to deliver unrivaled
support that’s a key component in our proven FlashArray 99.9999% availability. Customers are often surprised
and delighted when we fix issues they did not even know existed.

Pure1l META

The foundation of Pure1 services, Pure1 Meta is global intelligence built from a massive collection of storage array
health and performance data. By continuously scanning call-home telemetry from Pure’s installed base, Pure’
Meta uses machine learning predictive analytics to help resolve potential issues and optimize workloads. The result
is both a white glove customer support experience and breakthrough capabilities like accurate performance fore-
casting.

Meta is always expanding and refining what it knows about array performance and health, moving the Data Plat-
form toward a future of self-driving storage.

Pure1 VM Analytics

Purel helps you narrow down the troubleshooting steps in your virtualized environment. VM Analytics provides
you with a visual representation of the 10 path from the VM all the way through to the FlashArray. Other tools and
features guide you through identifying where an issue might be occurring in order to help eliminate potential can-
didates for a problem.

VM Analytics doesn’t only help when there’s a problem. The visualization allows you to identify which volumes and
arrays particular applications are running on. This brings the whole environment into a more manageable domain.
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Architecture and Design Considerations for Desktop Virtualization
I —————————

There are many reasons to consider a virtual desktop solution such as an ever growing and diverse base of user
devices, complexity in management of traditional desktops, security, and even Bring Your Own Device (BYOD) to
work programs. The first step in designing a virtual desktop solution is to understand the user community and the
type of tasks that are required to successfully execute their role. The following user classifications are provided:

Knowledge Workers today do not just work in their offices all day - they attend meetings, visit branch
offices, work from home, and even coffee shops. These anywhere workers expect access to all of their
same applications and data wherever they are.

External Contractors are increasingly part of your everyday business. They need access to certain portions
of your applications and data, yet administrators still have little control over the devices they use and the
locations they work from. Consequently, IT is stuck making trade-offs on the cost of providing these
workers a device vs. the security risk of allowing them access from their own devices.

Task Workers perform a set of well-defined tasks. These workers access a small set of applications and
have limited requirements from their PCs. However, since these workers are interacting with your
customers, partners, and employees, they have access to your most critical data.

Mobile Workers need access to their virtual desktop from everywhere, regardless of their ability to connect
to a network. In addition, these workers expect the ability to personalize their PCs, by installing their own
applications and storing their own data, such as photos and music, on these devices.

Shared Workstation users are often found in state-of-the-art university and business computer labs,
conference rooms or training centers. Shared workstation environments have the constant requirement to
re-provision desktops with the latest operating systems and applications as the needs of the organization
change, tops the list.

After the user classifications have been identified and the business requirements for each user classification have
been defined, it becomes essential to evaluate the types of virtual desktops that are needed based on user
requirements. There are essentially five potential desktops environments for each user:

Traditional PC: A traditional PC is what typically constitutes a desktop environment: physical device with a
locally installed operating system.

Hosted Shared Desktop: A hosted, server-based desktop is a desktop where the user interacts through a
delivery protocol. With hosted, server-based desktops, a single installed instance of a server operating
system, such as Microsoft Windows Server 2019, is shared by multiple users simultaneously. Each user
receives a desktop " session" and works in an isolated memory space. Remoted Desktop Server Hosted
Server sessions: A hosted virtual desktop is a virtual desktop running on a virtualization layer (ESX). The
user does not work with and sit in front of the desktop, but instead the user interacts through a delivery
protocol.

Published Applications: Published applications run entirely on the Citrix Virtual Apps and Desktops server
virtual machines and the user interacts through a delivery protocol. With published applications, a single
installed instance of an application, such as Microsoft Office, is shared by multiple users simultaneously.
Each user receives an application " session" and works in an isolated memory space.

Streamed Applications: Streamed desktops and applications run entirely on the user’s local client device
and are sent from a server on demand. The user interacts with the application or desktop directly, but the
resources may only available while they are connected to the network.
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e Local Virtual Desktop: A local virtual desktop is a desktop running entirely on the user's local device and
continues to operate when disconnected from the network. In this case, the user’s local device is used as a
type 1 hypervisor and is synced with the data center when the device is connected to the network.

e For the purposes of the validation represented in this document, Citrix Virtual Apps and Desktops server
sessions were validated. Each of the sections provides some fundamental design decisions for this
environment.

Understanding Applications and Data

When the desktop user groups and sub-groups have been identified, the next task is to catalog group application

and data requirements. This can be one of the most time-consuming processes in the VDI planning exercise but is
essential for the VDI project’s success. If the applications and data are not identified and co-located, performance
will be negatively affected.

The process of analyzing the variety of application and data pairs for an organization will likely be complicated by
the inclusion cloud applications, for example, SalesForce.com. This application and data analysis is beyond the
scope of this Cisco Validated Design but should not be omitted from the planning process. There are a variety of
third-party tools available to assist organizations with this crucial exercise.

Project Planning and Solution Sizing Sample Questions

Now that user groups, their applications and their data requirements are understood, some key project and
solution sizing questions may be considered.

General project questions should be addressed at the outset, including:

e Has a VDI pilot plan been created based on the business analysis of the desktop groups, applications, and
data?

e |s there infrastructure and budget in place to run the pilot program?
e Are the required skill sets to execute the VDI project available? Can we hire or contract for them?
e Do we have end user experience performance metrics identified for each desktop sub-group?
e How will we measure success or failure?
e What is the future implication of success or failure?
Below is a non-exhaustive list of sizing questions that should be addressed for each user sub-group:
e What is the desktop OS planned? Windows 8 or Windows 107
e 32 bit or 64 bit desktop OS?
e How many virtual desktops will be deployed in the pilot? In production? All Windows 8/107
e How much memory per target desktop group desktop?
e Are there any rich media, Flash, or graphics-intensive workloads?

e Are there any applications installed? What application delivery methods will be used, Installed, Streamed,
Layered, Hosted, or Local?

e \What is the desktop OS planned for HSD Server Roles? Windows server 2016 or Server 20197
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What is the hypervisor for the solution”?

What is the storage configuration in the existing environment?

Are there sufficient IOPS available for the write-intensive VDI workload?

Will there be storage dedicated and tuned for VDI service?

Is there a voice component to the desktop?

Is anti-virus a part of the image?

What is the SQL server version for database? SQL server 2016 or 20197

Is user profile management (for example, non-roaming profile based) part of the solution?
What is the fault tolerance, failover, disaster recovery plan?

Are there additional desktop sub-group specific questions?

Hypervisor Selection

VMware vSphere has been identified the hypervisor for both HSD Hosted Sessions and VDI based desktops:

VMware vSphere: VMware vSphere comprises the management infrastructure or virtual center server
software and the hypervisor software that virtualizes the hardware resources on the servers. It offers
features like Distributed Resource Scheduler, vMotion, high availability, Storage vMotion, VMFS, and a multi-
pathing storage layer. More information on vSphere can be obtained at the VMware website.

ﬂ For this CVD, the hypervisor used was VMware ESXi 6.7 Update 3.

# Server OS and Desktop OS Machines configured in this CVD to support Hosted Shared Desktops (HSD)
shared sessions and Hosted Virtual Desktops (both non-persistent and persistent).

Storage Considerations

Boot From SAN

When utilizing Cisco UCS Server technology it is recommended to configure Boot from SAN and store the boot
partitions on remote storage, this enabled architects and administrators to take full advantage of the stateless
nature of service profiles for hardware flexibility across lifecycle management of server hardware generational
changes, Operating Systems/Hypervisors and overall portability of server identity. Boot from SAN also removes
the need to populate local server storage creating more administrative overhead.

Pure Storage FlashArray Considerations

Make sure Each FlashArray Controller is connected to BOTH storage fabrics (A/B).
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Within Purity, it’s best practice to map Hosts to Host Groups and then Host Groups to Volumes, this ensures the
Volume is presented on the same LUN ID to all hosts and allows for simplified management of ESXi Clusters
across multiple nodes.

How big should a Volume be? With the Purity Operating Environment, we remove the complexities of aggregates,
RAID groups, and so on. When managing storage, you just create a volume based on the size required, availability
and performance are taken care of through RAID-HD and DirectFlash Software. As an administrator you can
create 1 10TB volume or 10 1TB Volumes and their performance/availability will be the same, so instead of
creating volumes for availability or performance you can think about recoverability, manageability, and
administrative considerations. For example, what data do | want to present to this application or what data do |
want to store together so | can replicate it to another site/system/cloud, and so on.

Port Connectivity

With 10/25/40Gbe connectivity support, while both 10 and 25 Gbe is provided through 2 onboard NICs on each
FlashArray controller, if more interfaces are required or if 40Gbe connectivity is also required, then make sure you
have provisioned for additional NICs included in the original FlashArray BOM.

With 16/32Gb Fiber Channel support (N-2 support), Pure Storage offers up to 32Gb FC support on the latest
FlashArray//X series arrays. Always make sure the correct number of HBAs and the speed of SFPs are included in
the original FlashArray BOM.

Oversubscription

To reduce the impact of an outage or maintenance scheduled downtime, it's good practice when designing fabrics
to provide oversubscription of bandwidth; this enables a similar performance profile during component failure and
protects workloads from being impacted by a reduced number of paths during a component failure or
maintenance event. Oversubscription can be achieved by increasing the number of physically cabled connections
between storage and compute. These connections can then be utilized to deliver performance and reduced
latency to the underlying workloads running on the solution.

Topology

When configuring your SAN, it’s important to remember that the more hops you have, the more latency you will
see. For best performance, the ideal topology is a “Flat Fabric” where the FlashArray is only one hop away from
any applications it hosts.

VMware Virtual Volumes Considerations

When configuring a Pure Storage FlashArray with Virtual Volumes, the FlashArray will only be able to provide the
VASA Service to an individual vCenter at this time. vCenters that are in Enhanced Linked Mode will be able to
communicate with the same FlashArray, however vCenters that are not in Enhanced Linked Mode cannot both use
VVols on the same FlashArray. Should multiple vCenters need to use the same FlashArray for VVols, they should
be configured in Enhanced Linked Mode.

Ensure that the Config VVol is either part of an existing FlashArray Protection Group, Storage Policy that includes
snapshots or manual snapshots of the Config Vol are taken. This will help with the virtual machine recovery
process if the virtual machine is deleted.

Remember that there are some FlashArray limits on Volume Connections per Host, Volume Count and Snapshot
Count. For more information about FlashArray limits, go to:
https://support.purestorage.com/FlashArrav/PurityFA/General Troubleshooting/Pure Storage FlashArray Limits
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When a Storage Policy is applied to a Vol virtual machine, the Volumes associated with that virtual machine are
added to the designated protection group when applying the policy to the virtual machine. Should replication be
part of the policy, be mindful of the number of virtual machines using that storage policy and replication group. A
high number of virtual machines with high change rate could cause replication to miss its schedule due to
increases replication bandwidth and time needed to complete the scheduled snapshot. Pure Storage
recommends VVol virtual machines that have Storage Policies applied be balanced between protection groups.
Currently Pure Storage recommends 20 to 30 virtual machines per Storage Policy Replication Group.

Pure Storage FlashArray Best Practices for VMware vSphere

The following Pure Storage best practices for VMware vSphere should be followed as part of a design:

For hosts earlier than 6.0 Patch 5 or 6.5 Update 1, Configure Round Robin, and an I/O Operations Limit of
1 for every FlashArray device. This is no longer needed for later versions of ESXi. The best way to do this
is to create an ESXi SATP Rule on every host (below). This will make sure all devices are set automatically.

esxcli storage nmp satp rule add -s "VMW_SATP_ALUA" -V "PURE" -M " FlashArray" -P
"VMW_PSP_RR" -O "iops=1"

For iISCSI, disable DelayedAck and set the Login Timeout to 30 seconds. Jumbo Frames are optional.

In vSphere 6.x, if hosts have any VMFS-5 volumes, change EnableBlockDelete to enabled. If it is all
VMFS-6, this change is not needed.

For VMFS-5, Run UNMAP frequently.
For VMFS-6, keep automatic UNMAP enabled.

When using vSphere Replication and/or when you have ESXi hosts running EFl-enabled virtual machines,
set the ESXi parameter Disk.DiskMaxIOSize to 4 MB.

DataMover.HardwareAcceleratedMove, DataMover.HardwareAcceleratedinit, and
VMFS3.HardwareAcceleratedLocking should all be enabled.

Ensure all ESXi hosts are connected to both FlashArray controllers. Ideally at least two paths to each. Aim
for total redundancy.

Install VMware tools whenever possible.

Queue depths should be left at the default. Changing queue depths on the ESXi host is considered to be a
tweak and should only be examined if a performance problem (high latency) is observed.

When mounting snapshots, use the ESXi resignature option and avoid force-mounting.

Configure Host Groups on the FlashArray identically to clusters in vSphere. For example, if a cluster has
four hosts in it, create a corresponding Host Group on the relevant FlashArray with exactly those four
hosts—no more, No less.

Use Paravirtual SCSI adapters for virtual machines whenever possible.

Atomic Test and Set (ATS) is required on all Pure Storage volumes. This is a default configuration and no
changes should normally be needed.

UseATSForHBONVMESS should be enabled. This was introduced in vSphere 5.5 U2 and is enabled by
default. It is NOT required though.
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For more information about the VMware vSphere Pure Storage FlashArray Best Practices, go to:

Web Guide: FlashArray® VMware Best Practices

Citrix Virtual Apps and Desktops Design Fundamentals

An ever growing and diverse base of user devices, complexity in management of traditional desktops, security,

and even Bring Your Own (BYQ) device to work programs are prime reasons for moving to a virtual desktop
solution.

Citrix Virtual Apps and Desktops 7.15 integrates Hosted Shared and VDI desktop virtualization technologies into a
unified architecture that enables a scalable, simple, efficient, and manageable solution for delivering Windows
applications and desktops as a service.

You can select applications from an easy-to-use “store” that is accessible from tablets, smartphones, PCs, Macs,
and thin clients. Citrix Virtual Apps and Desktops delivers a native touch-optimized experience with HDX high-
definition performance, even over mobile networks.

Machine Catalogs

Collections of identical virtual machines or physical computers are managed as a single entity called a Machine
Catalog. In this CVD, virtual machine provisioning relies on Citrix Provisioning Services to make sure that the
machines in the catalog are consistent. In this CVD, machines in the Machine Catalog are configured to run either

a Windows Server OS (for RDS hosted shared desktops) or a Windows Desktop OS (for hosted pooled VDI
desktops).

Delivery Groups

To deliver desktops and applications to users, you create a Machine Catalog and then allocate machines from the
catalog to users by creating Delivery Groups. Delivery Groups provide desktops, applications, or a combination of
desktops and applications to users. Creating a Delivery Group is a flexible way of allocating machines and
applications to users. In a Delivery Group, you can:

e Use machines from multiple catalogs
e Allocate a user to multiple machines
e Allocate multiple users to one machine
As part of the creation process, you specify the following Delivery Group properties:
e Users, groups, and applications allocated to Delivery Groups
e Desktop settings to match users' needs
e Desktop power management options

Figure 18 illustrates how users access desktops and applications through machine catalogs and delivery groups.

# The Server OS and Desktop OS Machines configured in this CVD support the hosted shared desktops and
hosted virtual desktops (both non-persistent and persistent).
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Figure 18 Access Desktops and Applications through Machine Catalogs and Delivery Groups
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Citrix Provisioning Services

Citrix Virtual Apps and Desktops 7.15 can be deployed with or without Citrix Provisioning Services (PVS). The
advantage of using Citrix PVS is that it allows virtual machines to be provisioned and re-provisioned in real-time
from a single shared-disk image. In this way administrators can completely eliminate the need to manage and
patch individual systems and reduce the number of disk images that they manage, even as the number of
machines continues to grow, simultaneously providing the efficiencies of a centralized management with the
benefits of distributed processing.

The Provisioning Services solution’s infrastructure is based on software-streaming technology. After installing and
configuring Provisioning Services components, a single shared disk image (vDisk) is created from a device’s hard
drive by taking a snapshot of the OS and application image, and then storing that image as a vDisk file on the
network. A device that is used during the vDisk creation process is the Master target device. Devices or virtual
machines that use the created vDisks are called target devices.

When a target device is turned on, it is set to boot from the network and to communicate with a Provisioning
Server. Unlike thin-client technology, processing takes place on the target device.
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Figure 19 Citrix Provisioning Services Functionality
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The target device downloads the boot file from a Provisioning Server (Step 2) and boots. Based on the boot
configuration settings, the appropriate vDisk is mounted on the Provisioning Server (Step 3). The vDisk software is
then streamed to the target device as needed, appearing as a regular hard drive to the system.

Instead of immediately pulling all the vDisk contents down to the target device (as with traditional imaging
solutions), the data is brought across the network in real-time as needed. This approach allows a target device to
get a completely new operating system and set of software in the time it takes to reboot. This approach
dramatically decreases the amount of network bandwidth required and making it possible to support a larger
number of target devices on a network without impacting performance

Citrix PVS can create desktops as Pooled or Private:

e Pooled Desktop: A pooled virtual desktop uses Citrix PVS to stream a standard desktop image to multiple
desktop instances upon boot.

e Private Desktop: A private desktop is a single desktop assigned to one distinct user.

The alternative to Citrix Provisioning Services for pooled desktop deployments is Citrix Machine Creation Services
(MCS), which is integrated with the Citrix Virtual Apps and Desktops Studio console.

Locate the PVS Write Cache

When considering a PVS deployment, there are some design decisions that need to be made regarding the write
cache for the target devices that leverage provisioning services. The write cache is a cache of all data that the
target device has written. If data is written to the PVS vDisk in a caching mode, the data is not written back to the
base vDisk. Instead, it is written to a write cache file in one of the following locations:

e (Cache on device hard drive. Write cache exists as a file in NTFS format, located on the target-device’s hard
drive. This option frees up the Provisioning Server since it does not have to process write requests and
does not have the finite limitation of RAM.

e Cache on device hard drive persisted. (Experimental Phase) This is the same as “Cache on device hard
drive”, except that the cache persists. At this time, this method is an experimental feature only, and is only
supported for NT6.1 or later (Windows 10 and Windows 2008 R2 and later). This method also requires a
different bootstrap.

e (Cache in device RAM. Write cache can exist as a temporary file in the target device’s RAM. This provides
the fastest method of disk access since memory access is always faster than disk access.
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o (Cache in device RAM with overflow on hard disk. This method uses VHDX differencing format and is only
available for Windows 10 and Server 2008 R2 and later. When RAM is zero, the target device write cache
is only written to the local disk. When RAM is not zero, the target device write cache is written to RAM first.
When RAM is full, the least recently used block of data is written to the local differencing disk to
accommodate newer data on RAM. The amount of RAM specified is the non-paged kernel memory that the
target device will consume.

o (Cache on a server. Write cache can exist as a temporary file on a Provisioning Server. In this configuration,
all writes are handled by the Provisioning Server, which can increase disk I/O and network traffic. For
additional security, the Provisioning Server can be configured to encrypt write cache files. Since the write-
cache file persists on the hard drive between reboots, encrypted data provides data protection in the event
a hard drive is stolen.

e (Cache on server persisted. This cache option allows for the saved changes between reboots. Using this
option, a rebooted target device is able to retrieve changes made from previous sessions that differ from
the read only vDisk image. If a vDisk is set to this method of caching, each target device that accesses the
vDisk automatically has a device-specific, writable disk file created. Any changes made to the vDisk image
are written to that file, which is not automatically deleted upon shutdown.

# In this CVD, Provisioning Server 7.15 was used to manage Pooled/Non-Persistent VDI Machines and Xe-
nApp RDS Machines with “Cache in device RAM with Overflow on Hard Disk” for each virtual machine.
This design enables good scalability to many thousands of desktops. Provisioning Server 7.15 was used
for Active Directory machine account creation and management as well as for streaming the shared disk
to the hypervisor hosts.

Example Citrix Virtual Apps and Desktops Deployments

Two examples of typical Citrix Virtual Apps and Desktops deployments are as follows:
e Adistributed components configuration
e A multiple site configuration

Since XenApp and Citrix Virtual Apps and Desktops 7.15 are based on a unified architecture, combined they can
deliver a combination of Hosted Shared Desktops (HSDs, using a Server OS machine) and Hosted Virtual
Desktops (HVDs, using a Desktop OS).

Distributed Components Configuration

You can distribute the components of your deployment among a greater number of servers or provide greater
scalability and failover by increasing the number of controllers in your site. You can install management consoles
on separate computers to manage the deployment remotely. A distributed deployment is necessary for an
infrastructure based on remote access through NetScaler Gateway (formerly called Access Gateway).

Figure 20 shows an example of a distributed components configuration. A simplified version of this configuration is
often deployed for an initial proof-of-concept (POC) deployment. This CVD deploys Citrix Virtual Apps and
Desktops in a configuration that resembles this distributed component configuration shown. Two Cisco UCS
B200MS5 blade servers host the required infrastructure services (AD, DNS, DHCP, License Server, SQL, Citrix
Virtual Apps and Desktops management, and StoreFront servers).
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Figure 20 Example of a Distributed Components Configuration
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If you have multiple regional sites, you can use Citrix NetScaler to direct user connections to the most appropriate
site and StoreFront to deliver desktops and applications to users.

In Figure 21 depicting multiple sites, a site was created in two data centers. Having two sites globally, rather than
just one, minimizes the amount of unnecessary WAN traffic.
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Figure 21 Multiple Sites
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You can use StoreFront to aggregate resources from multiple sites to provide users with a single point of access
with NetScaler. A separate Studio console is required to manage each site; sites cannot be managed as a single
entity. You can use Director to support users across sites.

Citrix NetScaler accelerates application performance, load balances servers, increases security, and optimizes the
user experience. In this example, two NetScalers are used to provide a high availability configuration. The
NetScalers are configured for Global Server Load Balancing and positioned in the DMZ to provide a multi-site,
fault-tolerant solution.

The CVD was done based on single site and did not use NetScaler for its infrastructure and testing.

Citrix Cloud Services

Easily deliver the Citrix portfolio of products as a service. Citrix Cloud services simplify the delivery and
management of Citrix technologies extending existing on-premises software deployments and creating hybrid
workspace services.

o Fast: Deploy apps and desktops, or complete secure digital workspaces in hours, not weeks.
o Adaptable: Choose to deploy on any cloud or virtual infrastructure — or a hybrid of both.
o Secure: Keep all proprietary information for your apps, desktops, and data under your control.

e Simple: Implement a fully-integrated Citrix portfolio through a single-management plane to simplify
administration.

58



Architecture and Design Considerations for Desktop Virtualization

Designing a Citrix Virtual Apps and Desktop Environment for a Different Workloads

With Citrix Virtual Apps and Desktops 7.15, the method you choose to provide applications or desktops to users
depends on the types of applications and desktops you are hosting and available system resources, as well as the
types of users and user experience you want to provide.

Server OS machines You want: Inexpensive server-based delivery to minimize the cost of delivering
applications to a large number of users, while providing a secure, high-definition user
experience.

Your users: Perform well-defined tasks and do not require personalization or offline
access to applications. Users may include task workers such as call center operators
and retail workers, or users that share workstations.

Application types: Any application.

Desktop OS machines | You want: A client-based application delivery solution that is secure, provides
centralized management, and supports a large number of users per host server (or
hypervisor), while providing users with applications that display seamlessly in high-
definition.

Your users: Are internal, external contractors, third-party collaborators, and other
provisional team members. Users do not require off-line access to hosted applications.

Application types: Applications that might not work well with other applications or might
interact with the operating system, such as .NET framework. These types of
applications are ideal for hosting on virtual machines.

Applications running on older operating systems such as Windows XP or Windows
Vista, and older architectures, such as 32-bit or 16-bit. By isolating each application on
its own virtual machine, if one machine fails, it does not impact other users.

Remote PC Access You want: Employees with secure remote access to a physical computer without using
a VPN. For example, the user may be accessing their physical desktop PC from home
or through a public WIFI hotspot. Depending upon the location, you may want to restrict
the ability to print or copy and paste outside of the desktop. This method enables BYO
device support without migrating desktop images into the data center.

Your users: Employees or contractors that have the option to work from home but need
access to specific software or data on their corporate desktops to perform their jobs
remotely.

Host: The same as Desktop OS machines.

Application types: Applications that are delivered from an office computer and display
seamlessly in high definition on the remote user's device.

For this Cisco Validated Design, the following designs are included:

1. MCS Solution: 5000 Windows 10 Virtual desktops Statically assigned were configured and tested.
2. PVS Solution: 5500 Windows 10 Virtual desktops random pooled were configured and tested.
3. HSD Solution: 6500 Windows Server 2019 Hosted Shared desktops were configured and tested.
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Deployment Hardware and Software
I —————————

Products Deployed

The architecture deployed is highly modular. While each customer’s environment might vary in its exact
configuration, the reference architecture contained in this document when built, can easily be scaled as
requirements, and demands change. This includes scaling both up (adding additional resources within a Cisco
UCS Domain) and out (adding additional Cisco UCS Domains and Pure Storage FlashArrays).

The FlashStack Data Center solution includes Cisco networking, Cisco UCS and Pure Storage FlashArray//X70,
which efficiently fit into a single data center rack, including the access layer network switches.

This CVD details the deployment of up to 6500 users for HSD, 5500 users for Non-Persistent VDI and 5000
users for persistent VDI users Citrix Virtual Apps and Desktops desktop workload featuring the following software:

VMware vSphere ESXi 6.7 Update 3 Hypervisor
Microsoft SQL Server 2019
Microsoft Windows Server 2019 and Windows 10 64-bit virtual machine Operating Systems

Citrix Virtual Apps and Desktops 7.15 LTSR CU4 Hosted Shared Virtual Desktops (HSD) with PVS write
cache on FC storage

Citrix Virtual Apps and Desktops 7.15 LTSR CU4 Non-Persistent Hosted Virtual Desktops (HVD) with PVS
write cache on FC storage

Citrix Virtual Apps and Desktops 7.15 LTSR CU4 Persistent Hosted Virtual Desktops (HVD) provisioned with
MCS and stored on FC storage

Citrix Provisioning Server 7.15 LTSR CU4
Citrix User Profile Manager 7.15 LTSR CU4

Citrix StoreFront 7.15 LTSR CU4

Figure 22 illustrates the physical hardware and cabling deployed to enable this solution.
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Figure 22 Virtual Desktop Workload Reference Architecture on Citrix Virtual Apps and Desktops 7.15 LTSR
on FlashStack
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The solution contains the following hardware as shown in Figure 22.
e Two Cisco Nexus 93180YC-FX Layer 2 Access Switches
e Two Cisco MDS 9132T 32-Gb and 16Gb Fibre Channel Switches
e Four Cisco UCS 5108 Blade Server Chassis with two Cisco UCS-I0M-2408 10 Modules

e Two Cisco UCS B200 M5 Blade Servers with Intel® Xeon® Silver 4210 2.2-GHz 10-core processors,
384GB 2933MHz RAM, and one Cisco VIC1340 mezzanine card for the hosted infrastructure, providing
N+1 server fault tolerance.
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o Thirty Cisco UCS B200 M5 Blade Servers with Intel® Xeon® Gold 6230 2.1-GHz 20-core processors,
768GB 2933MHz RAM, and one Cisco VIC1440 mezzanine card, providing N+1 server fault tolerance.

e Pure Storage FlashArray//X70 R2 with dual redundant controllers, with Twenty 1.92TB DirectFlash NVMe
drives

ﬂ The LoginVSI Test infrastructure is not a part of this solution. The Pure FlashArray//X70 R2 configuration
is detailed later in this document.

Software Revisions

Table 2 lists the software versions of the primary products installed in the environment.

Table 2 Software and Firmware Versions

Vendor Product / Component Version / Build / Code
Cisco UCS Component Firmware 4.0(4g) bundle release
Cisco UCS Manager 4.0(4g) bundle release
Cisco UCS B200 M5 Blades 4.0(4g) bundle release
Cisco VIC 1440 4.0(4g) bundle release
VMware vCenter Server Appliance 6.7.0.12000

VMware vSphere ESXi 6.7 Update 3 6.7.0.14320388

Citrix XenDesktop VDA 7.15.4000.653

Citrix XenDesktop Controller 7.15.4000

Citrix Provisioning Services 7.15.15.11

Citrix StoreFront Services 3.12.4000.93

Pure Storage FlashArray//X70 R2 Purity//FA v5.3.6

Logical Architecture

The logical architecture of the validated solution which is designed to support up to 6500 users within a single 42u
rack containing 32 blades in 4 chassis, with physical redundancy for the blade servers for each workload type is
illustrated in Figure 23.
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Figure 23 Logical Architecture Overview
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Configuration Guidelines

The Citrix Virtual Apps and Desktops solution described in this document provides details for configuring a fully
redundant, highly-available configuration. Configuration guidelines are provided that refer to which redundant
component is being configured with each step, whether that be A or B. For example, Nexus A and Nexus B
identify the pair of Cisco Nexus switches that are configured. The Cisco UCS Fabric Interconnects are configured
similarly.

ﬂ This document is intended to allow the reader to configure the Citrix Virtual Apps and Desktops 7.15 cus-
tomer environment as a stand-alone solution.

VLANs

The VLAN configuration recommended for the environment includes a total of six VLANSs as outlined in Table 3 .

Table 3 VLANs Configured in this Study

VLAN Name VLAN 1D VLAN Purpose

Default 1 Native VLAN

In-Band-Mgmt 70 In-Band management interfaces
Infra-Mgmt 71 Infrastructure Virtual Machines
VCC/VM-Network 72 HSD, VDI Persistent and Non-Persistent
vMotion 73 VMware vMotion
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VLAN Name VLAN 1D VLAN Purpose
OOB-Mgmt 164 Out of Band management interfaces
VSANSs

Two virtual SANs configured for communications and fault tolerance in this design as outlined in Table 4 .

Table 4 VSANs Configured in this Study

VSAN Name VSAN 1D Purpose
VSAN 100 100 VSAN for Primary SAN communication
VSAN 101 101 VSAN for Secondary SAN communication
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Solution Configuration

This section details the configuration and tuning that was performed on the individual components to produce a
complete, validated solution.

Solution Cabling

The following sections detail the physical connectivity configuration of the FlashStack Citrix Virtual Apps and
Desktops environment.

The information provided in this section is a reference for cabling the physical equipment in this Cisco Validated
Design environment. To simplify cabling requirements, the tables include both local and remote device and port
locations.

The tables in this section contain the details for the prescribed and supported configuration of the Pure Storage
FlashArray//X70 R2 storage array to the Cisco 6454 Fabric Interconnects through Cisco MDS 9132T 32-Gb FC
switches.

ﬂ This document assumes that out-of-band management ports are plugged into an existing management
infrastructure at the deployment site. These interfaces will be used in various configuration steps.

# Be sure to follow the cabling directions in this section. Failure to do so will result in necessary changes to
the deployment procedures that follow because specific port locations are mentioned.

Figure 24 shows a cabling diagram for a configuration using the Cisco Nexus 9000, Cisco MDS 9100 Series, and
Pure Storage FlashArray//X70 R2 array.
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Figure 24 FlashStack Solution Cabling Diagram
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Figure 25 FlashStack Solution Cabling Diagram- Cisco UCS FI to Nexus 93180YC-FX
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Figure 26 FlashStack Solution Cabling Diagram- MDS-Pure Storage Cabling
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Cisco Unified Computing System Base Configuration

This section details the Cisco UCS configuration that was done as part of the infrastructure build-out. The racking,
power, and installation of the chassis are beyond the scope of this document, however they are described in the
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Cisco UCS Manager Getting Started Guide. For more information about each step, refer to the Cisco UCS

Manager - Configuration Guides.

Cisco UCS Manager Software Version 4.0(4g)

This document assumes you are using Cisco UCS Manager Software version 4.0(4g). To upgrade the Cisco UCS
Manager software and the Cisco UCS 6454 Fabric Interconnect software to a higher version of the firmware,)
refer to Cisco UCS Manager Install and Upgrade Guides.

Configure Fabric Interconnects at Console

To configure the fabric Interconnects, follow these steps:

1.

Connect a console cable to the console port on what will become the primary fabric interconnect.
If the fabric interconnect was previously deployed and you want to erase it to redeploy, follow these steps:

a. Login with the existing user name and passwaord.
# connect local-mgmt

# erase config

# vyes (to confirm)

After the fabric interconnect restarts, the out-of-box first time installation prompt appears, type “console” and
press Enter.

Follow the Initial Configuration steps as outlined in Cisco UCS Manager Getting Started Guide. When config-
ured, Login to UCSM IP Address through Web interface to perform base Cisco UCS configuration.

Configure Fabric Interconnects for a Cluster Setup

To configure the Cisco UCS Fabric Interconnects, follow these steps:

1.

Verify the following physical connections on the fabric interconnect:

— The management Ethernet port (mgmt0) is connected to an external hub, switch, or router
— The L1 ports on both fabric interconnects are directly connected to each other
— The L2 ports on both fabric interconnects are directly connected to each other

Connect to the console port on the first Fabric Interconnect.
Review the settings on the console. Answer yes to Apply and Save the configuration.
Wait for the login prompt to make sure the configuration has been saved to Fabric Interconnect A.

Connect the console port on the second Fabric Interconnect, configure secondary Fl.
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6. To log into the Cisco Unified Computing System (Cisco UCS) environment, follow these steps:
a. Open a web browser and navigate to the Cisco UCS Fabric Interconnect cluster address configured
above.

b. Click the Launch UCS Manager link to download the Cisco UCS Manager software. If prompted, accept
the security certificates.

Figure 29 Cisco UCS Manager Web Interface
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7. When prompted, enter the user name and password enter the password. Click Log In to log into Cisco UCS
Manager.

Figure 30 Cisco UCS Manager Web Interface after Login
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Configure Base Cisco Unified Computing System

The following are the high-level steps involved for a Cisco UCS configuration:

e Configure Fabric Interconnects for a Cluster Setup
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Set Fabric Interconnects to Fibre Channel End Host Mode
Synchronize Cisco UCS to NTP

Configure Fabric Interconnects for Chassis and Blade Discovery
— Configure Global Policies

— Configure Server Ports

Configure LAN and SAN on Cisco UCS Manager

— Configure Ethernet LAN Uplink Ports

—  Create Uplink Port Channels to Cisco Nexus Switches
— Configure FC SAN Uplink Ports

—  Configure VLAN

—  Configure VSAN

Configure IP, UUID, Server, MAC, WWNN and WWPN Pools
— IP Pool Creation

— UUID Suffix Pool Creation

— Server Pool Creation

—  MAC Pool Creation

WWNN and WWPN Pool Creation

Set Jumbo Frames in both the Cisco Fabric Interconnect
Configure Server BIOS Policy

Create Adapter Palicy

Configure Update Default Maintenance Policy

Configure vNIC and vHBA Template

Create Server Boot Policy for SAN Boot

Details for each step are discussed in the following sections.

Synchronize Cisco UCSM to NTP

To synchronize the Cisco UCS environment to the NTP server, follow these steps:

1.

In Cisco UCS Manager, in the navigation pane, click the Admin tab.

2. Select All > Time zone Management.

3.

In the Properties pane, select the appropriate time zone in the Time zone menu.
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4. Click Save Changes and then click OK.

5. Click Add NTP Server.

6. Enter the NTP server IP address and click OK.
7. Click OK to finish.

8. Click Save Changes.

Figure 31 Synchronize Cisco UCS Manager to NTP
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9. Configure Fabric Interconnects for Chassis and Blade Discovery

Cisco UCS 6454 Fabric Interconnects are configured for redundancy. It provides resiliency in case of failures. The
first step is to establish connectivity between blades and Fabric Interconnects.

Configure Global Policies

The chassis discovery policy determines how the system reacts when you add a new chassis. We recommend
using the platform max value as shown. Using platform max helps ensure that Cisco UCS Manager uses the
maximum number of IOM uplinks available.

To configure global policies, follow these steps:

1. In Cisco UCS Manager, go to Equipment > Policies (right pane) > Global Policies > Chassis/FEX Discovery
Paolicies. From the Action drop-down list, select Platform Max and set Link Grouping to Port Channel.

2. Click Save Changes.

3. Click OK.
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Figure 32 Cisco UCS Global Policy
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Fabric Ports: Discrete versus Port Channel Mode

Figure 33 illustrates the advantage of Discrete Vs Port-Channel mode in UCSM.

Figure 33 Port Channel versus Discrete Mode
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Set Fabric Interconnects to Fibre Channel End Host Mode

In order to configure FC Uplink ports connected to Cisco UCS MDS 9132T 32-Gb FC switch set the Fabric
Interconnects to the Fibre Channel End Host Mode. Verify that Fabric Interconnects are operating in “FC End-Host
Mode.”

Fabrie Interconnects - Fabric Interconnects / Fabric Interconnect A (primary)

~ Fabric Interconnects General Physical Ports Fans PSUs Physical Di
Fabric Interconnect A (primary)

» Fabric Interconnect B (subordinate)

Disable Ports w» G e

Fault Summary

o0 o o]

Set Ethernet Switching Mode
Set FC Switching Mode . 4 Operable
Activate Firmware + OK

: End Host
Management Interfaces

: End Host
Turn on Locator LED ode : Off

de : Off

\Actions

ﬁ Fabric Interconnect automatically reboot if switched operational mode; perform this task on one Fl first,
wait for FI to come up and follow the same on second Fl.

Configure FC SAN Uplink Ports

To configure Fibre Channel Uplink ports, follow these steps:

1. Go to Equipment > Fabric Interconnects > Fabric Interconnect A > General tab > Actions pane, click Configure
Unified ports.

* UCS Manager
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Admin Evac Made : OFf Revision -0 Serial FD023320Q32
= Oper Evac Mode : OMF Available Memory : 53.422 (GB) Total Memoary : 62.761 (GB)
% Actions Locator LED - @
Gonfigure Evacuation & Part Details

Configure Urified Ports

) ti
Internal Fabric Manager o) leea Eie e e

2. Click Yes to confirm in the pop-up window.
3. Move the slider to the right.

4. Click OK.

74



Solution Configuration

ﬂ Ports to the right of the slider will become FC ports. For our study, we configured the first six
ports on the Fl as FC Uplink ports.

‘ﬁ Applying this configuration will cause the immediate reboot of Fabric Interconnect and/or Expan-
sion Module(s).

Configure Unified Ports 7 X

TAYI JAYA SAYE FAE VAV WAYO W, wie A Y Wa YR Ta YD

e o o o e

VG cacovesmenee

The position of the slider determings the type of the ports.
Al the ports to the left of the slider are Fibre Channel ports (Purple), while the ports to the right are Ethernet ports (Blue).
Instructions

Port Transport

Port 1 ether Unconfigured FC Uplink
Port 2 ether Unconfigured FC Uplink
Port 3 ether Unconfigured FC Uplink
Port 4 ether Unconfigured FC Uplink
Port 5 ether Unconfigured FC Uplink
Port & ether Unconfigured FC Uplink
Port 7 ether Unconfigured

Port 8 ether Unconfigured

Port 9 ether Unconfigured

Port 10 ether Unconfigured

Port 11 ether Unconfigured

Port 12 ether Unconfigured

Port 13 ether Unconfigured

Port 14 ether Unconfigured

Port 15 ether Unconfigured

Port 16 ether Unconfigured

n Cancel

5. Click Yes to apply the changes.

6. Repeat steps 1-5 for Fabric Interconnect B.
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Figure 34 FC Uplink Ports on Fabric Interconnect A

asco UCS Manager

= Al . Equipment / Fabric Interconnects / Fabric Interconnect A (primary) / Fixed Module / FC Ports.
FG Ports
E » Equipment
Chassis Y, Advanced Fiter 4 Export @ Print | [ ANl [ Unconfigured [v] Network [v/] Storage [v] Menitor Y
= I Rack-Mounts siot PortID WweN If Role If Type Overal Status Admin State
FEX 1 1 20:01:00:DE:FB:92:8D:00 Network Physical T o * Ensbled
- » Servers
= 1 2 20:02:00:DE:FB:92:8D:00 Network Physica LTS * Enabled
gl - Fabric interconnects
« Fabric Interconnect A (primary) ! N 00300 DEFB5260:00 ek Physical to # Enavie
0
» Fans 1 4 20:04:00:DE:FB:02:8D:00 Network Physica LTS + Enabled
- v Fixed Module 1 5 20:05:00:DE-FB:92:8D:00 Network Physicat W Sfp Not Presen t 1 Enabled
= » Ethemet Ports
1 6 20:06:00:DE:FB:92:8D:00 Network Physica ¥ Sip Not Present * Enabled
FC Ports,
=
= FG Port 1
FC Port 2
& FC Port 3
FG Port 4
FCPort §
FCPort 6
» PSUs

» Fabric Interconnect B (subordinate)
~ Policies

Port Auto-Discovery Policy

Configure Server Ports
Configure the server ports to initiate chassis and blade discovery. To configure server ports, follow these steps:

1. Go to Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module > Ethernet Ports.

2. Select the ports (for this solution ports are 17-24) which are connected to the Cisco 10 Modules of the two
B-Series 5108 Chassis.

3. Right-click and select Configure as Server Port.

Figure 35 Configure Server Port on Cisco UCS Manager Fabric Interconnect for Chassis/Server Discovery

asco. UCS Manager

o Fabric Interconnects - Fabric Interconnects | Fabric Interconnect A (primary)

B ~ Fabric Interconnects General Physical Ports Fans  PSUs Physical Display FSM  Fauts  Events Neighbors  Statistics
Fabric Intercannect A (primary) FC Ports

RN - Fobric Inerconnect 8 (subordinate)
+ — TY,AdvancedFiter 4 Export % Print =3
» Fans
- Name Siot Port ID MAC If Role If Type Overall Status Admin State
2 » Fixed Module
» PSUs Port 16 Unconfigured W Sfp Not Present ¥ Disabled
= Port 17 Uneenfigured * Admin Down 4 Disabled
— Port 18 Unconfigured Physical ¥ Admin Down 4 Digabled
Port 19 Configure as Server Port Physical ¥ pdmin Down —
= Port 20 Configure as Upiink Port Unconfigured Physical ¥ Admin Down 3 Disabled
Configure as FCoE Uplink Port
Port 21 Unconfigured Physical ¥ Admin Down 4 Disabled
2 Configure as FCoE Storage Port
2 re ysic ¥ pd 3+ Disabled
e Configure as Appliance Port Unconfigured Physical Admin Down Disabled
Port 23 Unconfigured Physical ¥ Admin Down ¥ Disabled
Port 24 Unconfigured Physical % Admin Down 4 Disabled
Port 25 Unconfigured Physical V Sip Not Present + Disabled
Port 26 Unconfigured Physical W Sfp Not Presen ¥ Disabled
Prrt inennfien e Phusical Ve ¥ i

4. Click Yes to confirm and click OK.
5. Repeat steps 1-4 to configure the Server Port on Fabric Interconnect B.

When configured, the server port will look like the screenshot shown below on both Fabric Interconnects.
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Figure 36 Server Ports on Fabric Interconnect A
‘dses’ UCS Manager (O 2 ®o

o 18 0 2

- All - Equipment / Fabric / Fabric A (primary)

a b Equipment Genersl | PhysicalPors | Fans  PSUs  PhysicalDislay  FSM  Feuls  Events  Neighbors  Statistics
> Chesse Ethemet Ports  [ISSTINS

» Rack-Mounts

+ — TYoAwancedFiter 4 Export M Print

ke
« Fabric Interconnects
- Name Sot PortID MAC If Role £ Type Overall Status Admin State
= Fabric Interconnect A (primary)
= Port 16 1 5 E e Unconfigured Physical  Sto Not Present L ane—
» Fabric Interconnect B {:
=) Port 17 Server Physical + 0o + Enabled
=l Foicies
Port 18 1 18 Server Physical t 1+ Enabled
= Port 19 Server Physical + 0o * Enabled
- Port 20 20 00:DE: Server Physical + Up * Enabled
Port 21 21 00-DE Server Physical t 0 T Enatied
e Port 22 22 00:DE:FB:S Senver Physical +up + Enabled
Port 23 2 Senver Physical + U 1+ Enabled
Port 24 1 2 Server Physical + 0 1t Enabled
Port 25 Unconfigured Physical ¥ St Not Present 3 Disabled
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6. After configuring Server Ports, acknowledge both the Chassis. Go to Equipment >Chassis > Chassis 1 > Gen-
eral > Actions > select “Acknowledge Chassis”. Similarly, acknowledge the chassis 2-4.

7. After acknowledging both the chassis, re-acknowledge all the servers placed in the chassis. Go to Equipment
> Chassis 1 > Servers > Server 1 > General > Actions > select Server Maintenance > select option “Re-
acknowledge” and click OK. Repeat this process to re-acknowledge all eight Servers.

8. When the acknowledgement of the Servers is completed, verify the Port-channel of Internal LAN. Go to the
LAN tab > Internal LAN > Internal Fabric A > Port Channels as shown below.

Figure 37 Internal LAN Port Channels

Al e R _ ()]
asco. UCS Manager = o . 9 @ 0 0 @ ©
ntermal LAN . Internal LAN / Internal Fabric A / Port Channels / Port-Channel 1025 (Fabric A)
L
v Internal LAN General Ports Faults Events
¥ Internal Fabric A T, Advanced Fiter 4 Export & Print &
> erfaces Name Slot ID Port ID Aggr. Port ID Peer Siot ID Peer Port ID Fabric ID Peer

~ Port Channels

erface 1/1

Port-Channel 1025 (Fabric A) . s /switch
Eth Interface 1/18 8 0 2 5 A =

Eth Interface 1/17

Eth Interface 1/18
» Port-Channel 1026 (Fabric A)
» Port-Channel 1027 (Fabric A)
» Port-Channel 1028 (Fabric A)
v Intemal Fabric B
» Interfaces
~ Port Channels
» Port-Channel 1153 (Fabric B)
» Port-Channel 1154 (Fabric B)
» Port-Channel 1155 (Fabric B)
» Port-Channel 1156 (Fabric B)

» Threshold Policies

Configure Ethernet LAN Uplink Ports

To configure network ports that are used to uplink the Fabric Interconnects to the Cisco Nexus switches, follow
these steps:

1. In Cisco UCS Manager, in the navigation pane, click the Equipment tab.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module.
3. Expand Ethernet Ports.

4. Select ports (for this solution ports are 49-50) that are connected to the Nexus switches, right-click them,
and select Configure as Network Port.
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Figure 38 Network Uplink Port Configuration on Fabric Interconnect Configuration
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5. Click Yes to confirm ports and click OK.
6. Verify the Ports connected to Cisco Nexus upstream switches are now configured as network ports.

7. Repeat steps 1-6 for Fabric Interconnect B. The screenshot below shows the network uplink ports for Fabric
A

Figure 39 Network Uplink Port on Fabric Interconnect
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You have now created two uplink ports on each Fabric Interconnect as shown above. These ports will be used to
create Virtual Port Channel in the next section.

Create Uplink Port Channels to Cisco Nexus Switches

In this procedure, two port channels were created; one from Fabric A to both Cisco Nexus 93180YC-FX switches
and one from Fabric B to both Cisco Nexus 93180YC-FX switches. To configure the necessary port channels in
the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Under LAN > LAN Cloud, expand node Fabric A tree:
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a. Right-click Port Channels.
b. Select Create Port Channel.

c. Enter 11 as the unique ID of the port channel.

Create Port Channel

Set Port Channel Name ™) M

Name : | NX9K-A-Po11
Add Ports

3. Enter name of the port channel.

4. Click Next.

5. Select Ethernet ports 49-50 for the port channel.
6. Click Finish.

7. Repeat steps 1-6 for the Port Channel configuration on FI-B.

‘tseh’ UCS Manager

- Al = LAN / LAN Cloud
B v LAN ‘ LAN Upfinks VLANs Server Links MAC Identity Assignment 1P |dentity Assignmer GoS Global Policies Fauks
por ot i
aﬂﬁ v Fabric A 4+ — Y,AdvancecFiter 4 Export 4 Print
» br
» VLANs Fabne 2
— v, -
= P Opt S R
» imization Se « Port-Channe IXOK-A-P # Erobicd
E * Enabled
* Enabled
Jc, v =bx
v te
E L

» Policies

Configure VLAN

To configure the necessary virtual local area networks (VLANSs) for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select LAN > LAN Cloud.

3. Right-click VLANS.
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4. Select Create VLANS.
5. Enter Public_Traffic as the name of the VLAN to be used for Public Network Traffic.
6. Keep the Common/Global option selected for the scope of the VLAN.

7. Enter 134 as the ID of the VLAN ID.

8. Keep the Sharing Type as None.
Create VLANs ? X
VLAN Mame/Prefix ;| InBand-Mgmt
Multicast Policy Name : | <not set> v Create Multicast Policy
®! Common/Global Fabric A Fabric B Both Fabrics Configured Differently

You are creating global VLANs that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs.{e.g. " 2009-2019", "29,35,40-45", " 23", " 23,34-45")

VILAN IDs : 70

Sharing Type : (&) None Primary |solatec Community

9. Repeat steps 1-8 to create required VLANs. Figure 40 shows the VLANs configured for this solution.

Figure 40 VLANSs Configured for this Solution

asco. UCS Manager

== LAN Cloud - LAN Cloud / VLANs
VLANs
B = LAN Cloud
» Fabric A Y, Advanced Filter 4 Export o Print
= » FabricB Name D Type Transport Native VLAN Sharing
» QoS System Class r Ether
= » LAN Pin Groups
=z AN Pin Group: = - .
» Threshold Policies
Lar Ether
@ » VLAN Groups
LAN Launcher (76 Lar Ether e
= _ 2] 2 Lar Ether
=
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or Lar Ether =
—] VLAN InBand-Mgmt (70)
VLAN Infra-Mgmt (71)
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VLAN VM-Network (72)
() Add

VLAN wMetion (73)

ﬁ IMPORTANT! Create both VLANs with global across both fabric interconnects. This makes sure the VLAN
identity is maintained across the fabric interconnects in case of a NIC failover.

Configure VSAN

To configure the necessary virtual storage area networks (VSANSs) for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
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2. Select SAN > SAN Cloud.

3. Under VSANS, right-click VSANSs.
4. Select Create VSANS.

5. Enter the name of the VSAN.

6. Enter VSAN ID and FCoE VLAN ID.

7. Click OK.

# In this solution, we created two VSANs; VSAN-A 100 and VSAN-B 101 for SAN Boot and Stor-
age Access.

8. Select Fabric A for the scope of the VSAN:

a. Enter 100 as the ID of the VSAN.
b. Click OK and then click OK again.

9. Repeat steps 1-8 to create the VSANs necessary for this solution.

VSAN 100 and 101 are configured as shown below:
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Create VSAN

Name . | FlashStack-A
FC Zoning Settings

FC Zoning :

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

() Common/Global (%) Fabric A ) Fabric 8 (_) Both Fabrics Configured Differently

You are creating a local VSAN in fabric A that maps to A WLAN can be used to carry FCoE traffic and can be mapped to this
a VSAN ID that exists only in fabric A VSAN.

Enter the VSAN ID that maps to this VSAN. Enter the VLAN ID that maps to this VSAN.

VSANID: | 100 FCoE VLAN: | 100

0 20056

- SAN Cloud - SAN Cloud | VSANs

VSANs
~ SAN Cloud

| « FobricA + — TYoAdvancedFiter 4 Export & Print 5
& » EC Port Channels Name D Fabric ID I Type If Role Transport FCoE VLAN ID Operational State:

» FCoE Port Channels v Fabric A
g » Uplink FC Interfaces v VSANs

» Uplink FCoE Interfaces | VSAN FlashStack-A (100) 100 A Virtual Network Fc 100 oK |
a ~ VSANs  Fabric B

VSAN FlashStack-A (100) ,
O lashStack-A (100)  VSANs
v Fabrie® | VSAN FiashStack-8 (101) 101 [ Virtuel Network Fe 101 oK |

— » FC Part Channels
=  VSANS

» FCoE Port Channels

VSAN default (1) 1 Dual Virtual Network Fc 4048 oK

1. » Uplink FC Interfaces

» Uplink FCoE Interfaces
~ VSANs

VSAN FlashStack-8 (101)

Create New Sub-Organization

To configure the necessary Sub-Organization for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select root > Sub-Organization.
3. Right-click Sub-Organization.

4. Enter the name of the Sub-Organization.
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5. Click OK.

Create Organization

Name : } FlashStack-CVD

Description : | Sub-Organization for FlashStack CVD

& You will create pools and policies required for this solution under the newly created “FlashStack-CVD”
sub-organization.

Configure IP, UUID, Server, MAC, WWNN, and WWPN Pools
IP Pool Creation

An IP address pool on the out of band management network must be created to facilitate KVM access to each
compute node in the Cisco UCS domain. To create a block of IP addresses for server KVM access in the Cisco
UCS environment, follow these steps:

1. In Cisco UCS Manager, in the navigation pane, click the LAN tab.
2. Select Pools > root > Sub-Organizations > FlashStack-CVD > IP Pools > click Create IP Pool.

3. Select option Sequential to assign IP in sequential order then click Next.
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Create IP Pool ?

Define Name and Description Name : | FlashStack-KVMPool
Description

Add IPv4 Blocks ~ _
Assignment Order : () Default (®) Sequential

Add IPv6 Blocks

4. Click Add IPv4 Block.

5. Enter the starting IP address of the block and the number of IP addresses required, and the subnet and gate-
way information as shown below.

Create Block of IPv4 Addresses

From : [10.29.164.166 Size c |3z =
Subnet Mask - [255.255.255.0 Default Gateway : 10.29.164.1
Primary DNS : |0.0.0.0 Secondary DNS - (0.0.0.0

UUID Suffix Pool Creation

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment, follow
these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root > Sub-Organization > FlashStack-CVD

3. Right-click UUID Suffix Pools and then select Create UUID Suffix Pool.
4. Enter the name of the UUID name.

5. Optional: Enter a description for the UUID pool.

6. Keep the prefix at the derived option and select Sequential in as Assignment Order then click Next.
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Create UUID Suffix Pool

Define Name and Description Mame - | FlashStack-LIUID-Pool

Description ;| UUID Pool for VCC FlashStack CVD
Add UUID Blocks i i
Prefix : |(®) Derived () other

Assignment Order : Default \0 Sequential

7. Click Add to add a block of UUIDs.
8. Create a starting point UUID as per your environment.

9. Specify a size for the UUID block that is sufficient to support the available blade or server resources.

Create a Block of UUID Suffixes ? X

From : | 0000-AADT70000001 Size : | 64 &

Server Pool Creation

To configure the necessary server pool for the Cisco UCS environment, follow these steps:

& Consider creating unique server pools to achieve the granularity that is required in your environment.

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Poals > root > Sub-Organization > FlashStack-CVD > right-click Server Pools > Select Create Server
Pool.

3. Enter name of the server pool.

4. Optional: Enter a description for the server pool then click Next.
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Create Server Pool

Set Name and Description Name : | FlashStack-ServerPool

Description : | Server Pool for FlashStack CVD

5. Select servers to be used for the deployment and click > to add them to the server pool. In our case we add-
ed thirty servers in this server pool.

6. Click Finish and then click OK.

‘ Pools - | Pools | root [ Sub-Organizations | FlashStack-CVD / Server Pools /| Server Pool FlashStack-Server...
~ Poals General Servers Faults Events
¥ root
* Server Pools Actions Name : FlashStack-ServerPool
» Server Pool default Delete Size : 30
» UUID Suffix Paals Add Servers

* Sub-Organizations Show Pool Usage

v FlashStack-CVD Pool Policies

* Server Pools

T Advanced Filter Export % Print
Server Pool FlashStack-ServerP) s + Eport &

MName Description
+ UUID Suffix Pools

» Pool FlashStack-UUID-Poal

» Sub-Organizations

MAC Pool Creation
To configure the necessary MAC address pools for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select Pools > root > Sub-Organization > FlashStack > right-click MAC Pools under the root organization.
3. Select Create MAC Pool to create the MAC address pool.

4. Enter name for MAC pool. Select Sequential for the Assignment Order.

5. Enter the seed MAC address and provide the number of MAC addresses to be provisioned.

6. Click OK and then click Finish.

7. In the confirmation message, click OK.
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Create a Block of MAC Addresses

First MAC Address : | 00:25:B5:DA:17:00 | Size : (128 =

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B5:xxxxxnx

8. Create MAC Pool B and assign uniqgue MAC Addresses as shown below.

Poals - | Pools / root / Sub-Organizations | FlashStack-CVD / MAC Pools
 Pools MAC Pools
- + =— TYsAdvanced Fiker 4 Export % Print
+ 1P Pools Name Size Assigned
» MAC Pools » MAC Pool MACPool-8 128 0
¥ Sub-Organizations [00:25:85:D8:17:00 - 00:25:85:DB:17.7F]
¥ FlashStack-CvD w MAC Poal MACPool-A 128 o
» IP Pools [00:25:85:DA:17:00 - 00:25:85:DA:17:7F]

MAC Pools

» MAC Pool MACPool-A
» MAC Pool MACPool-B8

» Sub-Organizations

WWNN and WWPN Pool Creation

To configure the necessary WWNN pools for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

2. Select Pools > Root > Sub-Organization > FlashStack-CVD > WWNN Pools > right-click WWNN Pools > se-
lect Create WWNN Pool.

3. Assign name and select Sequential for the Assignment Order.
4. Click Next and then click Add to add block of Ports.

5. Enter Block for WWN and size of WWNN Pool as shown below.
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Create WWN Block

From : | 20:00:00:25:B5:00:17:00 Size : | 128 &

To ensure unigueness of WWHs in the SAN fabric, you are strongly encouraged to use
the following WWHN prefix:

20:00:00:25:bSn000 KK

6. Click OK and then click Finish.

To configure the necessary WWPN pools for the Cisco UCS environment, follow these steps:

'& We created two WWPN as WWPN-A Pool and WWPN-B as Worldwide Port Name as shown below. The-
se WWNN and WWPN entries will be used to access storage through SAN configuration.

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

2. Select Pools > Root > WWPN Pools > right-click WWPN Pools > select Create WWPN Pool.
3. Assign name and Assignment Order as sequential.

4. Click Next and then click Add to add block of Ports.

5. Enter Block for WWN and size.

6. Click OK and then click Finish.
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Create WWN Block

From : | 20:00:00:25:B5.A45:1700 Size : | 128 &

-

To ensure uniqueness of WWHNs in the SAN fabric, you are strongly encouraged to use
the following WWHMN prefix:

20:00:00:25:b5 00K

n Cancel

7. Configure WWPN-Bs Pool as well and assign the unique block IDs as shown below.

‘ Poals - ‘ Pools | root / Sub-Organizations |/ FlashStack-CVD / WWPN Pools
N WWPN Pools

- root 4+ =— TrAdvanced Filter 4 Export & Print
» 1GN Pools Name Size Assigned
» VWWNN Pocls v WWPN Pool WWPN-B 128 0
» WWPN Pools [20:00:00:25:B5:BB:17:00 - 20:00:00:25:85:BB:17:7F]
» WWxN Pools w WWPN Pool WWPN-A 128 o
¥ Sub-Organizations [20:00:00:25:B5:AA:17:00 - 20:00:00:25:B5:AA:17:7F]

* FlashStack-CVD

» QN Pools
* WWNN Pools
* WWNN Pool WWNN-Pool
b [20:00:00:25:B5:00:17:00 - 2
» WWPN Poal WWPN-A
» WWPN Pool WWPN-B

» WWxN Pools

» Sub-Organizations

Set Jumbo Frames in both the Cisco Fabric Interconnect

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
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2. Select LAN > LAN Cloud > QoS System Class.
3. Inthe right pane, click the General tab.
4. On the Best Effort row, enter 9216 in the box under the MTU column.

5. Click Save Changes.

LAN Cloud . LAN Cloud / QoS System Class
~ LAN Cloud General | Events  FSM
» Fabric A
Actions Properties
» Fabric 8
pT— Owner : Local
» LAN Pin Groups
Priority Enabled CoS Packet Weight Weight MTU Multicast
» Threshold Policies Drop %) Optimized
» VLAN Groups _
Platinum @ s @ o L1 Na f—
* VLANs
VLAN default (1) Gold (=] 4 =] 3 v NiA normal v
VLAN InBand-Mgmt (70) .
Silver @ 2 w B L1 Na f— -
VLAN Infra-Mgmt (71)
VLAN Launcher (76) Bronze b 1 2 7 v NiA normal v
VLAN VM-Network (72)
letwork { Best. v Any v v 50 9216 v
VLAN vMation (73) °
Fibre v B B T NIA

Channel

Create Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given server
configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus
adapter (HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment, follow
these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select root > Sub-Organization > FlashStack-CVD > Host Firmware Packages.
3. Right-click Host Firmware Packages.

4. Select Create Host Firmware Package.

5. Enter name of the host firmware package.

6. Leave Simple selected.

7. Select the version 4.0(4g) for both the Blade Package.

8. Click OK to create the host firmware package.
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Create Host Firmware Package

Marme : | FlashStack-HFP
Description :
How would you like to configure the Host Firmware Package?

o) Simple Advanced

Blade Package : |4.0(4g)8 v
Rack Package : |[4.0(4g)C v
Service Pack : |=<not set= r

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Create Server Pool Policy
Create Server Pools Policy

Creating the server pool policy requires you to create the Server Pool Policy and Server Pool Qualification Policy.
To create a Server Pools Policy, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root > Sub-Organization > FlashStack-CVD > Server Pools.
3. Right-click Server Pools Select Create Server Pools Policy; Enter Policy name.

4. Select server from left pane to add as pooled server.

‘ﬂ In our case, we created two server pools policies. For the “VDI-CVDO01” policy, we added Servers as
Chassis 1 Slot 1-8 and Chassis 3 Slot 1-8 and for the “VDI-CVD02” policy, we added Chassis 2 Slot 1-8
and Chassis 4 Slot 1-8.
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Poals . Pools / root / Sub-Organizations / FlashStack-CVD | Server Pools
Server Pools
* Pools
¥ root + — TY.AdvancedFiter 4 Export % Print

¥ Server Pools

Server Pool default
» UUDSuffixPeols ) Server Pool VCC-CVDO02
* Sub-Organizations

¥ FlashStack-CVD

¥ UUID Suffix Pools
» Pool FlashStack-UUID-Pool

» Sub-Organizations

Create Server Pool Policy Qualifications

To create a Server Pool Policy Qualification Palicy complete following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Poaols > root > Sub-Organization > FlashStack-CVD > Server Pool Policy Qualification.

3. Right-click Server Pools Select Create Server Pool Policy Qualification; Enter Policy name.

4. Select Chassis/Server Qualification from left pane to add in Qualifications.

5. Click Add or OK to either Add more servers to existing policy to Finish creation of Policy.

Create Server Pool Policy Qualification

7 X
Naming
Narne VCC-CVDO1-Qual
Description :
This server pool policy qualification will apply to new or re-discovered servers. Existing servers are not qualified until they are re-discovered
Actions Qualifications
Creste Adanter Chalifes .
Create Adapter Qualifications + — Y, Advanced Fitter 4 Export s Print 'I:I-
Create Chassis/Server 'uallf’c":lur'sl - -
Iu - Q . MName Max Model From To Architec... Speed Stepping Power G...

Create Memory Qualifications

| Chassis id range [1 - 1]
Create CPU/Cores Qualifications

1 1

Create Storage Qualifications

Create Server PID Qualifications

Create Power Group Qualifications

Create Rack Qualifications

(¥) Add [I] Delete

‘ﬁ In our case, we created two server pools policies. For the “VDI-CVDO01” policy, we added Servers as

Chassis 1 Slot 1-8 and Chassis 3 Slot 1-8 and for the “VDI-CVD02” policy, we added Chassis 2 Slot 1-8

and Chassis 4 Slot 1-8.
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Policies [ root /| Sub-Organizations [ FlashStack-CVD / Server Pool Policy Qualifications

Server Pool Policy Qualifications

+ = T,Advanced Filter 4 Export & Print
MName Max Model From
v VCC DO1-0
Chassis id range [
 VCC-CVDO2-Qual

To create a Server Pool Policy, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Pools > root > Sub-Organization > FlashStack-CVD > Server Pool Policies.

3. Right-click Server Pool Policies and Select Create Server Pool Policy; Enter Policy name.
4. Select Target Pool and Qualification from the drop-down list.

5. Click OK.

Create Server Pool Policy 7 X

Narme . | VCC-CVDO1
Description -
Target Pool : |Server Pool VCC-CVDO ¥

Qualification : | VCC-CVDO1-Qual v

‘ﬁ We created two Server Pool Policies to associate with the Service Profile Templates “VDI-CVD01” and
“VDI-CVDO02” as described in this section.

Create Network Control Policy for Cisco Discovery Protocol

To create a network control policy that enables Cisco Discovery Protocol (CDP) on virtual network ports, follow
these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Policies > root > Sub-Organization > FlashStack-CVD > Network Control Policies.

3. Right-click Network Control Policies.
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4. Select Create Network Control Paolicy.
5. Enter policy name.
6. Select the Enabled option for “CDP.”

7. Click OK to create the network control policy.

Create Network Control Policy 7 X
Mame : | CDP_Enabled
Description
CcDP : | Disabled (® Enabled |
MAC Register Mode : |0 Only Mative Vian ' All Host Vlans
Action on Uplink Fail - |0 Link Down () Warning |
MAC Security
Forge : |(®) Allow () Deny

LLDP

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root > Sub-Organization > FlashStack-CVD > Power Control Policies.
3. Right-click Power Control Policies.

4. Select Create Power Control Policy.

5. Select Max Power for the Fan Speed Policy.

6. Enter NoPowerCap as the power control policy name.

7. Change the power capping setting to No Cap.

8. Click OK to create the power control policy.
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Create Power Control Policy 7 X
Marme ;| MoPowerCap
Description
Fan Speed Policy © | Max Power v

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no=-cap, the server is exempt from zll power capping.

®i Mo Cap ) cap

Cisco UCS Manager only enforces power capping when the servers in 8 power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, follow these steps:

1.

2.

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Policies > root > Sub-Organization > FlashStack-CVD > BIOS Policies.
Right-click BIOS Policies.

Select Create BIOS Policy.

Enter B200-M5-BIOS as the BIOS policy name.

Leave all BIOS settings as Platform Default.
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Policies | root / Sub-0Organizations /[ FlashStack-CVD |/ BIOS Policies / B200-M5-BIOS

Main Advanced Boot Options Server Management Events

Actions

Delete

Show Policy Usage

Properties
Mame . B200-M5-BIOS
Description
Owner . Local

Reboot on BIOS Settings Change : #

Configure Maintenance Policy

To update the default Maintenance Policy, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root > Sub-Organization > FlashStack-CVD > Maintenance Policies.
3. Right-click Maintenance Policies to create a new policy.

4. Enter name for Maintenance Policy

5. Change the Reboot Policy to User Ack.

6. Click Save Changes.

7. Click OK to accept the change.
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Policies | root /| Sub-Organizations / FlashStack-CVD |/ Maintenance Policies | UserAck

General Events

Actions Properties
Delete Marme : UserAck
Show Policy Usage Description
Owner . Local
Soft Shutdown Timer 1| 150 Secs v
Storage Config. Deployment Policy : mmediate (e) User Ack
Reboot Policy : mmediate (®) User Ack Timer Automatic

| On Next Boot (Apply pending changas at naxt reboot.)

Create VNIC Templates

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select Policies > root > Sub-Organization > FlashStack-CVD > vNIC Template.
3. Right-click vNIC Templates.

4. Select Create vNIC Template.

5. Enter name for vNIC template.

6. Keep Fabric A selected. Do not select the Enable Failover checkbox.

7. For Redundancy Type, select Primary Template.

8. Select Updating Template for the Template Type.

9. Under VLANS, select the checkboxes for desired VLANS to add as part of the vNIC Template.
10. Set Native-VLAN as the native VLAN.

11. For MTU, enter 9000.

12. In the MAC Pool list, select MAC Pool configure for Fabric A.

13. In the Network Control Policy list, select CDP_Enabled.

14. Click OK to create the vNIC template.
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Create vNIC Template 7 X
If VM iz selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten
Template Type : Initial Template \0: Updating Template
WLANs WLAN Groups
Y, Advanced Filter 4 Export % Print Fel
Select Narme Native VLAN
default o
InBand-Mgmt
Infra-Mgmt
Launcher
VM-Network
[w] vMotion
Create VLAN
CDN Source (®)yNIC Name () User Defined |
MTU ;| 8000
MAC Pool : ‘ MACPool-A(128/128)
QoS Policy S| enotset> w

Network Control Policy © | CDP_Enabled w

<not set=> v |

Pin Group

Stats Threshold Policy -

Connection Policies

15. Repeat steps 1-14 to create a vNIC Template for Fabric B. For Peer redundancy Template Select “vNIC-
Template-A” created in the previous step.
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Create vNIC Template

| snnrhar

n Cancel

16. Verify that vNIC-Template-A Peer Redundancy Template is set to “VNIC-Template-B.”

Create VHBA Templates

To create multiple virtual host bus adapter (VHBA) templates for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

2. Select Policies > root > Sub-Organization > FlashStack-CVD > vHBA Template.

99

?
Mame o | wNIC-Template-B
Description
Fabric 1D : x: Fabric A \‘: Fabric B I:‘ Enable Failover
Redundancy
Redundancy Type i No Redundancy ) Primary Template (®) Secondary Template |
Peer Redundancy Template © | yNIC-Template-A
Target
Adapter
) w
Warning
If VM i= selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template 15 selected, it will be overwritten
Template Type i Initial Template (® Updating Template
VLANE VLAN Groups
Y, Advanced Filter 4 Export % Print It
Select Mame Mative VLAN
o default 2
vy InBand-Mgmt
o Infra-Mgmt
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8.

9.

Right-click vHBA Templates.

Select Create vHBA Template.

Enter vHBA-A as the vHBA template name.

Keep Fabric A selected.

Select VSAN created for Fabric A from the drop-down list.
Change to Updating Template.

For Max Data Field keep 2048.

10. Select WWPN Pool for Fabric A (created earlier) for our WWPN Pool.

11. Leave the remaining fields as is.

12. Click OK.

Create vHBA Template

£

Name o vHBA-A
Description
Fabric ID

Redundancy

Redundancy Type : |\0 Mo Redundancy Primary Template Secondary Template
Select VSAN : |FlashStack-A v Create VSAN
Template Type : | Initial Template (®) Updating Template
Max Data Field Size : | 2048
WWPN Pool | wweN-A(128/128) v |
QoS Policy :
Pin Group : |-:nut set> A |

Stats Threshold Policy : | default

13. Repeat steps 1-12 to create a vHBA Template for Fabric B.
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Create Server Boot Policy for SAN Boot

All Cisco UCS B200 M5 Blade Servers for workload and the two Infrastructure servers were set to boot from SAN
for this Cisco Validated Design as part of the Service Profile template. The benefits of booting from SAN are
numerous; disaster recovery, lower cooling, and power requirements for each server since a local drive is not
required, and better performance, to name just a few.

‘ﬂ We strongly recommend using “Boot from SAN” to realize the full benefits of Cisco UCS stateless compu-
ting features, such as service profile mobility.

This process applies to a Cisco UCS environment in which the storage SAN ports are configured as explained in
the following section.

ﬂ A Local disk configuration for the Cisco UCS is necessary if the servers in the environments have a local
disk.

To configure Local disk policy, follow these steps:

1. Go to tab Servers > Policies > root > Sub-Organization > FlashStack-CVD > right-click Local Disk Configura-
tion Policy > Enter “SAN-Boot” as the local disk configuration policy name and change the mode to “No Local
Storage.”

2. Click OK to create the policy.

N - - .
Create Local Disk Configuration Policy ? X
Mame ;| SAN-Boot
Description
Mode - | Mo Local Storage -
FlexFlash
FlexFlash State Do) Disable Enable
If FlexFlash State 15 disabled, SD cards will become unavailable immediately.
Please ensure 5D cards are not in use before disabling the FlexFlash State.
FlexFlash RAID Reporting State - |(e) Disable Enable

As shown in the screenshot below, the Pure Storage FlashArray have eight active FC connections that pair with
the Cisco MDS 9132T 32-Gb switches. Two FC ports are connected to Cisco MDS-A and the other Two FC
ports are connected to Cisco MDS-B Switches. All FC ports are 32 Gb/s. The SAN Port CTO.FCO of Pure Storage
FlashArray Controller O is connected to Cisco MDS Switch A and SAN port CTO.FC2 is connected to MDS Switch
B. The SAN Port CT1.FCO of Pure Storage FlashArray Controller 1 is connected to Cisco MDS Switch B and SAN
port CT1.FC1 connected to MDS Switch A.
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Array Ports

FC Port Name Speed Failover FC Port Name Speed Failover
CTO.FCO [0 52:4A:93:75:DD:91:0A:00 32 Gb/s CT1.FCO I 52:4A:93:75:DD:91:0A:10 32 Gb/s

CTO.FC1 1 52:4A:93:75:DD:91:0A:01 32 Gb/s CT1LFC1 1 52:4A:93:75:DD:91:0A: 11 32 Gb/s

CTO.FC2 I 52:4A:93:75:DD:91:0A:02 0 CT1LFC2 I 52:4A:93:75:DD:91:0A:12 0

CTO.FC3 I 52:4A:93:75:DD:91:0A:03 0 CT1FC3 1 52:4A:93:75:DD:91.0A:13 0

Create SAN Policy A

The SAN-A boot policy configures the SAN Primary's primary-target to be port CTO.FCO on the Pure Storage
cluster and SAN Primary's secondary-target to be port CT1.FCO on the Pure Storage cluster. Similarly, the SAN
Secondary’s primary-target should be port CT1.FC1 on the Pure Storage cluster and SAN Secondary's
secondary-target should be port CTO.FC1 on the Pure Storage cluster.

Log into the storage controller and verify all the port information is correct. This information can be found in the
Pure Storage GUI under System > Connections > Target Ports.

You have to create a SAN Primary (hba0) and a SAN Secondary (hba1) in SAN-A Boot Policy by entering WWPN
of Pure Storage FC Ports as explained in the following section.

To create Boot Policies for the Cisco UCS environments, follow these steps:

1. Go to Cisco UCS Manager and then go to Servers > Policies > root > Sub Organization > FlashStack-CVD >
Boot Policies. Right-click and select Create Boot Policy.

2. Enter SAN-A as the name of the boot policy.

3. Expand the Local Devices drop-down list and Choose Add CD/DVD. Expand the vHBASs drop-down list and
Choose Add SAN Boot.

‘ﬂ The SAN boot paths and targets will include primary and secondary options in order to maximize
resiliency and number of paths.

4. In the Add SAN Boot dialog box, select Type as “Primary” and name vHBA as “hba0”. Click OK to add SAN
Boot.

Add SAN Boot ? X

vHBA : | vHBAD

Type : |(® Primary Secondary Ay

5. Select add SAN Boot Target to enter WWPN address of storage port. Keep 1 as the value for Boot Target
LUN. Enter the WWPN for FC port CTO.FCO of Pure Storage and add SAN Boot Primary Target.
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Add SAN Boot Target ? X

Boot Target LUM |1

Boot Target WWPN © | 52:43:93:75:dd:91:0a:00

Type : |(®) Primary (_) Secondary

6. Add secondary SAN Boot target into same hba0, enter the boot target LUN as 1 and WWPN for FC port
CT1.FCO of Pure Storage, and add SAN Boot Secondary Target.

Add SAN Boot Target ? X

Boot Target LUN ;|1

Boot Target WWPN © | 52:43:93:75:dd:91:0a:10

Type : Primary '® Secondary

7. From the vHBA drop-down list and choose Add SAN Boot. In the Add SAN Boot dialog box, enter "hbal" in
the vHBA field. Click OK to SAN Boot, then choose Add SAN Boot Target.

Add SAN Boot ? X

wHBA - | vHBAT

Type : Primary '® Secondary Any

8. Keep 1 as the value for the Boot Target LUN. Enter the WWPN for FC port CT1.FC1 of Pure Storage and add
SAN Boot Primary Target.

Add SAN Boot Target ? X

Boot Target LUN |1

Boot Target WWPN : | 52:43:93:75:dd:91:0a:11

Type : |(®) Primary (_ Secondary

9. Add a secondary SAN Boot target into same vhbal and enter the boot target LUN as 1 and WWPN for FC
port CTO.FC1 of Pure Storage and add SAN Boot Secondary Target.
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Add SAN Boot Target

Boot Target LUN ;|1

Boot Target WWPN : | 52:43:93:75:dd:91:0a:01

Type . | Primary () Secondary

5

10. After creating the FC boot policies, you can view the boot order in the Cisco UCS Manager GUI. To view the
boot order, navigate to Servers > Policies > Boot Policies. Click Boot Policy SAN-Boot-A to view the boot or-
der in the right pane of the Cisco UCS Manager as shown below:

4+ — Y,Advanced Filter 4 Export % Print
Mame Order vNIC/WHBANISCSI wN...  Type WWHN LUN MName
+ Boot Policy SAN-A
Remote CDY/D...
- San 2
w SAN Primary vHBAD Primary
SAN Ta.. Primary 52:4A:93:75:DD:91:0A:00
SAN Ta... Secondary 52:4A:93:75:DD:91:0A:10
w SAN Seco... vHBA1 Secondary
SAN Ta... Primary 52:4A:93:75:DD:91:04:11
SAN Ta.. Secondary 52:4A:93:75:DD:91:04:01

Create SAN Policy B

The SAN-B boot policy configures the SAN Primary's primary-target to be port CTO.FC6 on the Pure Storage
cluster and SAN Primary's secondary-target to be port CT1.FC6 on the Pure Storage cluster. Similarly, the SAN

Secondary’s primary-target should be port CT1.FCO on the Pure Storage cluster and SAN Secondary's

secondary-target should be port CTO.FCO on the Pure Storage cluster.

Log into the storage controller and verify all the port information is correct. This information can be found in the

Pure Storage GUI under System > Connections > Target Ports.

You have to create SAN Primary (VHBAO) and SAN Secondary (VHBAT1) in SAN-B Boot Policy by entering WWPN

of Pure Storage FC Ports as explained in the following section.

To create boot policies for the Cisco UCS environments, follow these steps:

1. Go to UCS Manager and then go to tab Servers > Policies > root > Sub Organization > FlashStack-CVD >

Boot Policies.

2. Right-click and select Create Boot Policy. Enter SAN-B as the name of the boot paolicy.

3. Expand the Local Devices drop-down list and Choose Add CD/DVD. Expand the vHBAs drop-down list and

choose Add SAN Boot.
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ﬂ The SAN boot paths and targets include primary and secondary options in order to maximize re-
siliency and number of paths.

4.

In the Add SAN Boot dialog box, select Type as “Primary” and name vHBA as “vHBAO”. Click OK to add SAN
Boot.

Add SAN Boot ? X
vHEA : |vHBAD
Type -

* Primary Secondary Ay

5. Select Add SAN Boot Target to enter WWPN address of storage port. Keep 1 as the value for Boot Target
LUN. Enter the WWPN for FC port CTO.FC2 of Pure Storage and add SAN Boot Primary Target.

Add SAN Boot Target

? X
Boot Target LUN - | 1]
Boot Target WWPN : | 52:44:93:75:00:91:04:10
Type o Primary

Secondary

Add the secondary SAN Boot target into the same hbaO; enter boot target LUN as 1 and WWPN for FC port
CTO.FCO of Pure Storage and add SAN Boot Secondary Target.

Add SAN Boot Target ? X

Boot Target LUN ;|1

Boot Target WWPHN : | 52:44:93:75:00:91:04:00

Type Primary (@) Secondary

7. From the vHBA drop-down list, choose Add SAN Boot. In the Add SAN Boot dialog box, enter "hbal" in the
VvHBA field. Click OK to SAN Boot, then choose Add SAN Boot Target.
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Add SAN Boot ? X

vHBA : | vHBAT

Type : Primary '® Secondary Any

8. Keep 1 as the value for Boot Target LUN. Enter the WWPN for FC port CTO.FC1 of Pure Storage and Add
SAN Boot Primary Target.

Add SAN Boot Target 7 X

Boot Target LUN |1

Boot Target WWPN : | 52:4A:93:75:D0:91:0A:01|

Type : |(®) Primary () Secondary |

9. Add secondary SAN Boot target into same hbal and enter boot target LUN as 1 and WWPN for FC port
CT1.FC1 of Pure Storage and add SAN Boot Secondary Target.

Add SAN Boot Target ? X

Boot Target LUN - |1

Boot Target WWPHN @ | 52:4A:93:7500D:91:04:11

Type | Primary () Secondary

10. After creating the FC boot policies, you can view the boot order in the Cisco UCS Manager GUI. To view the
boot order, navigate to Servers > Policies > Boot Policies. Click Boot Policy SAN-Boot-B to view the boot or-
der in the right pane of the Cisco UCS Manager as shown below:
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Servers / Policies / root [ Sub-Organizations / FlashStack-CVD / Boot Policies

Boot Policies Events

4+ — TYeAdvanced Fiter 4 Export % Print
Mame Crder vNICHVHBANISCSI v Type LUN Name VWM
p Boot Policy SAN-A
- Boaot Policy SAN-B
Remote CD/DVD
w San 2
v SAN Primary vHBAD Primary
SAN Target Primary Primary 1 52:4A:93:75:DD:91:0A:10
SAN Target Secondary Secondary 1 52:4A:93:75:DD:91:0A:00
w SAN Secondary vHBA1 Secondary
SAN Target Primary Primary 1 52:4A:93:75:DD:91:0A:01
SAN Target Secondary Secondary 1 52:4A:93:75:DD:91:0A:11

ﬁ For this solution, we created two Boot Policy as “SAN-A” and “SAN-B”. For thirty-two Cisco UCS B200
M5 blade servers, you will assign the first 16 Service Profiles with SAN-A to the first 16 servers and the

remaining 16 Service Profiles with SAN-B to the remaining 16 servers as explained in the following sec-
tion.

Configure and Create a Service Profile Template

Service profile templates enable policy-based server management that helps ensure consistent server resource
provisioning suitable to meet predefined workload needs.

You will create two Service Profile templates; the first Service profile template “VDI-CVDO1” uses the boot policy
“SAN-A" and the second Service profile template “VDI-CVD02” uses the boot policy “SAN-B” to utilize all the FC
ports from Pure Storage for high-availability in case any FC links go down.

You will create the first VDI-CVDO1 as explained in the following section.

Create Service Profile Template

To create a service profile template, follow these steps:

1. Inthe Cisco UCS Manager, go to Servers > Service Profile Templates > root Sub Organization > FlashStack-
CVD > and right-click to “Create Service Profile Template” as shown below.

2. Enter the Service Profile Template name, select the UUID Pool that was created earlier, and click Next.
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Create Service Profile Template G
You must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be assigned to this
Identify Service Profile Template template and enter a description.
Storage Provisioning Name : | VDI-CVDO1

The template will be created in the following organization. Its name must be unique within this organization.
Networking Where : org-root/org-FlashStack-CVD

The template will be created in the following organization. Its name must be unique within this organization.

SAN Connectivity Type : |(Initial Template (e)Updating Template

Specify how the UUID will be assigned to the server associated with the service generated by this template.

uuID
Zoning
vNIC/vHBA Placement UUID Assignment: FlashStack-UUID-Pool(32/64) v
The UUID will be assigned from the selected pool.
vMedia Policy The available/total UUIDs are displayed after the pool name.

3. Select Local Disk Configuration Policy to SAN-Boot as No Local Storage.

Create Service Profile Template G
Optionally specify or create a Storage Profile, and select a local disk configuration policy.
Identify Service Profile
Template
Specific Storage Profile Storage Profile Policy Local Disk Configuration Policy
Storage Provisioning
Local Storage:
Metworking .
Create Local Disk Configuration Policy Madle : Any Configuration
Protect Configuration . Yes
SAN Connectivity If Protect Configuration is set, the local disk configuration is
preserved if the service profile is disassociated
with the server. In that case, a configuration error will be
Zoning raised when a new service profile is associated with
that server if the local disk configuration in that profile is
different.
vNIC/vHBA Placement FlexFlash
FlexFlash State : Disable
If FlexFlash State is disabled, SD cards will become
vMedia Policy unavailable immediately.
Please ensure SD cards are not in use before disabling the
FlexFlash State.
Server Boot Order FlexFlash RAID Reporting State © Disable

4. In the networking window, select Expert and click Add to create vNICs. Add one or more vNICs that the server
should use to connect to the LAN.

Now there are two VNIC in the create vNIC menu; you provided a name to the first vNIC as “eth0” and the second
vNIC as “eth1.”

5. Select vNIC-Template-A for the vNIC Template and select VMware for the Adapter Policy as shown below.
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Create vNIC ? X

MName : | ethO
Use vNIC Template - #

Redundancy Pair : ] Peer Mame - | eth1

wNIC Template © | yNIC-Template-A ¥ Create vNIC Template

Adapter Performance Profile

Adapter Policy D VMWare v Create Ethernet Adapter Policy

6. Select vNIC-Template-B for the vNIC Template, created with the name eth1. Select VMware for the vNIC
“eth1” for the Adapter Palicy.

‘& ethO and eth1 vNICs are created so that the servers can connect to the LAN.

7. When the vNICs are created, you need to create vHBAs. Click Next.

8. Inthe SAN Connectivity menu, select “Expert” to configure as SAN connectivity. Select WWNN (Worldwide
Node Name) pool, which you created previously. Click “Add” to add vHBAS.

Create Service Profile Template 7 X

Optionally specify disk policies and SAN configuration information.
Identify Service Profile

Template
How would you like to configure SAN connectivity?

Storage Provisioning (_! Simple ‘®) Expert{_} No vHBAs (_ Use Connectivity Policy

A server is identified on a SAN by its World Wide Node Name (WWNN). Specify how the systermn should assign a WWHNN to the server associated witt

this profile.
Networking World Wide Node Name
SAN Connectivity
WWHNN Assignment: WWNN-Pool(128/128) v
Zoning
The WWHNN will be assigned from the selected pool.
vNIC/vHBA Placement The available/total WWNNs are displayed after the pool name.
vMedia Policy
Server Boot Order

Maintenance Policy

Server Assignment
Name WWPN -

Operational Policies No data available

The following four HBAs were created:
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vHBAO using vHBA Template VHBA-A

vHBAT using vHBA Template vVHBA-B

VHBAZ? using vHBA Template VHBA-A

vHBA3 using vHBA Template vHBA-B

Figure 41  vHBAO
Create vHBA

MNarme o wHBAD
Use vHBA Template : ¥
Redundancy Pair : ] Peer Mame :

vHBA Template © | yHBA-A ¥ Create vHBA Template

Adapter Performance Profile

Adapter Policy - | WMWare Create Fibre Channel Adapter Policy

Figure 42 vHBA1
Modify vHBA

Mame : vHBA1
Use vHBA Template : vl

Create vHBA Template

vHBA Template 1 | yHBA-B »

Adapter Performance Profile

Adapter Policy - | VMWare ¥ Create Fibre Channel Adapter Policy
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Figure 43 All vHBAs

Optionally specify disk policies and SAN configuration information.
Identify Service Profile

Template

Create Service Profile Template Y

Storage Provisioning

WWNN Assignment: WWINN-Pool(128/128) v
MNetworking
- The WWHNN will be assigned from the selected pool.
SAN Connectivity The available/total WWHNNs are displayed after the pool name.
Zoning
vNIC/vHBA Placement
vMedia Policy

Server Boot Order

Name WWPN
Maintenance Policy » vHBA vHBA3 Derived
» vHBA vHBA2 Derived
Server Assignment
» vHBA vHBA1 Derived
Operational Policies p vHBA vHBAD Derived
# Add

m Next > Finish Cancel

9. Skip zoning; for this FlashStack Configuration, the Cisco MDS 9132T 32-Gb is used for zoning.

10. Select the default option as Let System Perform Placement in the Placement Selection menu.

Create Service Profile Template

Specify how vNICs and vHBAs are placed on physical network adapters
Identify Service Profile
Template
vNIC/vHBA Placement specifies how vNICs and vHBAS are placed on physical network adapters (mezzaning)
in a server hardware configuration independent way.

Storage Provisioning

Select Placement: Create Placement Policy

Let Systern Perform Placement v
MNetworking Systermn will perform automatic placement of vNICs and vHBAs based on PCl order.
Name Address Order -

SAN Connectivity vHBA vHBAD Derived

vHBA vHBA1 Derived 2
Zoning

vHBA vHBA2 Derived 3
vNIC/VHBA Placement vHBA vHBA3 Derived 4

vNIC eth0 Derived 5
vMedia Policy

vNIC eth1 Derived 6

4+ Move Up ¥ Move Down [i] Delete O Modify

Server Boot Order

11. For the Server Boot Policy, select “SAN-A" as Boot Policy which you created earlier.
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Create Service Profile Template 7 X

Optionally specify the boot policy for this service profile template.
Identify Service Profile

Template
Select a boot policy.

Storage Provisioning Boat Policy: Create Boot Policy

Name : SAN-A
Networking Description :
Reboot on Boot Order Change  :© No
SAN Connectivity Enforce vNIC/WHBA/SISCSI Name : Yes
Boot Mode . Legacy
Zoning WARNINGS:
The type (primary/secondary) does not indicate a boot order presence.
The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.
VNIC/VHBA Placement If quorce vNIC/vHBA/iSCSI Name is selected anq the vNIC_)JvHBAFiSCSI does not exist, a .C(Jnﬁ{.] error will be reported. )
If it is not selected, the vNICs/vHBAS are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.
Boot Order
vMedia Policy
+ — Y,Advanced Filter 4 Export % Print it
S Ern@ Marme Order =  wNIC/VH.. Type WWMN LUMN Mame  Slot Num... Boot Name Boot Path Description
w San 2
Maintenance Policy p SAN Primary vHBAD Primary
p SAN Second... vHBA1 Secondary
Server Assignment
Remote CD/DVD |1
Operational Policies
< Prev Next > Finish Cancel

The default setting was retained for the remaining maintenance and assignment policies in the configuration.

However, they may vary from site-to-site depending on workloads, best practices, and policies. For example, we
created a maintenance policy, BIOS policy, Power Policy, as detailed below.

12. Select UserAck maintenance policy, which requires user acknowledgement prior rebooting server when mak-
ing changes to policy or pool configuration tied to a service profile.

Create Service Profile Template 7 X
Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with this
Identify Service Profile service profile.
Template
Storage Provisioning (=) Maintenance Policy
Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profiles.
Networking Maintenance Policy: Us Create Maintenance Policy
SAN Connectivity
Name : UserAck
Zoning Description :
Soft Shutdown Timer : 150 Secs
vNIC/vHBA Placement

Storage Config. Deployment Policy : User Ack

Reboot Policy . User Ack
vMedia Policy
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13. Select Server Pool policy to automatically assign service profile to a server that meets the requirement for
server qualification based on the pool configuration.

14. On the same page; you can configure “Host firmware Package Policy” which helps to keep the firmware in
sync when associated to server.

Create Service Profile Template 7 X

Optionally specify a server pool for this service profile template.
Identify Service Profile

Template
You can select a server pool you want to associate with this service profile template.

Storage Provisioning Pool Assignment| Assign Later Create Server Pool

Select the power state to be applied when this profile is associated

Networking with the server.
1 Up (® Dawn
SAN Connectivity
Zoning The service profile template is not automatically associated with a server. Either select a server from the list or associate the service profile
manually later
vNIC/vHBA Placement = .
(=) Firmware Management (BIOS, Disk Controller, Adapter)
wMedia Palicy If you select a host firmware policy for this service profile, the profile will update the firmware on the server that it is associated with
Otherwize the system uses the firmware already installed on the associated server.
Host Firmware Package:| FlashStack-HFP w
Server Boot Order

Create Host Firmware Package
Maintenance Policy

15. On the Operational Policy page, we configured BIOS policy for B200 M5 blade server, Power Control Policy
with “NoPowerCap” for maximum performance and Graphics Card Policy for B200 M5 server configured with
NVidia P6 GPU card.

Create Service Profile Template 7 X

Optionally specify information that affects how the system operates,
Identify Service Profile

Template
(=) BIOS Configuration

Storage Provisioning
If you want to override the default BIOS settings, select a BIOS policy that will be associated with this service profile

Networking BIOS Policy © | B200-M5-BIOS w

SAN Connectivity

# External IPMI Management Configuration
Zoning

(® Management IP Address
vNIC/vHBA Placement

# Monitoring Configuration (Thresholds)
vMedia Policy

(= Power Control Policy Configuration
Server Boot Order

Power control policy determines power allocation for a server in a given power group.

Power Contral Policy Create Power Control Policy

¥ Scrub Policy

Maintenance Policy

Server Assignment

Operational Policies # KVM Management Policy

(¥ Graphics Card Policy

< Prev Finish Cancel
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16. Click Next and then click Finish to create service profile template as “VDI-CVDO1.”
Clone Service Profile Template
To clone the Service Profile template, follow these steps:

1. Inthe service profile template VDI-CVDO02, modify the Boot Policy as “SAN-B” to use all the remaining FC
paths of storage for high availability.

v

‘tses’ UCS Manager

- All - Servers |/ Service Profile ... / root / Sub-Or;

E Service Template VDI-CVDO1 ’ General | Storage Network iSCS

» Sub-Organizations

Actions

% * Policies

v root G Create Service Profiles From Template

— . Create a Clone
= » Adapter Policies

» BIOS Defaults

(-] . .
Nmmmmia o mni o o rme N~

2. Enter name to create Clone from existing Service Profile template. Click OK.

Create Clone From VDI-CVDO1 %
Clone Name . | VDI-CVDO2
Org . FlashStack-CVD
OK Cancel Help

‘ﬁ This VDI-CVDO02 service profile template will be used to create the remaining sixteen service
profiles for VDI workload and Infrastructure server02.

3. To change boot order from SAN-A to SAN-B for VDI-CVDO02, click Cloned Service Profile template > Select
Boot Order tab. Click Modify Boot Policy.
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sco UCS Manager

/ root / Sub-Organizations / FlashStack-CVD / Service Templa...

Network iSCSI vNICs vMedia Policy Boot Order Policies Events FSM

Global Boot Policy

- Al - Servers / Service Profile ...
g » Service Template VDI-CVDO1 General  Storage
Service Template VDI-CVD02
Actions
= » Sub-Organizations
v Policies Modify Beat Policy
=z v root (G
» Adapter Policies
=
=

» BIOS Defaults

» BIOS Policies

» Boot Policies

» Diagnostics Policies

*

» Graphics Card Policies

Narme © SAN-A
Description .
Reboot on Boot Order Change  © No
Enforce vNIC/VHBA/ISCSI Name : Yes
Boot Mode : Legacy
WARNINGS:
The type (primary/secondary) does not indicate a boot order presence.
The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.
If Enforce vNIC/VHBA/ISCSI Name is selected and the vNIC/VHBA/ISCSI does not exist, a config error will be reported

If it is not selected, the vNICs/vHBAs are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used
Boot Order

Slot Number

+ — Y,AdvancedFiter 4 Export & Print
» Host Firmware Packages Mame Order +  WNIC/VWHBA/ISC..
» IPMI/Redfish Access Profiles Remote CD/ 1
» KVM Management Policies CIMC Mount.. 2
» Local Disk Config Policies Sar .
p San 3

we Mebnins

4. From the drop-down list select “SAN-B” as Boot Policy, click OK.

Modify Boot Policy

Boot Policy: SAN-A v
Select Boot Policy to use

Specific Boot Policy

Name : SAN-A
Description : SAN-A
Reboot on Boot Order Change  :© No
Enforce vNIC/vHBA/ISCSI Name : Yes _
Boot Mode . Legacy default
WARNINGS: diag

The type (primary/secondary) does not indic)

The effective order of boot devices within th{  Utility nined by PCle bus scan order.

If Enforce vNIC/vHBAfISCSI Name is selecttoarmo oo o ioAnooor ooos oot aoonig error will be reported.

If it is not selected, the vNICs/vHBASs are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.

Boot Order

You have now created the Service Profile template “VDI-CVDO1” and “VDI-CVDO02” with each having four vHBAS

and two vNICs.

Create Service Profiles from Template and Associate to Servers

Create Service Profiles from Template

You will create sixteen Service profiles from the VDI-CVDO1 template and sixteen Service profiles from the VDI-

CVDO02 template as explained in the following sections.

For the first fifteen workload Nodes and Infrastructure Node 01, you will create sixteen Service Profiles from
Template “VDI-CVDO1.” The remaining fifteen workload Nodes and Infrastructure Node 02, will require creating

another sixteen Service Profiles from Template “VDI-CVDO02.”

To create first four Service Profiles from Template, follow these steps:

1. Go to tab Servers > Service Profiles > root > Sub-Organization > FlashStack-CVD and right-click “Create

Service Profiles from Template.”
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asco. UCS Mar’lager

m All - Servers [ Service Profile Templates / root / Sub-Organizations / FlashStack-CVD / Service Template VDI-CVDO01
) General Starage Metwork ISCSI wNICs whedia Policy Boot Order Policies Events FSM
=] Service Template VDI-CVDO1
» Service Template VDI-CVDO2 Actions Properties
% » Sub-Organizations
Create Service Profiles From Template Narne - VDI-CVDO1
~ Policies
= Create a Clone Description
- raot G Unique ldentifier - Derived from pool (FlashStack-UUID-Pool)
— » Adapter Policies Associ ith Server Pool Power State : 4 Down
-
» BIOS Defaults Change Maintenance Policy Type - Updating Template
=] b BIOS Policies Change UUID * Associated Server Pool
» Boot Palicies Change Management IP Address
JQ » Diagnostics Policies Delete Inband Configuration (#) Maintenance Policy

Show Policy Usage

-

Graphics Card Policies _
(+ Management IP Address

v

Host Firmware Packages

v

IPMI/Badfieh Arcacs Drafilae

2. Select “VDI-CVDO1” for the Service profile template which you created earlier and name the service profile
“VDI-HostX.” To create four service profiles, enter 16 for the Number of Instances, as 16 as shown below.
This process will create service profiles “VDI-HOST1”, “VDI-HOST2”, ... and “VDI-HOST16.”

Create Service Profiles From Template 2 X

Maming Prefix - | VDI-HOST
Mame Suffix Starting Mumber - | 1
Murmber of Instances 16
3. Create the remaining four Service Profiles “VDI-HOST17”, “VDI-HOST18”, ... and “VDI-HOST32” from Tem-
plate “VDI-CVD02.”

4. When the service profiles are created, the association of Service Profile starts automatically to servers based
on the Server Pool Paolicies.

5. Rename the Service Profiles at Chassis 3/8 as VDI-InfraO1 and Service Profile on 4/8 as VDI-Infra02. Rename
rest as necessary to have VDI-Host1to VDI-Host30.

The Service Profile association can be verified in Cisco UCS Manager > Servers > Service Profiles. Different tabs

can provide details on Service profile association based on Server Pools Policy, Service Profile Template to which
Service Profile is tied to, and so on.
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All Servers / Service Profiles / root / Sub-Organizations / FlashStack-CVD

Servers General  Sub-Organizations | Service Profiles | Pools  Policies  FCZones  Faults  Events
¥ Sewvice Profiles VNN Acsocisted Blades  Associated Racks Pooled Servers  Service Profile Templates

v root (B

4+ — 4 Bpot M Print

+ Sub-Organizations
Name

» Senvice Profiles
» VDI-HOST1
p Service Profile VDI-HOST1
» VDI-HOST10
p Service Profile VDI-HOST10
» VDI-HOST11

) p Service Prof
» VDI-HOST12

» VDIHOST p Service Profile VDI-HOST12
» VDI-HOST14 » Service Profile VDI-HOST13 -
® Add

+ VDI-HOST1S Associative State

» VDI-HOST16

» VDI-HOST17

» VDI-HOST18

» VDI-HOST19

» VDI-HOST2

» VDI-HOST20 Associated
» VDI-HOST21

» VDI-HOST22

» VDI-HOST23

» VDI-HOST24

» VDI-HOST25

Configure Cisco Nexus 93180YC-FX Switches

The following section details the steps for the Nexus 93180YC-FX switch configuration. The details of “show run’
output are listed in the Appendix.

)

Configure Global Settings for Cisco Nexus A and Cisco Nexus B

To set global configuration, follow these steps on both the Nexus switches:

1. Log in as admin user into the Nexus Switch A and run the following commands to set global configurations
and jumbo frames in QoS:

conf terminal sh

policy-map type network-gos Jjumbo
class type network-gos class-default
mtu 9216

exit

class type network-qos class-fcoe
pause no-drop

mtu 2158

exit

exit

system gos
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service-policy type network-gos jumbo
exit
copy run start

2. Login as admin user into the Nexus Switch B and run the same above commands to set global configurations
and jumbo frames in QoS.

Configure VLANSs for Cisco Nexus A and Cisco Nexus B Switches

To create the necessary virtual local area networks (VLANS), follow these steps on both Nexus switches. We
created VLAN 70, 71, 72, 73 and 76. The details of the “show run” output are listed in the Appendix.

1. Log in as admin user into the Nexus Switch A.

2. Create VLAN 70:

config terminal

VLAN 70

name InBand-Mgmt

no shutdown

exit

copy running-config startup-config
exit

3. Log in as admin user into the Nexus Switch B and create VLANs

Virtual Port Channel (vPC) Summary for Data and Storage Network

In the Cisco Nexus 93180YC-FX switch topology, a single vPC feature is enabled to provide HA, faster
convergence in the event of a failure, and greater throughput. Cisco Nexus 93180YC-FX vPC configurations with
the vPC domains and corresponding vPC names and IDs for Oracle Database Servers is listed in Table 5 .

Table 5 vPC Summary

vPC Domain vPC Name vPC ID
70 Peer-Link 1

70 vPC Port-Channel to Fl 11

70 vPC Port-Channel to Fl 12

As listed in Table 5 , a single vPC domain with Domain ID 70 is created across two Cisco Nexus 93180YC-FX
member switches to define vPC members to carry specific VLAN network traffic. In this topology, we defined a
total number of 3 vPCs:

e VvPCID 1 is defined as Peer link communication between two Nexus switches in Fabric A and B.

e VPCIDs 11 and 12 are defined for traffic from Cisco UCS fabric interconnects.
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The following tables list the cabling information.

Cisco Nexus 93180YC-FX Switch Cabling Details

Table 6 Cisco Nexus 93180YC-FX-A Cabling Information

Local Device Local Port Connection Remote Device Remote Port

Cisco Nexus Eth1/51 40Gbe Cisco UCS fabric interconnect A Eth1/49

93180YC-FX

Switch A Eth1/52 40Gbe Cisco UCS fabric interconnect B Eth1/49
Eth1/53 40Gbe Cisco Nexus 93180YC-FX B Eth1/53
Eth1/54 40Gbe Cisco Nexus 93180YC-FX B Eth1/54
MGMTO 1Gbe Gbe management switch Any

Table 7 Cisco Nexu

s 93180YC-FX-B

Cabling Information

Local Device Local Port Connection Remote Device Remote Port

Cisco Nexus Eth1/51 40Gbe Cisco UCS fabric interconnect A Eth1/50

93180YC-FX

Switeh B Fth1/52 40Gbe Cisco UCS fabric interconnect B | Eth1/50
Eth1/53 40Gbe Cisco Nexus 93180YC-FX A Eth1/53
Eth1/54 40Gbe Cisco Nexus 93180YC-FX Eth1/54
MGMTO Gbe Gbe management switch Any

Cisco UCS Fabric Interconnect 6332-16UP Cabling

The following tables list the FI 6332-16UP cabling information.

Table 8 Cisco UCS Fabric Interconnect (FI) A Cabling Information

Local Device Local Port Connection Remote Device Remote Port
Cisco UCS FI- FC1/1 32G FC Cisco MDS 9132T 32-Gb-A FC 1/13
6332-16UP-A

FC 1/2 32G FC Cisco MDS 9132T 32-Gb-A FC 1/14

FC 1/3 32G FC Cisco MDS 9132T 32-Gb-A FC 1/15

FC Y% 32G FC Cisco MDS 9132T 32-Gb-A FC 1/16

Eth1/17-24 40Gbe UCS 5108 Chassis IOM-A IO Module

Port1-2
Chassis 1-4
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Local Device Local Port Connection | Remote Device Remote Port
Eth1/49 40Gbe Cisco Nexus 93180YC-FX Switch A Eth1/52
Eth1/50 40Gbe Cisco Nexus 93180YC-FX Switch B Eth1/52
Mgmt O 1Gbe Management Switch Any
L1 1Gbe Cisco UCS FI - A L1
L2 1Gbe Cisco UCS FI - B L2

Table 9 Cisco UCS Fabric Interconnect (Fl) B Cabling Information

Local Device Local Port Connection Remote Device Remote Port
Cisco UCS FI- FC1/1 32G FC Cisco MDS 9132T 32-Gb-B FC 1/13
6332-16UP-B
FC1/2 32G FC Cisco MDS 9132T 32-Gb-B FC 1/14
FC1/3 32G FC Cisco MDS 9132T 32-Gb-B FC 1/15
FC Y% 32G FC Cisco MDS 9132T 32-Gb-B FC 1/16
Eth1/17-24 40Gbe UCS 5108 Chassis IOM-B IO Module
_ Port1-2
Chassis 1-4
Eth1/49 40Gbe Cisco Nexus 93180YC-FX Switch A Eth1/51
Eth1/50 40Gbe Cisco Nexus 93180YC-FX Switch B Eth1/51
Mgmt O 1Gbe Management Switch Any
L1 1Gbe Cisco UCS FI - A L1
L2 1Gbe Cisco UCS FI - B L2

Create vPC Peer-Link Between the Two Nexus Switches

To create the vPC Peer-Link, follow these steps:

1. Login as “admin” user into the Nexus Switch A.

# For vPC 1 as Peer-link, we used interfaces 53-54 for Peer-Link. You may choose the appropriate
number of ports for your needs.

2. Create the necessary port channels between devices, on both Nexus Switches:
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config terminal

feature vpc

feature lacp

vpc domain 1

peer-keepalive destination 10.29.164.234 source 10.29.164.233
exit

interface port-channel 70

description VPC peer-link

switchport mode trunk

switchport trunk allowed VLAN 1,70-76
spanning-tree port type network

vpc peer-link

exit

interface Ethernetl/53

description vPC-PeerLink

switchport mode trunk

switchport trunk allowed VLAN 1, 70-76
channel-group 70 mode active

no shutdown

exit

interface Ethernetl/54

description vPC-PeerLink

switchport mode trunk

switchport trunk allowed VLAN 1, 70-76
channel-group 70 mode active

no shutdown

exit

3. Login as admin user into the Nexus Switch B and repeat the above steps to configure second nexus switch.

# Make sure to change peer-keepalive destination and source IP address appropriately for Nexus Switch B.

Create vPC Configuration Between Nexus 93180YC-FX and Fabric Interconnects

Create and configure vPC 11 and 12 for data network between the Nexus switches and Fabric Interconnects.
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To create the necessary port channels between devices, follow these steps on both Nexus Switches:

1. Log in as admin user into Nexus Switch A and enter the following:

config Terminal

interface port-channelll

description FI-A-Uplink

switchport mode trunk

switchport trunk allowed VLAN 1,70-76
spanning-tree port type edge trunk
vpc 11

no shutdown

exit

interface port-channell?2

description FI-B-Uplink

switchport mode trunk

switchport trunk allowed VLAN 1,70-76
spanning-tree port type edge trunk
vpc 12

no shutdown

exit

interface Ethernetl/51

description FI-A-Uplink

switch mode trunk

switchport trunk allowed vlan 1,70-76
spanning-tree port type edge trunk
mtu 9216

channel-group 11 mode active

no shutdown

exit

interface Ethernetl/52

description FI-B-Uplink

switch mode trunk
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switchport trunk allowed vlan 1,70-76
spanning-tree port type edge trunk
mtu 9216

channel-group 12 mode active

no shutdown

exit

copy running-config startup-config

2. Login as admin user into the Nexus Switch B and complete the following for the second switch configuration:

config Terminal

interface port-channelll

description FI-A-Uplink

switchport mode trunk

switchport trunk allowed VLAN 1,70-76
spanning-tree port type edge trunk
vpc 11

no shutdown

exit

interface port-channell?2

description FI-B-Uplink

switchport mode trunk

switchport trunk allowed VLAN 1,70-76
spanning-tree port type edge trunk
vpc 12

no shutdown

exit

interface Ethernetl/51

description FI-A-Uplink

switch mode trunk

switchport trunk allowed vlan 1,70-76
spanning-tree port type edge trunk
mtu 9216

channel-group 11 mode active
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no shutdown

exit

interface Ethernetl/52

description FI-B-Uplink

switch mode trunk

switchport trunk allowed vlan 1,70-76

spanning-tree port type edge trunk

mtu 9216

channel-group 12 mode active

no shutdown

exit

copy running-config startup-config
Verify All vPC Status is Up on Both Cisco Nexus Switches

Figure 44 shows the verification of the vPC status on both Cisco Nexus Switches.

Figure 44 vPC Description for Cisco Nexus Switch A and B

AAD17-NX9K-A# sh vpc brief

K-B# sh vpc brief

(*) - local vPC 1s down, forwarding via vPC peer-link

(#) - local vPC 1s down, forwarding via vPC peer-link

vPC domain 1d 1 78

: peer adjacency formed ok

Configuration co

ncy status
Per-vlan consisten s

tus

configured

Dual-activ cluded VLANs
Graceful Con ency Check
Auto-recovery atus H
restore status : Timer is off.({timeout
restore SVI status : Timer is off.{timeout
Operational Layer3 Peer-router : Disabled

restore stati : Timer is off.(timeout
restore SVI status : Timer 1s off. (timeout
: Disabled

Peer-link status

Active

1,7

Active vlans

Cisco MDS 9132T 32-Gb FC Switch Configuration
This section details the configuration for the Cisco MDS 9132T 32 Gb FC switch.

# We used four 16Gb FC connections from each Fabric Interconnect to each MDS switch and two 32Gb FC
connections from each Pure Storage FlashArray//X70 R2 array controller to each MDS switch.
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Table 10  Cisco MDS 9132T-A Cabling Information

Local Device Local Port Connection Remote Device Remote
Port
Cisco MDS 9132T- | FC1/9 32Gb FC Pure Storage FlashArray//X70 R2 Controller | CTO.FC1
A 00
FC1/10 32Gb FC Pure Storage FlashArray//X70 R2 Controller | CT1.FC1
01
FC1/13 32Gb FC Cisco 6332-16UP Fabric Interconnect-A FC1/1
FC1/14 32Gb FC Cisco 6332-16UP Fabric Interconnect-A FC1/2
FC1/15 32Gb FC Cisco 6332-16UP Fabric Interconnect-A FC1/3
FC1/16 32Gb FC Cisco 6332-16UP Fabric Interconnect-A FC1/4

Table 11 Cisco MDS 9132T-B Cabling Information

Local Device Local Port Connection Remote Device Remote
Port
Cisco MDS 9132T- | FC1/9 32Gb FC Pure Storage FlashArray//X70 R2 Controller | CT1.FCO
B 01
FC1/10 32Gb FC Pure Storage FlashArray//X70 R2 Controller | CTO.FCO
00
FC1/13 32Gb FC Cisco 6332-16UP Fabric Interconnect-B FC1/1
FC1/14 32Gb FC Cisco 6332-16UP Fabric Interconnect-B FC1/2
FC1/15 32Gb FC Cisco 6332-16UP Fabric Interconnect-B FC1/3
FC1/16 32Gb FC Cisco 6332-16UP Fabric Interconnect-B FC1/4

Pure Storage FlashArray//X70 R2 to MDS SAN Fabric Connectivity

Pure Storage FlashArray//X70 R2 to MDS A and B Switches using VSAN 100 for Fabric A and VSAN 101 Configured
for Fabric B

In this solution, two ports (ports FC1/9 abd FC1/10) of MDS Switch A and two ports (ports FC1/9 abd FC1/10) of
MDS Switch B connected to Pure Storage System as shown in Table 12 . All ports connected to the Pure
Storage Array carry 32 Gb/s FC Traffic.

Table 12 MDS 9132T 32-Gb switch Port Connection to Pure Storage System

Local Device Local Port Connection Remote Device Remote
Port
MDS Switch A FC1/9 32Gb FC Pure Storage FlashArray//X70 R2 Controller | CTO.FC1
0
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0

FC1/10 32Gb FC Pure Storage FlashArray//X70 R2 Controller | CT1.FC1
1

MDS Switch B FC1/9 32Gb FC Pure Storage FlashArray//X70 R2 Controller | CT1.FCO
1

FC1/10 32Gb FC Pure Storage FlashArray//X70 R2 Controller | CTO.FCO

Configure Feature for MDS Switch A and MDS Switch B

To set feature on MDS Switches, follow these steps on both MDS switches:

1. Log in as admin user into MDS Switch A:

config terminal

feature npiv

feature telnet

switchname FlashStack-MDS-A

copy running-config startup-config

2. Login as admin user into MDS Switch B. Repeat the steps above on MDS Switch B.

Configure VSANs for MDS Switch A and MDS Switch B

To create VSANS, follow these steps on both MDS switches:

1. Log in as admin user into MDS Switch A. Create VSAN 100 for Storage Traffic:

config terminal

VSAN database

vsan 100

vsan 100 interface fc 1/9-16

exit

interface fc 1/9-16

switchport trunk allowed vsan 100
switchport trunk mode off

port-license acquire

no shutdown

exit

copy running-config startup-config

2. Login as admin user into MDS Switch B. Create VSAN 101 for Storage:
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config terminal

VSAN database

vsan 101

vsan 101 interface fc 1/9-16
exit

interface fc 1/9-16

switchport trunk allowed vsan 101
switchport trunk mode off
port-license acquire

no shutdown

exit

copy running-config startup-config

Add FC Uplink Ports to Corresponding VSAN on Fabric Interconnect
To add the FC Ports to the corresponding VSAN, follow these steps:

1. In Cisco UCS Manager, in the Equipment tab, select Fabric Interconnects > Fabric Interconnect A > Fixed
Module > FC Ports.

2. Select FC Port 1, drop-down list for VSAN, and select VSAN 100.

Figure 45 VSAN Assignment on FC Uplink Ports to MDS Switch

Fabric ects / Fabric

A (primary) / Fixed Module | FC Ports | FCPort 1

General Faults Events FSM Statistics

Fault Summary Physical Display

0 0 0 0
B Up B Admin Down B Fil B Link Down
Status
Overall Status © 4 Up Properties
Additional Info
D B Slat 1D o
Admin State  Enabled
User Label :
Actions

WWPN 20:01:00:DE:FB:92:8D:00

Mode N Proxy
Port Type - Physical

Disable Port VSAN
Wahnc Alvsan FlashStack-A (100)

Type - N Fabric Dualjvsan default (1)

Negotiated Speed - 16gbps

Configure as FC Storage Port

Show Interface Model : AFBR-57FSPZ-CS1

Vendar : CISCO-AVAGO
Serial AVJ2130J81E

License Details

License State License OK

License Grace Period : 0

3. Repeat these steps to Add FC Port 1-4 to VSAN 100 on Fabric A and FC Port 1-4 to VSAN 101 on Fabric B.
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Create and Configure Fiber Channel Zoning

This procedure sets up the Fibre Channel connections between the Cisco MDS 9132T 32-Gb switches, the Cisco
UCS Fabric Interconnects, and the Pure Storage FlashArray systems.

ﬂ Before you configure the zoning details, decide how many paths are needed for each LUN and extract the
WWPN numbers for each of the HBAs from each server. We used 4 HBAs for each Server. Two HBAs

(HBAO and HBA2) are connected to MDS Switch-A and other two HBAs (HBA1 and HBA3) are connected
to MDS Switch-B.

To create and configure the fiber channel zoning, follow these steps:

1. Log into the Cisco UCS Manager > Servers > Service Profiles > VDI-Host, then click the HBA's tab to get the
WWPN of HBA's as shown in the screenshot below:

Al \ Servers |/ Service Profiles / root / Sub j FlashStack-

Organizations ' CVD | Service Prof... /| vHBAs

v Servers Storage FSM

NESEL VYV INIY AU ESS

¥ Service Profiles

- Local Disk Configuration Policy
¥ root (Y

+ Sub-Organizations Local Disk Policy : SAN-Boot

Local Disk Policy Instance : org-root/org-FlashStack-CVD/local-disk-config-SAN-Boot
¥ FlashStack-CVD

SAN Connectivity Policy
¥ VDI-HOST1

» iSCSI vNICs SAN Connectivity Policy

SAN ennectivty Peley Instence -

» vHBA vHBAQO

» vHBA vHBA1 vHBAs

» vHBA vHEA2

Y, Advanced Filter 4 Export % Print
» vHBA vHBA3

» WNIC Name WWPN Desired ... «  Actual Order  Fabric ID Desired Pla...  Actual Place... Admin Host .
Vi S

» VDI-HOSTI0 vHBA vHBAO 20:00:00:25:B5:AA:17:00 1 2 A Any 1 ANY

» UDI-HOST11 VHBA vHBA1 20:00:00:25:B5:88:17:00 2 3 B Any 1 ANY

» VDI-HOST12 VHBA vHBA2 20:00:00:25:B5:AA: 17:01 3 5 A Any 1 ANY

» VDI-HOST13 vHBA vHBA3 20:00:00:25:B5:BB:17:01 4 6 B Any 1 ANY

2. Connect to the Pure Storage System and extract the WWPN of FC Ports connected to the Cisco MDS
Switches. We have connected 4 FC ports from Pure Storage System to Cisco MDS Switches. FC ports

CTO.FC1, CT1.FC1 are connected to MDS Switch-A and similarly FC ports CT1.FCO, CTO.FCO are connected
to MDS Switch-B.
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PURESTORAGE

Health

Health

o= @WFS

== CHO1-BLO1
o= CHO1-BLO2
o= CHO1-BLO3
o= CHO1-BLO4
== CHO1-BLO5
== CHO1-BLO6
o= CHO1-BLO7
== CHO1-BLO8

o= CHO2-BLO1

Array Ports

FC Port
CTO.FCO

CTO.FC1

4 0
4 o}
4 0
4 0
4 0
4 0
4 0
4 0
4 o]

Name Sp

I 52:4A:93:75:DD:91:0A:00 32

3 52:4A:93:75:DD:91:0A:01 32

Create Device Aliases for Fiber Channel Zoning

Cisco MDS Switch A

Search

0 ®NA

0 @ Redundant 2 1 2]

0 @ Redundant 2 7]

0 @ Redundant 212

0 @ Redundant 2 2 ]

0 @ Redundant 2 2]

0 @ Redundant 212

0 @ Redundant 2 2 ]

0 @ Redundant 2 2 ]

0 @ Redundant 2 2]

ced Failover FC Port Name Speed

Gb/s CT1.FCO I 52:4A:93:75:DD:91:0A:10 32Gb/s

Gbis CTLFC1 I 52:4A:93:75:DD:91:0A:MN 32 Gbis

To configure device aliases and zones for the SAN boot paths as well as the datapaths of MDS switch A, follow
these steps. The Appendix section regarding MDS 9132T 32-Gb switch provides detailed information about the
“show run” configuration.

1. Log in as admin user and run the following commands:

conf t

device-alias
device-alias
device-alias
device-alias
device-alias
device-alias

device-alias

Cisco MDS Switch B

To configure device aliases and zones for the SAN boot paths as well as datapaths of MDS switch B, follow these

steps:

database

name

name

name

name

name

name

VDI-Host01l-HBAO pwwn
VDI-Host(01l-HBA2 pwwn
FLASHSTACK-X-CTO0-FCO
FLASHSTACK-X-CTO-FC1
FLASHSTACK-X-CT1-FC1l

FLASHSTACK-X-CT1-FCO

20:00:00:25:B5:AA:17:00

20:00:00:25:B5:AA:17:01

pwwn 52
pwwn 52
pwwn 52

pwwn 52

1. Log in as admin user and run the following commands:

conf t

device-alias database

:4a:93:

:4a:93:

:4a:93:

:4a:93:

75:dd:91:0a:

75:dd:91:0a:

75:dd:91:0a:

75:dd:91:0a:

device-alias name VDI-Host01l-HBAl pwwn 20:00:00:25:B5:AA:17:00
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device-alias name VDI-Host01l-HBA3 pwwn 20:00:00:25:B5:AA:17:01

device-alias name FLASHSTACK-X-CTO-FCO pwwn 52:4a:93:75:dd:91:0a:00
device-alias name FLASHSTACK-X-CTO-FCl pwwn 52:4a:93:75:dd:91:0a:01
device-alias name FLASHSTACK-X-CT1-FCl pwwn 52:4a:93:75:dd:91:0a:11

device-alias name FLASHSTACK-X-CT1-FCO pwwn 52:4a2:93:75:dd:91:0a:10

Create Zoning
Cisco MDS Switch A

To configure zones for the MDS switch A, follow these steps:

1. Create a zone for each service profile.

2. Login as admin user and create the zone as shown below:

conf t

zone name FlaskStack-VDI-CVD-Host0l vsan 100
member pwwn 52:4a:93:75:dd:91:0a:00

member pwwn 52:4a:93:75:dd:91:0a:01

member pwwn 52:4a:93:75:dd:91:0a:11

member pwwn 52:4a:93:75:dd:91:0a:10

member pwwn 20:00:00:25:B5:AA:17:00

member pwwn 20:00:00:25:B5:AA:17:01

conf t

zoneset name FlashStack-VDI-CVD wvsan 100

member FlaskStack-VDI-CVD-HostO1l

3. After the zone for the Cisco UCS service profile has been created, create the zone set and add the necessary
members:

conf t
zoneset name FlashStack-VDI-CVD vsan 100
member FlaskStack-VDI-CVD-HostO1l
4. Activate the zone set by running following commands:
zoneset activate name FlashStack-VDI-CVD vsan 100
exit

copy running-config startup-config
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Configure Pure Storage FlashArray//X70 R2

The design goal of the reference architecture is to best represent a real-world environment as closely as possible.
The approach included the features of Cisco UCS to rapidly deploy stateless servers and use Pure Storage
FlashArray’s boot LUNs to provision the O.S on top of Cisco UCS. Zoning was performed on the Cisco MDS
9132T 32-Gb switches to enable the initiators discover the targets during boot process.

A Service Profile was created within Cisco UCS Manager to deploy the thirty-two servers quickly with a standard
configuration. SAN boot volumes for these servers were hosted on the same Pure Storage FlashArray//X70 R2.
Once the stateless servers were provisioned, following process was performed to enable Rapid deployment of
thirty-two nodes.

Each Server node has dedicated single LUN to install operating system and all the thirty-two server node was
booted off SAN. For this solution, we have installed vSphere ESXi 6.7 U1 Cisco Custom ISO on this LUNs to
create thirty node based Citrix Virtual Apps and Desktops 7.15 LTSR CU3 solution.

Using logical servers that are disassociated from the physical hardware removes many limiting constraints around
how servers are provisioned. Cisco UCS Service Profiles contain values for a server's property settings, including
virtual network interface cards (vNICs), MAC addresses, boot policies, firmware policies, fabric connectivity,
external management, and HA information. The service profiles represent all the attributes of a logical server in
Cisco UCS model. By abstracting these settings from the physical server into a Cisco Service Profile, the Service
Profile can then be deployed to any physical compute hardware within the Cisco UCS domain. Furthermore,
Service Profiles can, at any time, be migrated from one physical server to another. Furthermore, Cisco is the only
hardware provider to offer a truly unified management platform, with Cisco UCS Service Profiles and hardware
abstraction capabilities extending to both blade and rack servers.

In addition to the service profiles, the use of Pure Storage’s FlashArray’s with SAN boot policy provides the
following benefits:

e Scalability - Rapid deployment of new servers to the environment in a very few steps.

e Manageability - Enables seamless hardware maintenance and upgrades without any restrictions. This is a
huge benefit in comparison to another appliance model like Exadata.

e Flexibility - Easy to repurpose physical servers for different applications and services as needed.

e Availability - Hardware failures are not impactful and critical. In rare case of a server failure, it is easier to
associate the logical service profile to another healthy physical server to reduce the impact.

Configure Host

Before using a volume (LUN) on a host, the host has to be defined on Pure Storage FlashArray. To set up a host
follow these steps:

1. Log into FlashArray dashboard.
2. Inthe PURE GUI, go to Storage tab.
3. Under Hosts option in the left frame, click the + sign to create a host.

4. Enter the name of the host or select Create Multiple and click Create. This will create a Host entry(s) under
the Hosts category.
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Create Multiple Hosts

'VCC-WLHost

1

20

Number of Digits 7

Create Single...

5. To update the host with the connectivity information by providing the Fibre Channel WWNs or iISCSI IQNs, click
the Host that was created.

6. Inthe host context, click the Host Ports tab and click the settings button and select “Configure Fibre Channel
WWNs” which will display a window with the available WWNs in the left side.

PURESTORAGE Storage Search

Array  Hosts  Volumes  Protection Groups  Pods
@ > Hosts > o=vCCnfraol

Storage

Sizo  DataReducton Voumes ~ Snapshots  Shared  Systom Total

s
o 10101 0.00 0.00 - 0.00
Connected Volumes oofo H Host Ports E

Name . Shared LN Port - Configure WWINS.

No ports found.

Detalls

Protection Groups 00f0
CHAP Cradentials

Namo a.
Personality

No protection groups found Proferred Arrays

7. Select the list of WWNSs that belongs to the host in the next window and click “Confirm.”

Configure Fibre Channel WWNs

Existing WWNs Selected WWNs
u 1selected Clear all
@ [ 20:00:00:25:B5:AA17:00 “ | g 20:00:00:25:B5:AA17:00 X

[ g0 20:00:00:25:B5:AA17:02
a 5 20:00:00:25:B5:AA17:04

] I3 20:00:00:25:B5:AA17:06

] Ig0 20:00:00:25:B5:AA17:08

‘& Make sure the zoning has been setup to include the WWNs details of the initiators along with the target,
without which the SAN boot will not work.

132



Solution Configuration

ﬂ WWNs will appear only if the appropriate FC connections were made and the zones were setup on the
underlying FC switch.

Configure Volume

To configure a volume, follow these steps:

)

1. Go to the Storage tab > Volumes > and click the + sign to “Create Volume.”

PURESTORAGE’ Storage

Array Hosts Volumes Protection Groups Pods

8 > volumes

Storage
Size Data Reduction Volumes  Snapshots Shared System Total
0 10to1 0.00 0.00 - Q.00 0.00
Analysis &
Performance .
Volumes General [ESEN 0cof0 + i Snap
Name a Source #Hosts | Serial Name
Mo volumes found.
Volume Groups 0of 0 =+ 3 Dest
Name a # Volumes Size Volumes = Snapshots = Reduction Name
Mo volume groups found,

2. Provide the name of the volume, size, choose the size type (KB, MB, GB, TB, PB) and click Create to create
the volume. Example creating 32 SAB boot Volume for 32 B200 M5 server configured in this solution.

3. Two for Infrastructure and remaining thirty Servers for Citrix Virtual Apps and Desktops workload test.
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Create Multiple Volumes

Container !
Name VCC-WLHost#
Provisioned Size 20
Start Mumber 1
Count a0
MNumber of Digits 2|

Create Single...

4. Attach the volume to a host by going to the “Connected Hosts and Host Groups” tab under the volume con-

E Host Ports

Port

P 20:00:00:25:B5:AAT7:00

PURESTORAGE Storage
Array Hosts Volumes Protection Groups Pods
@ > Hosts > e=vCCniraol
Storage
Sze DataReduction Volumes Snapshots  Shared  System  Total
o 10101 000 000 - - 000
Connected Volumes 000
Name 4 Connect.
Disconnact..
Nov r Download sV
Protection Groups 0010

Namo a.

No protection groups found

5. Select Connect. In the Connect Volumes to Host wizard select SAN-BootXX volume, click Connect.
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Connect Volumes to Host

Existing Volumes Selected Volumes

(] 1-32 of 32 1 selected Clear all

¥ SAN-BootD1 SAN-BootO1 %

SAN-BootD2

|| SAN-BootD3

|| SAN-BootD4

_| SAN-BootO5

_| SAN-BootDe

_| SAN-BootO7

_ | SAN-BootDE

| SAN-BootO9

_| SAN-BootiD i

LUN |Automatic | Cancel m

‘& Make sure the SAN Boot Volumes has the LUN ID “1” since this is important while configuring Boot from
SAN. You will also configure the LUN ID as “1” when configuring Boot from SAN policy in Cisco UCS
Manager.

More LUNs can be connected by adding a connection to existing or new volume(s) to an existing node.

Install and Configure VMware ESXi 6.7

This section explains how to install VMware ESXi 6.7 Update1 in an environment.

There are several methods to install ESXi in a VMware environment. These procedures focus on how to use the
built-in keyboard, video, mouse (KVM) console and virtual media features in Cisco UCS Manager to map remote
installation media to individual servers and install ESXi on boot logical unit number (LUN). Upon completion of steps
outlined here, ESXi hosts will be booted from their corresponding SAN Boot LUNS.

Download Cisco Custom Image for ESXi 6.7 Update 3

To download the Cisco Custom Image for ESXi 6.7 Update 3, from the VMware vSphere Hypervisor 6.7 U3 page
click the “Custom ISOs” tab.

Install VMware vSphere ESXi 6.7

To install VMware vSphere ESXi hypervisor on Cisco UCS Server, follow these steps:

1. In the Cisco UCS Manager navigation pane, click the Equipment tab.

2. Under Servers > Service Profiles> VDI-Host 1
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3. Right-click VDI-Host1 and select KVM Console.

Servers / Service Profiles / root / Sub-Organizations / FlashStack-CVD / Service Pr

All A
v Servers General Storage Network iSCSI vNICs vMedsa Policy Boot Order
v Setvice Profiles
v root Status
» Sub-Organizations

Overall Status . § Power Off

v FlashStack-CVD
(® Status Details

» VDI-HOST10
Actions

» VDI-HOST11
» VDI-HOST12
» VDI-HOST13 Boot Server
» VDI-HOST14
» VDI-HOST1S

» VDI-HOST16

» VDI-HOST1? b Al e na

4. Click Activate Virtual Devices, mount ESXi ISO image.
5. Follow the prompts to complete installing VMware vSphere ESXi hypervisor.

6. When selecting a storage device to install ESXI, select Remote LUN provisioned through Pure Storage Admin-
istrative console and access through FC connection.

= PURE Flashfrray (naa .624a93701f 1dc3964edi4...) 20.008 GiB

{(Esc) Cancel (F1) Details (F5) Refresh (Enter) Cont inue

Set Up Management Networking for ESXi Hosts

Adding a management network for each VMware host is necessary for managing the host and connection to
vCenter Server. Please select the IP address that can communicate with existing or new vCenter Server.

To configure the ESXi host with access to the management network, follow these steps:

1. After the server has finished rebooting, press F2 to enter into configuration wizard for ESXi Hypervisor.
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2. Login as root and enter the corresponding password.

3. Select the “Configure the Management Network” option and press Enter.

4. Select the VLAN (Optional) option and press Enter. Enter the VLAN In-Band management ID and press Enter.

5. From the Configure Management Network menu, select “IP Configuration” and press Enter.

6. Select “Set Static IP Address and Network Configuration” option by using the space bar. Enter the IP address
to manage the first ESXi host. Enter the subnet mask for the first ESXi host. Enter the default gateway for the
first ESXi host. Press Enter to accept the changes to the IP configuration.

7. IPv6 Configuration was set to automatic.

8. Select the DNS Configuration option and press Enter.

9. Enter the IP address of the primary and secondary DNS server. Enter Hostname

10. Enter DNS Suffixes.

11. Since the IP address is assigned manually, the DNS information must also be entered manually.

ﬂ The steps provided varies based on the configuration. Please make the necessary changes according to
your configuration.

Figure 46 Sample ESXi Configure Management Network

casce UCS KVM

Properties

Systen Custonization Conf igure Management Network
Conf igure Password Hostname :

Configure Lockdoun Mode fs-rdsbl

onf igure Managenent Network IPv4 Address:

Restart Management Network 10.10.70.33

Test Management Network

Netuwork Restore Options 1Pv6 Addresses:

feB0: :225:bS5FF :feda: 1700/64

Conf igure Keyboard
Troubleshoot ing Options To view or modify this host”s menagement netuwork settings in
detail, press <Enter>

View Systen Logs
View Support Information

Reset System Configuration

Update Cisco VIC Drivers for ESXi

When ESXi is installed from Cisco Custom ISO you might have to update Cisco VIC drivers for VMware ESXi
Hypervisor to match current Cisco Hardware and Software Interoperability Matrix.

To update the Cisco VIC drivers for ESXI, follow these steps:

# In this Validated Design the following drivers were used:
- VMW-ESX-6.7.0-nenic-1.0.31.0
- VMW-ESX-6.7.0-nfnic-4.0.0.52

137


https://ucshcltool.cloudapps.cisco.com/public/

Solution Configuration

1. Log into your VMware Account to download required drivers for FNIC and NENIC as per the recommendation.

2. Enable SSH on ESXi to run following commands:

esxcli software vib update -d /path/offline-bundle.zip

VMware Clusters

The following VMware Clusters were configured in two vCenters to support the solution and testing environment:
e VCSAOT
e VDI Cluster: Pure Storage FlashArray//X70 R2 with Cisco UCS

- FlashStack-Infra: Infrastructure virtual machines (vCenter, Active Directory, DNS, DHCP, SQL Server,
XenDesktop Controllers, Provisioning Servers, and other common services).

—  FlashStack-PVS: XenApp Hosted Shared Desktop virtual machines (Windows Server 2019 streamed
with PVS) and XenDesktop Hosted Virtual Desktop virtual machines (Windows 10 64-bit non-
persistent virtual desktops streamed with PVS).

—  FlashStack-MCS: XenDesktop Hosted Virtual Desktop virtual machines (Windows 10 64-bit
persistent virtual desktops).

e VCSAOD2
e VS| Launchers Cluster

— Launcher Cluster: Login VSI Cluster (The Login VSI launcher infrastructure was connected using the
same set of switches but hosted on separate SAN storage and servers)

Figure 47 VMware vSphere WebUI Reporting Cluster Configuration for this Study
E 8 © [k FlashStack | Acrionsy

v [ vee-vesa vee-splocal summary Monitor Configure Permissions Hosts & Clusters VMs Datastores Networks Updates

[CJIMAGES e
[ FlashStack

FlashStack-Infra

Hosts 32 oru Free:2.58 THz
Virtual Machines: 330
Clusters: 3
Networks 12
Datastores 45

FlashStack-MCS
FlashStack-PVS

Custom Attributes A~ Tags ~

Awribute Value Assigned Tag Category Description

Build the Virtual Machines and Environment for Workload Testing

Software Infrastructure Configuration

This section explains how to configure the software infrastructure components that comprise this solution.
Install and configure the infrastructure virtual machines by following the process provided in Table 13 .

Table 13 Test Infrastructure Virtual Machine Configuration
Configuration Citrix Virtual Apps and Desktops Citrix Provisioning Servers
Controllers Virtual Machines

Virtual Machines
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Operating system

Microsoft Windows Server 2019

Microsoft Windows Server 2016

Virtual CPU amount 6 6
Memory amount 24 GB 24 GB
Network VMXNET3 VMXNET3
Infra VCC
Disk-1 (OS) size 60 GB 60 GB

Configuration

Microsoft Active Directory DCs
Virtual Machines

vCenter Server Appliance
Virtual Machine

Operating system

Microsoft Windows Server 2019

VCSA - SUSE Linux

Virtual CPU amount 4 16
Memory amount 8 GB 32 GB
Network VMXNET3 VMXNET3
Infra Mgmt
Disk size 60 GB 698.84 GB (across 13 VMDKs)
Configuration Microsoft SQL Server Citrix StoreFront Controller

Virtual Machine

Virtual Machine

Operating system

Microsoft Windows Server 2019

Microsoft SQL Server 2019

Microsoft Windows Server 2016

Virtual CPU amount 6 4
Memory amount 24GB 8 GB
Network VMXNET3 VMXNET3

Infra Infra
Disk-1 (OS) size 60 GB 60 GB
Disk-2 size 100 GB -

SQL Databases\Logs
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Prepare the Master Targets

This section provides guidance regarding creating the golden (or master) images for the environment. Virtual

machines for the master targets must first be installed with the software components needed to build the golden

images. Additionally, all available patches as of February 2019 for the Microsoft operating systems, SQL server
and Microsoft Office 2016 were installed.

To prepare the master virtual machines for the Hosted Virtual Desktops (HVDs) and Hosted Shared Desktops
(HSDs), there are three major steps: installing the PVS Target Device x64 software, installing the Virtual Delivery
Agents (VDASs), and installing application software.

# For this CVD, the images contain the basics needed to run the Login VSI workload.

The master target Hosted Virtual Desktop (HVD) and Hosted Shared Desktop (HSD) virtual machines were

configured as detailed in Table 14

Table 14 HVD and HSD Virtual Machines Configurations

Configuration

HVD
Virtual Machines

HSD
Virtual Machines

Operating system

Microsoft Windows 10 64-bit

Microsoft Windows Server 2016

Virtual CPU amount

3

8

Memory amount

3 GB reserve for all guest memory

32 GB reserve for all guest memory

Network

VMXNET3
VCC

VMXNET3
VCC

Citrix PVS vDisk size

40 GB (dynamic)

60 GB (dynamic)

RAM cache size

Full Clone Disk Size 40 GB

Citrix PVS write cache 10 GB 10 GB
Disk size

Citrix PVS write cache 128 MB 1024 MB

Additional software used for
testing

Microsoft Office 2016
Office Update applied

Login VSI 4.1.39.6 Target Software
(Knowledge Worker Workload)

Microsoft Office 2016
Office Update applied

Login VSI 4.1.39.6 Target Software
(Knowledge Worker Workload)
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Additional Configuration Configure DHCP Configure DHCP
Add to domain Add to domain
Install VMWare tool Install VMWare tool
Install .Net 3.5 Install .Net 3.5
Activate Office Activate Office
Install VDA Agent Install VDA Agent
Run PVS Imaging Wizard(For non- Run PVS Imaging Wizard
persistent Desktops only)

Install and Configure Citrix Virtual Apps and Desktops

This section explains the installation of the core components of the Citrix Virtual Apps and Desktops 7.15 system.
This CVD installs two XenDesktop Delivery Controllers to support both hosted shared desktops (HSD), non-
persistent hosted virtual desktops (HVD), and persistent hosted virtual desktops (HVD).

Prerequisites

Citrix recommends that you use Secure HTTP (HTTPS) and a digital certificate to protect vSphere
communications. Citrix recommends that you use a digital certificate issued by a certificate authority (CA)
according to your organization's security policy. Otherwise, if the security policy allows, use the VMware-installed
self-signed certificate.

To install vCenter Server self-signed Certificate, follow these steps:

1.

Add the FQDN of the computer running vCenter Server to the hosts file on that server, located at System-
Root/

WINDOWS/system32/Drivers/etc/. This step is required only if the FQDN of the computer running vCenter
Server is not already present in DNS.

Open Internet Explorer and enter the address of the computer running vCenter Server (for example,
https://FQDN as the URL).

Accept the security warnings.

Click the Certificate Error in the Security Status bar and select View certificates.
Click Install certificate, select Local Machine, and then click Next.

Select Place all certificates in the following store and then click Browse.

Select Show physical stores.

Select Trusted People.
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Certificate

General | Detsits | Certification Path |

Gy Certilicale Informaticn

(&) -+ Centificate Import Wizard

Certificate S4ore

Certficate stores are system areas where certificates ane lept.

Windows can automaticaly select a certificate stare, or you tan speafy a location for
she certificate.

) Automatically select the certificate store based on the type of cersficate B dministrators

) Place all certificates in the following store | Based Datastore Browser

Cartificate store:
Trusted Peopie your web browser to find and downioad files (for

ple, virtual machine and virual disk fies).
rowse dalastores in the vSphere imentony
Pevelopers

pere Web Services SDK

n about our latest SDKs, Toolkits, and APIs for

Net | [ Goncel 28 Windows Server 2012 R2

9. Click Next and then click Finish.

10. Repeat steps 1-9 on all Delivery Controllers and Provisioning Servers.

Install XenDesktop Delivery Controller, Citrix Licensing, and StoreFront

The process of installing the XenDesktop Delivery Controller also installs other key XenDesktop software
components, including Studio, which is used to create and manage infrastructure components, and Director,
which is used to monitor performance and troubleshoot problems.

ﬂ Dedicated StoreFront and License servers should be implemented for large scale deployments.

Install Citrix License Server

To install the Citrix License Server, follow these steps:

1. To begin the installation, connect to the first Citrix License server and launch the installer from the Citrix Virtual
Apps and Desktops 7.15 ISO.

2. Click Start.
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Deliver applications and desktops to any user, anywhere,
on any device.

+ Hybrid cloud, cloud and enterprise provisioning
» Centralized and flexible management

Manage your delivery according to your needs:

XenApp Deliver applications

XenDesktop peiiver sppiications and desktops

CiTRIX

3. Click “Extend Deployment - Citrix License Server.”
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XenDesktop 7.15 LTSR CU4

Get Started Prepare Machines and Images

Delivery Controller Virtual Delivery Agent for Windows Server OS

Start here. Select and install the Delivery Controller and other Install this agent to deliver applications and desktops from server-
essential services like License Server and Storefront. based VMs or physical machines.

Extend Deployment

Citrix Director i Citrix Studio i Self-Service Password Reset

Citrix License Server i Universal Print Server i Session Recording

Citrix StoreFront Federated Authentication Service

Services and Support

Access supporting content online.
Access knowledge base articles, security bulletins, and troubleshooting guides.

4. Read the Citrix License Agreement.

5. If acceptable, indicate your acceptance of the license by selecting the “I have read, understand, and accept
the terms of the license agreement” radio button.

6. Click Next.
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XenDesktop 7.15 LTSR CU3 Software License Agreement
Licensing Agreement Printable version
Core Components Last Revised: March 1, 2018 =
Firevall CITRIX LICENSE AGREEMENT =]
Summary This is a legal agreement ("AGREEMENT") between the end-user customer ("you"), and

the providing Citrix entity (the applicable providing entity is hereinafter referred to as
"CITRIX"). This AGREEMENT includes the Data Processing Agreement, the Citrix
Finish Services Security Exhibit and any other documents incorporated herein by reference. Your
location of receipt of the Citrix product (hereinafter "PRODUCT") and maintenance
(hereinafter "MAINTENANCE") determines the providing entity as identified at https://
www.citrix.com/buy/licensing/citrix-providing-entities html. BY INSTALLING AND/OR
USING THE PRODUCT, YOU AGREE TO BE BOUND BY THE TERMS OF THIS
AGREEMENT. IF YOU DO NOT AGREE TO THE TERMS OF THIS AGREEMENT,
DO NOT INSTALL AND/OR USE THE PRODUCT. Nothing contained in any purchase
order or any other document submitted by you shall in any way modify or add to the
terms and conditions contained in this AGREEMENT.

Install

1. PRODUCT LICENSES.
a. End User Licenses. Citrix hereby grants Customer a non-exclusive worldwide
license to use the software in a software PRODUCT and the software installed in
an appliance PRODUCT under the license models identified at https:/
www.citrix.com/buy/licensing/product.html. Any experimental features delivered ~

(®) | have read, understand, and accept the terms of the license agreement

| do not accept the terms of the license agreement

[ eack | [ Concel ]

7. Click Next.

XenDesktop 7.15 LTSR CU3 Core Components

 Licensing Agreement For scale and performance reasons, it is recommended that Director and the License Server be

installed on separate servers.
Core Components

Firewall Location: C:\Program Files\Citrix

Summary

Install License Server (Required)
Manages product licenses.

Finish

(e ) I (]

8. Select the default ports and automatically configured firewall rules.
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9. Click Next.
XenDesktop 7.15 LTSR CU4 Software License Agreement
Licensing Agreement Pnntableversnorz
Core Components | Last Revised: January 1, 2019 =
Firewall CITRIX LICENSE AGREEMENT ]
Summary This 1s a legal agreement ("AGREEMENT") between the end-user customer ("you"), and
Install the providing Citrix entity (the applicable providing entity 1s hereinafter referred to as

"CITRIX"). This AGREEMENT includes the Data Processing Agreement. the Citrix

Finish Services Security Exhibit and any other documents incorporated herein by reference. Your
location of receipt of the Citrix product (hereinafter "PRODUCT") and maintenance
(hereinafter "MAINTENANCE") determines the providing entity as identified at https://
www.citrix com/buy/licensing/citrix-providing-entities html. BY INSTALLING AND/OR
USING THE PRODUCT, YOU AGREE TO BE BOUND BY THE TERMS OF THIS
AGREEMENT. IF YOU DO NOT AGREE TO THE TERMS OF THIS AGREEMENT,
DO NOT INSTALL AND/OR USE THE PRODUCT. Nothing contained i any purchase
order or any other document submitted by you shall in any way modify or add to the
terms and conditions contained in this AGREEMENT.

1. PRODUCT LICENSES.

a. End User Licenses. Citrix hereby grants Customer a non-exclusive worldwide
license to use the software in a software PRODUCT and the software installed in
an appliance PRODUCT under the license models identified at https://
www.citrix.com/buy/licensing/product html. Unless otherwise noted, each ~

_ | have read, understand, and accept the terms of the license agreement

®) | do not accept the terms of the license agreement

Cancel

10. Click Install.
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XenDesktop 7.15 LTSR CU4 Core Components
¥ Licensing Agreement For scale and performance reasons, it is recommended that Director and the License Server be
Ciita Tass installed on separate servers.
Firewall
Summary
Install License Server (Required)
Manages product licenses,
Finish

11. Click Finish to complete the installation.
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XenDesktop 7.15 LTSR CU4 Firewall

¥ Licensing Agreement The default ports are listed below. Printable version

+ Core Components \
License Server

Firewall
Summary 7279 TCP
Install 27000 TCP
o 8083 TCP
Finish 8082 TCP
Configure firewall rules:

(®) Automatically
Select this option to automatically create the rules in the Windows Firewall. The rules will be
created even if the Windows Firewall is turned off,

() Manually
Select this option if you are not using Windows Firewall or if you want to create the rules
yourself.

Install Citrix Licenses

To install the Citrix Licenses, follow these steps:

1. Copy the license files to the default location (C:\Program Files (x86)\Citrix\Licensing\ MyFiles) on the license

server.
Home Share View v
© v 1| L « Program Files (x86) » Citrix » Licensing » MyFiles v | [[search MyFites A
b 5X Favorites IName = Date modified Type Size
| cmrixopt 10/10/2016 400PM  OPT File 1K8
[[> 8 ThispC | || citrix_startuplic 10/10/2016 401 PM  LIC File 7¥8
| LicenseXD1000_071315_18mo_e.lic 10/10/2016429PM  LIC File 16 K8
b Q N,
3items . =

2. Restart the server or Citrix licensing services so that the licenses are activated.

3. Run the application Citrix License Administration Console.
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Citrix License Administration Console

Citrix Licensing Manager

Citrix Studio NEW

Citrix StoreFront NEW

Citrix Scout NEW

4. Confirm that the license files have been read and enabled correctly.

License Administration Console

Alerts Concurrent Licenses Vendar Daemon: CITRIX

Q 4 Product €SS Date I Use (Available) Expiration
» Cilrix Ecigesignt for EndpoinlsiCorcurres

o
0 Critical

Install the XenDesktop

To begin the installation, connect to the first XenDesktop server and launch the installer from the Citrix Virtual Apps
and Desktops 7_15_4000 ISO, and follow these steps:

1. Click Start.
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Deliver applications and desktops to any user, anywhere,
on any device.

+ Hybrid cloud, cloud and enterprise provisioning
» Centralized and flexible management

Manage your delivery according to your needs:

XenApp Deliver applications

XenDesktop peiiver sppiications and desktops

CiTRIX

The installation wizard presents a menu with three subsections.

2. Click “Get Started - Delivery Controller.”

150



Solution Configuration

XenDesktop 7.15 LTSR CU4

Get Started Prepare Machines and Images

Delivery Controller Virtual Delivery Agent for Windows Server OS

Start here. Select and install the Delivery Controller and other Install this agent to deliver applications and desktops from server-
essential services like License Server and StoreFront. based VMs or physical machines.

Extend Deployment

Citrix Director i Citrix Studio i Self-Service Password Reset

Citrix License Server i Universal Print Server i Session Recording

Citrix StoreFront i Federated Authentication Service

Services and Support

Access supporting content online.
Access knowledge base articles, security bulletins, and troubleshooting guides.

3. Read the Citrix License Agreement.

4. If acceptable, indicate your acceptance of the license by selecting the “I have read, understand, and accept
the terms of the license agreement” radio button.

5. Click Next.
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XenDesktop 7.15 LTSR CU4 Software License Agreement

Licensing Agreement Printable version
Core Components [ Last Revised: January 1, 2019 <]
Festres CITRIX LICENSE AGREEMENT Ll

Firewall | This is a legal agreement ("AGREEMENT") between the end-user customer ("you"), and

Summary | the providing Citrix entity (the applicable providing entity is hereinafter referred to as

"CITRIX"). This AGREEMENT includes the Data Processing Agreement, the Citrix

Install | Services Security Exhibit and any other documents incorporated herein by reference. Your

| location of receipt of the Citrix product (hereinafter "PRODUCT") and maintenance

Call Home (hereinafter "MAINTENANCE") determines the providing entity as identified at https-/

Finish | www.citrix com/buy/licensing/citrix-providing-entities htm] BY INSTALLING AND/OR

| USING THE PRODUCT, YOU AGREE TO BE BOUND BY THE TERMS OF THIS
| AGREEMENT. IF YOU DO NOT AGREE TO THE TERMS OF THIS AGREEMENT,
| DO NOT INSTALL AND/OR USE THE PRODUCT. Nothing contained in any purchase
| order or any other document submitted by you shall in any way modify or add to the
| terms and conditions contained in this AGREEMENT.

1. PRODUCT LICENSES.

a. End User Licenses. Citrix hereby grants Customer a non-exclusive worldwide
license to use the software in a software PRODUCT and the software installed in
an appliance PRODUCT under the license models identified at https:/
www.citrix.com/buy/licensing/product html. Unless otherwise noted, each ~ |

@ | have read, understand, and accept the terms of the license agreement

_) | do not accept the terms of the license agreement

Back ‘ Cancel

6. Select the components to be installed on the first Delivery Controller Server:

— Delivery Controller
— Studio
— Director

7. Click Next.
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XenDesktop 7.15 LTSR CU4

¥ Licensing Agreement
Core Components
Features
Firewall
Summary
Install
Call Home
Finish

Core Components

For scale and performance reasons, it is recommended that Director and the License Server be
installed on separate servers.

(] = Component (Select all

Delivery Controller
Distributes applications and desktops, manages user access, and optimizes
connections.

Studio

Create, configure, and manage infrastructure components, applications, and desktops.
Director

Monitor performance and troubleshoot problems.

License Server

A This component must be installed at least once.

StoreFront
A This component must be installed at least once.

8. Since a dedicated SQL Server will be used to Store the Database, leave “Install Microsoft SQL Server 2014

SP2 Express” unchecked.

9. Click Next.
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XenDesktop 7.15 LTSR CU4 Features

¥ Licensing Agreement \ ' Feature
 Core Components ‘

- Install Microsoft SQL Server 2014 SP2 Express
Features L This is an optional component. If you have an existing SQL Server for storing desktop

Ei I and application configurations and settings, do not select this option.

Summary
Install
Call Home

Finish

10. Select the default ports and automatically configured firewall rules.

11. Click Next.
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XenDesktop 7.15 LTSR CU4

¥ Licensing Agreement
¥ Core Components
v Features

Firewall

Summary

Install

Call Home

Finish

Firewall
The default ports are listed below.

Delivery Controller

80 TCP
443 TCP

Configure firewall rules:

(®) Automatically

Printable version

Director

80 TCP
443 TCP

Select this option to automatically create the rules in the Windows Firewall. The rules will be
created even if the Windows Firewall is turned off,

@) Manually

Select this option if you are not using Windows Firewall or if you want to create the rules

yourself.

12. Click Install to begin the installation.
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XenDesktop 7.15 LTSR CU4 Summary
v Licensing Agreement Review the prerequisites and confirm the components you want to install.
¥ Core Components N
Installation directory
v Features
C:\Program Files\Citrix
« Firewall
l Prerequisites
Susmemary Local Host Cache Storage (LocalDB)
Install l Microsoft SQL CLR Types (x86)
Call Home | Microsoft SMO Objects (x86)
Microsoft SQL CLR Types (x64)
Finish Microsoft SMO Objects (x64)
Microsoft Internet Information Services
Core Components
Delivery Controller
Studio
Director
Firewall

TCP Ports: 80, 443

13. (Optional) Configure Smart Tools/Call Home participation.

14. Click Next.
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XenDesktop 7.15 LTSR CU4 Call Home

¥ Licensing Agreement Call Home monitors your deployment for common error conditions, automatically uploads system

@ Eore Componaihs data to Citrix, and then proactively notifies you before issues become serious problems.

v Features e L s O
& Eireura) i How does it work?
« Summary - Configuration and usage data are gathered and periodically sent using HTTPS to Citrix.
+ Install - You can log into Citrix Insight Services to view diagnostics results and recommendations.
Call Home ' Thi; information wil! be us.edif-or troubleshooting and dfag'nostic support purposes, as ufell as
i to improve the quality, reliability, and performance of Citrix products, subject to the Citrix
Finish | Insight Services Policy at https://cis.citrix.com/legal/ and the Citrix Privacy Policy at http://
| www.citrix.com/about/legal/privacy.html.

Learn more

() | want to participate in Call Home. (Recommended)
(®) | do not want to participate in Call Home.

You can participate later, using PowerShell cmdlets.

Next

15. Click Finish to complete the installation.

16. (Optional) Check Launch Studio to launch Citrix Studio Console.
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XenDesktop 7.15 LTSR CU4

¥ Licensing Agreement
¥ Core Components
v Features

¢ Firewall

v Summary

+ Install

v Call Home

Finish

Finish Installation

The installation completed successfully.

Prerequisites

v Local Host Cache Storage (LocalDB)

v Microsoft SQL CLR Types {x86)

v Microsoft SMO Objects (x86)

v Microsoft SQL CLR Types (x64)

v Microsoft SMO Objects (x64)

v Microsoft Internet Information Services

Core Components

v Delivery Controller
v Studio

v Director

Post Install
v Component Initialization

You must be logged in as a domain user before configuring the product.

Additional XenDesktop Controller Configuration

v Success

Installed
Installed
Installed
Installed
Installed
Installed

Installed
Installed
Installed

Initialized

After the first controller is completely configured and the Site is operational, you can add additional controllers. In
this CVD, we created two Delivery Controllers.

To configure additional XenDesktop controllers, follow these steps:

1. To begin the installation of the second Delivery Controller, connect to the second XenDesktop server and

launch the installer from the Citrix Virtual Apps and Desktops 7.15_4000 1SQO.

2. Click Start.

3. Click Delivery Controller.

4. Repeat the same steps used to install the first Delivery Controller, including the step of importing an SSL cer-
tificate for HTTPS between the controller and vSphere.

5. Review the Summary configuration.

6. Click Install.
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7. (Optional) Configure Smart Tools/Call Home participation.
8. Click Next.
9. Verify the components installed successfully.

10. Click Finish.

Configure the XenDesktop Site

Citrix Studio is a management console that allows you to create and manage infrastructure and resources to
deliver desktops and applications. Replacing Desktop Studio from earlier releases, it provides wizards to set up

your environment, create workloads to host applications and desktops, and assign applications and desktops to
users.

Citrix Studio launches automatically after the XenDesktop Delivery Controller installation, or if necessary, it can be
launched manually. Studio is used to create a Site, which is the core Citrix Virtual Apps and Desktops
7.15environment consisting of the Delivery Controller and the Database.

To configure XenDesktop, follow these steps:

1. From Citrix Studio, click Deliver applications and desktops to your users.

& Citrix Studio — X
File Action View Help
@@ E

&4 Citrix Studio 0
Welcome

|G Refresh
Help

Welcome to Citrix Studio

To begin, select one of the three options below.

Site setup

Deliver applications and desktops to your users

Remote PC Access

Enable your users to remotely access their physical machines

Scale your deployment

Connect this Delivery Controller to an existing Site

2. Select the “An empty, unconfigured Site” radio button.

3. Enter a site name.
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4. Click Next.
Site Setup
Studio Introduction

' You have two options when creating a new Site, The simplest option is to automatically
Introduction create a fully configured, production-ready Site, The second, more advanced option is
' to create an empty Site, which you must configure yourself.

Databases
Licensing What kind of Site do you want to create?
Summary () A fully configured, production-ready Site (recommended for new users)

(®) An empty, unconfigured Site

Site name:

FlashStackSite]

Back Next

5. Provide the Database Server Locations for each data type and click Next.
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Site Setup

Studio

Databases
Licensing

Summary

Databases

Databases store information about Site setup, configuration logging and monitoring.
Choose how you want to set up the databases. Learn more

®) Create and set up databases from Studio
(You can provide details of existing empty
databases)

Provide database details

Data type Database name

Sates | CitrixFlashStackSiteSite

_' Generate scripts to manually set up

databases on the database server

Location (formats)

| F5-5QL01, 50057

Monitoring: ‘ CitrixFlashStackSiteMonitoring

[ FS-SQLO1, 50057

Logging: CitrixFlashStackSiteLogging

| FS-SQLO1, 50057

o For an AlwaysOn Availability Group, specify the group’s listener in the location.

Specify additional Delivery Controllers for this Site Learn more

1 selected

Back

Sglect..

m [ Cancel

‘& For an AlwaysOn Availability Group, use the group’s listener DNS name.

6. Click Select to specify additional controllers (Optional at this time. Additional controllers can be added later).

7. Click Next.

8. Provide the FQDN of the license server.

9. Click Connect to validate and retrieve any licenses from the server.

‘& If no licenses are available, you can use the 30-day free trial or activate a license file.

10. Select the appropriate product edition using the license radio button.

11. Click Next.
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Site Setup

Studio

¥ Introduction

¥ Databases
Licensing
Summary

Licensing
License server address: | ANY l o [ Connect
Connected to trusted server
View certificate
| want to:

() Use the free 30-day trial
You can add a license later.
(@ Use an existing license
The product list below is generated by the license server,

Product | Model

() Citrix Virtual Apps Premium Concurrent

Q Citrix Virtual Apps and Desktops Premium User/Device

Allocate and download... || Browse for license file... |

12. Verify information on the Summary page.

13. Click Finish.
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Site Setup

Studio

v Introduction
¥ Databases
¥ Licensing

Summary

Configure the XenDesktop Site Hosting Connection

Summary
Site name: FlashStackSite
Site database: CitrixFlashStackSiteSite
FS-SQLO1, 50057 (no high availability)
Monitoring database: CitrixFlashStackSiteMonitoring
FS-SQLO1, 50057 (no high availability)
Logging database: CitrixFlashStackSiteLogging
FS-SQLO1, 50057 (no high availability)
Delivery Controllers: FS-XDCO01.vccfslab.local

License server:

ANY

To configure the XenDesktop site hosting connection, follow these steps:

1. From Configuration > Hosting in Studio, click Add Connection and Resources in the right pane.
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& Citrix Studio — a X
File Action View Help

e 2/m HEm

&3 Citrix Studio (FlexPodCTX: Actions
= o Hosing o~
= Machine Catalogs Hosting -

= AppDisks Name + | Type Address State B Add Connection and R...
£ Delivery Groups
A Applications
= PoI'i’cies (G Refresh
@ Logging H Hep
v ¢ Configuration

£ Administrators

B8 Controllers

= Hosting

#¢ Licensing

[ StoreFront

iy App-V Publishing

&4 AppDNA

@ Zones

View »

2. Select the Connection type of VMware vSphere.

3. Enter the FQDN of the vCenter server (in Server_FQDN/sdk format).

4. Enter the username (in domain\username format) for the vSphere account.

5. Provide the password for the vSphere account.

6. Provide a connection name.

7. Check Studio Tools radio button required to support desktop provisioning task by this connection.

8. Click Next.
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Add Connection and Resources

Studio

Connection

Storage Management
Storage Selection
Network

Summary

Connection
() Use an existing Connection
FS-MCS-HOST

(® Create a new Connection
Connection type:

Connection address:

User name:
Password:

Connection name:

| VMware vSphere® =
| https://10.10.70.29/sdk ]

o Learn about user permissions

l administrator@vsphere.local I

[ |

FS-CITRIX-HOST

Create virtual machines using:

‘@ Studio tools (Machine Creation Services)
Select this option when using AppDisks, even if you are using Provisioning Services,

() Other tools

9. Accept the certificate and click OK to trust the hypervisor connection.
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Add Connection and Resources

Certificate Authentication
Studio
While checking the certificate, we were unable to verify you
are connecting to "https://10.10.70.29/sdk’.
Connection Click 'View certificate’ to confirm this is the intended server. Then complete
Storage Management one of the following:
Storage Selection e Select the Trust certificate’ check box below to trust connections to
the hypervisor server in the future, and then click 'OK.'
N k @ Trust certificate
Summary

e Click 'Cancel.’ Before configuring the connection again, make sure
the appropriate certificates are installed on the hypervisor server and
on the Delivery Controllers,

Learn more

U LK

y Provisioning Services.

Cance

10. Select Cluster that will be used by this connection.
11. Check Use storage shared by hypervisors radio button.

12. Click Next.
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Add Connection and Resources

Studio

v Connection
Storage Management
Storage Selection
Network
Summary

Storage Management

Configure virtual machine storage resources for this connection.

Select a cluster: I FlashStack-MCS

Select an optimization method for available site storage.

(®) Use storage shared by hypervisors

|| Optimize temporary data on available

local storage
() Use storage local to the hypervisor

Manage personal data centrally on
shared storage

l[ Browse... ]
" 2L A .

HEfEELE]

13. Make Storage selection to be used by this connection, use all provisioned for desktops datastores.

14. Click Next.
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Add Connection and Resources

Studio Storage Selection

When using shared storage, you must select the type of data to store on each shared storage
device; machine operating system data, personal user data, and if not storing temporary data

VT Connictice: locally, temporary data. At least one device must be selected for each data type.
Select data storage locations:
¥ Storage Management '
Swiisigs Sclaction Name +] os | Personal vDisk | Temporary
ESXTOP - m
Network FlashStack-PVSO1 O =
Summary ‘ FlashStack-FC03-old UJ N

FlashStack-PVS02

RICO00

FlashStack-FCO1 v v v
FlashStack-FC03 v v v
FlashStack-FC04 v | v
FlashStack-FC05 v 04 v

15. Make Network selection to be used by this connection.

16. Click Next.
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Add Connection and Resources

Studio

¥ Connection
¥ Storage Management
¥ Storage Selection
Network
Summary

Network

Name for these resources:

FS-MCS

The resources name helps identify this storage and network combination in Studio.

Select one or more networks for the virtual machines to use:

v
z
i

FS-PG-Infra-71
FS-PG-Mgmt-70
FS-PG-VCC-72
FS-PG-VMotion-73
00B
PG-Launcher-76
VM Network

DoDEROO

17. Review Site configuration Summary and click Finish.
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Add Connection and Resources

Studio Summary
Connection type: VMware vSphere® =
¥ Connaction Connection address: https://10.10.70.29/sdk
Connection name: FS-CITRIX-HOST
¥ Storage Management
| Create virtual machines with: Studio tools (Machine Creation Services)
¥ Storage Selection )
Connection zone: Primary
Sk Networks: FS-PG-VCC-72
Summary Virtual machine OS storage: FlashStack-FC02
FlashStack-FCO1 I
FlashStack-FC03 ;
FlashStack-FC04

FlashStack-FCO5

Virtual machine personal storage: FlashStack-FC02
FlashStack-FCO1
FlashStack-FC03
FlashStack-FC04
FlashStack-FC05

Virtual machine temporary storage: ~ FlashStack-FC02
FlashStack-FC01
FlashStack-FC03
FlashStack-FC04

ElachStack ECNS

Add Resources to the Site Hosting Connection

To add resources to the additional vCenter clusters, follow these steps:

1. From Configuration > Hosting in Studio click Add Connection and Resources.
2. Select Use an existing Connection, use connection previously created for FlashStack environment.

3. Click Next.

170



Solution Configuration

Add Connection and Resources

Studio

Connection

Storage Management
Storage Selection
Network

Summary

Connection

(®) Use an existing Connection

| FS-CITRIX-HOST

) Create a new Connection

Lonnecuon type:

4. Select Cluster you adding to this connection.

5. Check Use storage shared by hypervisors radio button.

6. Click Next.
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Add Connection and Resources

Studio

v Connection
Storage Management
Storage Selection
Network
Summary

Storage Management

Configure virtual machine storage resources for this connection.

Select a cluster: IF!ashStxk-PVS ][ Browse... ]

Select an optimization method for available site storage.

(®) Use storage shared by hypervisors

|_| Optimize temporary data on available
local storage

() Use storage local to the hypervisor

Manage personal data centrally on
shared storage

7. Select the Storage selection to be used by this connection, use all provisioned for desktops FC datastores.

8. Click Next.
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Add Connection and Resources

Studio Storage Selection

When using shared storage, you must select the type of data to store on each shared storage
device; machine operating system data, personal user data, and if not storing temporary data

 Connection locally, temporary data. At least one device must be selected for each data type.

Select data storage locations:
¥ Storage Management ]

st Selecti Name 4 ES ierscnal vDisk | lanpo'aty
ESXTOP | a ()

Network FlashStack-PVSO1 -] o Q

Summary FlashStack-FC03-old ] d a
FlashStack-PVS02 ] ) o
FlashStack-FC02 ] V]
FlashStack-FCO1 4 ] v
FlashStack-FCO3 4} (] 4
FlashStack-FCO4 v v v
FlashStack-FCOS v (4] v

9. Select the Network selection to be used by this connection.

10. Click Next.
Add Connection and Resources
Studio Network
Name for these resources:
[Fs-pvdl |
¥ Connection
The resources name helps identify this storage and network combination in Studio
¥ Storage Management
Select one or more for the virtual ines to use:
¥ Storage Selection
o = | Name *
Ll FS-PG-infra-T1
Summary ] F5-PG-Mgmt-70
¥  FS-PG-WCC-T2
L] F5-PG-VMotion-73
O oos
] PG-Launcher-76
] VM Network

Lo | SN [ o

11. Review the Site configuration Summary and click Finish.
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Add Connection and Resources

Studio Summary
Connection type: VMware vSphere®
¥ Connection Connection address: https://10.10.70.29/sdk
Y Connection name: FS-CITRIX-HOST
Create virtual machines with: Studio tools (Machine Creation Services)
Connection zone: Primary
e Networks: FS-PG-VCC-72
Summary Virtual machine OS storage: FlashStack-FC02

FlashStack-FCO1
FHashStack-FC03
FlashStack-FC04
FlashStack-FC0S

Virtuai machine personal storage: FlashStack-FC02
FlashStack-FCO1
FlashStack-FC03
FlashStac