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Executive Summary

Years ago, most enterprises relied on batch processing to unlock the value of big data and achieved intelligence. As data
size and data sources grew, it also drove a demand for real-time analysis which was catered by Spark and Spark streaming
for business-critical decisions. In today’s digital world where sensors, Internet of Things (loT) devices, social media, and
online transactions are generating enormous amount of data and companies are struggling to find ways how to better
process this data to generate insights and innovation. This drove the next generation of Hadoop which enables Artificial
Intelligence and Machine Learning (Al/ML) with deep learning allowing deep learning frameworks and faster compute with
CPUs and GPUs to solve problems driving the next generation of platforms.

The emerging trend of Artificial Intelligence requires large amounts of data for its training and Hadoop is a natural fit for
storing and retrieving these large amounts of data. Many machine learning tasks especially, deep learning requires the use
of GPUs, a specialized, very high-performance processor that is massively parallel in nature. This solution focuses on
Hadoop accelerating Al natively where GPUs are part of a Hadoop cluster and are natively scheduled by Hadoop schedulers
to process massive amounts of data stored in the same cluster.

Building next-generation big data architecture requires simplified and centralized management, high performance, and a
linearly-scaling infrastructure and software platform. Cisco UCS Integrated Infrastructure for Big Data and Analytics with
Hortonworks Data Platform (HDP) is an optimal choice where world class performance and reliability are base
requirements. It is the strong foundation upon which solutions are built. The Cisco UCS reference architecture has been
designed to scale from a small starting solution to thousands of servers and hundreds of petabytes of storage with ease,
and all managed from a single pane of glass. Cisco UCS reference architecture also provides the customer with the
flexibility an Al workload demands proving choice of server with 2,4,6 or 8 GPUs in a single server catering to different Al
compute requirements.

The Hortonworks Data Platform (HDP) is the industry’s enterprise-ready open-source Apache Hadoop framework for
distributed storage and processing of large datasets. HDP 3.0 bring the capability of managing and scheduling GPUs,
Docker containers into Hadoop enabling Al workloads natively in Hadoop. HDP also enables agile application deployment
in a containerized micro-services architecture. Containerization makes it possible to run multiple versions of applications
for AI/ML/DL workloads. Furthermore, HDP also supports third-party applications in Docker containers and native YARN
containers.
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Introduction

Both big data and machine learning technology have progressed to the point where they are being implemented in
production systems running 24x7. There exists a very clear need for a proven, dependable, high-performance platform for
the ingestion, processing, storage and analysis of the data, as well as the seamless dissemination of the output, results and
insights of the analysis.

This solution implements the Cisco UCS Integrated Infrastructure for Big Data and Analytics, a world-class platform
specifically designed for demanding workloads that is both easy to scale and easy to manage, even as the requirements
grow to thousands of servers and petabytes of storage; and Hortonworks Data Platform, an integrated set of tools
designed to enable flexible, fast access to the entire data store, while enabling Al workloads on servers with GPUs.

This CVD implements the following:
e Hortonworks Data Platform 3.0 on Cisco UCS Integrated Infrastructure for Big Data and Analytics
e Install and Enable Docker to be used by YARN 2.0
e Enable CUDA for the GPUs
e Enable GPU as a resource to the Docker Containers through NVIDIA-docker v1
e Enable GPU isolation and scheduling (with Docker Containers) through YARN 2.0
e Downloading a TensorFlow image from NVIDIA Cloud (NGC)
e Adding trusted registries for Docker for YARN 2.0

e Execute a sample TensorFlow job accessing data from Hadoop and running on a Docker container with GPU as a
resource scheduled by YARN 2.0

¢ Installation and setup of the above through Apache Ambari

Caveats and Limitations

The following is beyond the scope of this CVD and therefore is not addressed.

Docker Networking
YARN does not manage Docker networks or Docker multi-host networking. In the implementation of this CVD, container(s)
in one host cannot communicate with container(s) in another host.

e Docker Swarm and other docker container orchestration such as Kubernetes are not supported by HDP as they
might be competing with YARN

e This document considers TensorFlow or other Al applications in only standalone container spawned and scheduled
through YARN 2.0. Distributed TensorFlow and other framework support is expected in later release and will be
added as part of addendum

NVIDIA-Docker
e Asof this release of Hortonworks and this CVD, only nvidia-docker v1 is supported with HDP 3.0
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Many companies recognizing the immense potential of big data and Al/ML technology, are gearing-up to leverage these
new capabilities, building-out departments and increasing hiring. However, these efforts face a new set of challenges:

e Making the data available to the diverse set of people who need it

e Enabling access to high-performance computing resources, GPUs, that also scale with data growth
e Allowing people to work with the data using the environments in which they are familiar

e  Publishing their results so the organization can make use of it

e Enabling the automated production of those results

e Managing the data for compliance and governance

e Scaling the system as the data grows

e Managing and administering the system in an efficient, cost-effective way

This solution is based on the Cisco UCS Integrated Infrastructure for Big Data and Analytics and includes computing,
storage, connectivity, and unified management capabilities to help companies manage the immense amount of data being
collected. It is built on the Cisco Unified Computing System (Cisco UCS) infrastructure using Cisco UCS 6332 Series Fabric
Interconnects and Cisco UCS C-Series Rack Servers. This architecture is specifically designed for performance and linear
scalability for big data and machine learning workloads.

Audience

The intended audience of this document includes, but not limited to, sales engineers, field consultants, professional
services, IT managers, partner engineering and customers who want to deploy the Hortonworks Data Platform (HDP 3.0) on
Cisco UCS Integrated Infrastructure for Big Data and Analytics. You are assumed to have intermediate level of knowledge
for Apache Hadoop and Cisco UCS based scale-out infrastructure.

Purpose of this Document

This document describes the architecture and step by step guidelines of deployment procedures for Hortonworks Data
Platform (HDP) 3.0.1 on a 28-node Cisco UCS C240 M5 cluster based on Cisco UCS Integrated Infrastructure for Big Data
and Analytics.

Solution Summary

This CVD describes in detail the process for installing Hortonworks 3.0.1 with Apache Spark and Docker containers including
the configuration details of the cluster. The current version of Cisco UCS Integrated Infrastructure for Big Data and
Analytics offers the following configurations depending on the compute and storage requirements as shown in Table 1.

Table1  Cisco UCS Integrated Infrastructure for Big Data and Analytics Configuration Options

Performance Capacity High Capacity
(UCS-SP-C240M5-A2) (UCS-SPC240M5L-S1) (UCS-SP-S3260-BV)
Servers 16 x Cisco UCS C240 M5 Rack 16 x Cisco UCS C240 M5 Rack 8 x Cisco UCS S3260 Storage
Servers with SFF drives Servers with LFF drives Servers
CPU 2 x Intel Xeon Processor Scalable 2 x Intel Xeon Processor Scalable 2 x Intel Xeon Processor Scalable
Family 6132 (2 x 14 cores, 2.6 GHz) Family 4110 (2 x 8 cores, 2.1 GHz) Family 6132 (2 x 14 cores, 2.6
GHz)
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Performance Capacity High Capacity
(UCS-SP-C240M5-A2) (UCS-SPC240M5L-S1) (UCS-SP-S3260-BV)
Memory 6 x32 GB 2666 MHz (192 GB) 6 x32 GB 2666 MHz (192 GB) 6 x32 GB 2666 MHz (192 GB)
Boot M.2 with 2 x 240-GB SSDs M.2 with 2 x 240-GB SSDs M.2 with 2 x 240-GB SSDs
Storage 24 X 2.4 TB 20K rpm SFF SAS HDDs 12 x 8 TB 7.2Krpm LFF SAS HDDs + 2 | 24x6 TB 7.2K rpm LFF SAS
or12 x 1.6 TB Enterprise Value SATA | SFF rear hot-swappable 1.6 TB HDDs
SSDs Enterprise Value SATA SSDs
VIC 40 Gigabit Ethernet (Cisco UCS VIC 40 Gigabit Ethernet (Cisco UCS VIC 40 Gigabit Ethernet (Cisco UCS
1387) 1387) VIC 1387)
Storage Cisco 12-Gbps SAS Modular RAID Cisco 12-Gbps SAS Modular RAID Cisco 12-Gbps SAS Modular
Controller Controller with 4-GB flash-based Controller with 2-GB flash-based RAID Controller with 4-GB flash-
write cache (FBWC) or Cisco 12-Gbps | write cache (FBWC) or Cisco 12-Gbps | based write cache (FBWC)
Modular SAS Host Bus Adapter Modular SAS Host Bus Adapter
(HBA) (HBA)
Network Cisco UCS 6332 Fabric Interconnect Cisco UCS 6332 Fabric Interconnect Cisco UCS 6332 Fabric
Connectivity Interconnect

GPU (Optional)

2 x NVIDIA TESLA Vioo with 32G
memory each

2 x NVIDIA TESLA Vioo with 32G
memory each

Connectivity

Table 2 High Density GPU Nodes for Data Nodes
Starter High Performance
Servers 4 x Cisco UCS C480 Mg Rack Servers | 4 x Cisco UCS C480 ML Mg Rack
Servers

CPU 2 x Intel Xeon Processor Scalable 2 x Intel Xeon Processor Scalable
Family 6142 (2 x 16 cores, 2.6 GHz) Family 6142 (2 x 16 cores, 2.6 GHz)

Memory 12 x 32 GB DDR4 (384 GB) 12 x 32 GB DDR4 (384 GB)

Boot M.2 with 2 x 960-GB SSDs M.2 with 2 x 960-GB SSDs

Storage 24 x 1.8 TB 10K rpm SFF SAS HDDs 24 x 1.8 TB 10K rpm SFF SAS HDDs
or12 x 1.6 TB Enterprise Value SATA | ori12x1.6 TB Enterprise Value SATA
SSDs SSDs

VIC 40 Gigabit Ethernet (Cisco UCS VIC 40 Gigabit Ethernet (Cisco UCS VIC
1387) 1387)

Storage Cisco 12-Gbps SAS Modular RAID Cisco 12-Gbps SAS Modular RAID

Controller Controller with 4-GB flash-based Controller with 4-GB flash-based
write cache (FBWC) or Cisco 12-Gbps | write cache (FBWC) or Cisco 12-Gbps
Modular SAS Host Bus Adapter Modular SAS Host Bus Adapter
(HBA) (HBA)

Network Cisco UCS 6332 Fabric Interconnect Cisco UCS 6332 Fabric Interconnect

GPU

4 x NVIDIA TESLA V100 with 32G
memory each

8 x NVIDIA TESLA V100 with 32G
memory each and with NVlink

Figure 1 illustrates a 16-node starter cluster. The first rack (left) has 16 Cisco UCS C240 M5 servers. Each link in the figure
represents a 40 Gigabit Ethernet link from each of the 16 servers directly connected to a Fabric Interconnect. The second
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rack (right) has 8 x Cisco UCS C240 Mg servers and 4 x Cisco UCS C480 ML M5 Servers. Every server is connected to both
Fabric Interconnects.

‘& High density GPU servers have higher storage for OS M.2 drives for docker volumes on the OS drives.

Figure 1 Topology

2 X Cisco UCS 6332
Fabric Interconnect

16 x C240 M5
datanodes

8 x C240 M5 datanodes

-4 4 XxCisco UCS C480 ML each with
Compute:

8 x V100 NVIDIA GPU each with
32G memory

2 x6132 CPU
Storage:

24 x 2.4 TB SFF drives
Networking:

2 x40G
GPU node + datanode

'& Each Cisco UCS C480 ML M5 has 8 x NVIDIA SXM2 V100 32GB modules with NVLink interconnect. Each Cisco UCS
C240 M5 supports up to two PCle GPU adapters with NVIDIA Tesla V100. For more information about Cisco UCS C240
Ms Sever installation and GPU card configuration rules, go to
https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/c/hw/C240Ms/install/C240M5/C240Ms5 appendix 0101.
html

'& Power requirements per rack must be calculated since the exact values will change based on the power needs of the
GPUs.

‘ﬁ 2 x Cisco UCS 6454 Fabric Interconnects can also be used in this reference design. For more information about Cisco
UCS 6454 FI, go to https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/datasheet-c78-
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741116.html. Cisco UCS 6332 series Fl supports 40 Gb end-to-end and is a good choice for higher bandwidth and faster
connections. Cisco UCS 6454 can be considered, if you prefer to use 10/25Gb connections and get faster 40/100 Gb up-
links or move to 25Gb in the future.

Scaling the Solution

Figure 2 illustrates how to scale the solution. Each pair of Cisco UCS 6332 Fabric Interconnects has 28 Cisco UCS C240 Mg
servers connected to it. This allows for four uplinks from each Fabric Interconnect to the Cisco Nexus 9332 switch. Six pairs
of 6332 Fl's can connect to a single switch with four uplink ports each. With 28 servers per Fl, a total of 168 servers can be
supported. Additionally, the can scale to thousands of nodes with the Nexus 9500 series family of switches.

Figure 2 Scaling the Solution

Up to 6 FI pairs per switch
¢ 28 servers per Fl pair

* 168 total servers

11 total racks

2 Cisco Nexus 9332 [ o=

4 uplink ports .
per Fl pair

(40G links)

2 x Cisco UCS 6332
Fabric Interconnect

16 x C240 M5
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Cisco UCS Integrated Infrastructure for Big Data and Analytics

The Cisco UCS Integrated Infrastructure for Big Data and Analytics solution for Hortonworks Data Platform on Cisco UCS
Integrated Infrastructure for Big Data and Analytics, is a highly scalable architecture designed to meet a variety of scale-out
application demands with seamless data integration and management integration capabilities built using the components
described in this section.

Cisco Unified Computing System

Cisco Unified Computing System is a next-generation solution for blade and rack server computing. Cisco UCS integrates a
low-latency; lossless 10 and 40 Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture servers. Cisco
UCS is an integrated, scalable, multi-chassis platform in which all resources participate in a unified management domain.
Cisco UCS accelerates the delivery of new services simply, reliably, and securely through end-to-end provisioning and
migration support for both virtualized and non-virtualized systems. Cisco UCS fuses access layer networking and servers.
This high-performance, next-generation server system provides a data center with a high degree of workload agility and
scalability.

Cisco UCS 6300 Series Fabric Interconnects

Cisco UCS 6300 Series Fabric Interconnects provide high-bandwidth, low-latency connectivity for servers, with integrated,
unified management provided for all connected devices by Cisco UCS Manager (UCSM). Deployed in redundant pairs, Cisco
fabric interconnects offer the full active-active redundancy, performance, and exceptional scalability needed to support the
large number of nodes that are typical in clusters serving big data applications. Cisco UCS Manager enables rapid and
consistent server configuration using service profiles, automating ongoing system maintenance activities such as firmware
updates across the entire cluster as a single operation. Cisco UCS Manager also offers advanced monitoring with options to
raise alarms and send notifications about the health of the entire cluster.

The Cisco UCS 6300 series Fabric interconnects are a core part of Cisco UCS, providing low-latency, lossless 10 and 40
Gigabit Ethernet, Fiber Channel over Ethernet (FCoE), and Fiber Channel functions with management capabilities for the
entire system. All servers attached to Fabric interconnects become part of a single, highly available management domain.

Figure 3 Cisco UCS 6332 UP 32 -Port Fabric Interconnect
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Cisco UCS C-Series Rack-Mount Servers

Cisco UCS C-Series Rack-Mount Servers keep pace with Intel Xeon processor innovation by offering the latest processors
with increased processor frequency and improved security and availability features. With the increased performance
provided by the Intel Xeon Scalable Family Processors, Cisco UCS C-Series servers offer an improved price-to-performance
ratio. They also extend Cisco UCS innovations to an industry-standard rack-mount form factor, including a standards-based
unified network fabric, Cisco VN-Link virtualization support, and Cisco Extended Memory Technology.

It is designed to operate both in standalone environments and as part of Cisco UCS managed configuration, these servers
enable organizations to deploy systems incrementally—using as many or as few servers as needed—on a schedule that best
meets the organization’s timing and budget. Cisco UCS C-Series servers offer investment protection through the capability
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to deploy them either as standalone servers or as part of Cisco UCS. One compelling reason that many organizations prefer
rack-mount servers is the wide range of /O options available in the form of PCle adapters. C-Series servers support a broad
range of I/O options, including interfaces supported by Cisco and adapters from third parties.

Cisco UCS C240 Mg Rack-Mount Server
The Cisco UCS C240 M5 Rack-Mount Server (Figure 4) is a 2-socket, 2-Rack-Unit (2RU) rack server offering industry-leading
performance and expandability. It supports a wide range of storage and I/O-intensive infrastructure workloads, from big
data and analytics to collaboration. Cisco UCS C-Series Rack Servers can be deployed as standalone servers or as part of a
Cisco Unified Computing System managed environment to take advantage of Cisco’s standards-based unified computing
innovations that help reduce customers’ Total Cost of Ownership (TCO) and increase their business agility.

In response to ever-increasing computing and data-intensive real-time workloads, the enterprise-class Cisco UCS C240 M5
server extends the capabilities of the Cisco UCS portfolio in a 2RU form factor. It incorporates the Intel Xeon Scalable
processors, supporting up to 20 percent more cores per socket, twice the memory capacity, and five times more

Non-Volatile Memory Express (NVMe) PCl Express (PCle) Solid-State Disks (5SDs) compared to the previous generation of
servers. These improvements deliver significant performance and efficiency gains that will improve your application
performance. The Cisco UCS C240 Mg delivers outstanding levels of storage expandability with exceptional performance,
along with the following:

e Latest Intel Xeon Scalable CPUs with up to 28 cores per socket
e Upto 24 DDR4 DIMMs for improved performance

e Upto 26 hot-swappable Small-Form-Factor (SFF) 2.5-inch drives, including 2 rear hot-swappable SFF drives (up to 10
support NVMe PCle SSDs on the NVMe-optimized chassis version), or 12 Large-Form- Factor (LFF) 3.5-inch drives
plus 2 rear hot-swappable SFF drives

e  Support for 12-Gbps SAS modular RAID controller in a dedicated slot, leaving the remaining PCle Generation 3.0
slots available for other expansion cards

e  Modular LAN-On-Motherboard (mLOM) slot that can be used to install a Cisco UCS Virtual Interface Card (VIC)
without consuming a PCle slot, supporting dual 10- or 40-Gbps network connectivity

e Dual embedded Intel x550 10GBASE-T LAN-On-Motherboard (LOM) ports

e Modular M.2 or Secure Digital (SD) cards that can be used for boot

Figure 4 Cisco UCS C240 M5 Rack-Mount Server — Front View
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Figure 5 Cisco UCS C240 M5 Rack-Mount Server — Rear View

Cisco UCS C480 M5 Rack-Mount Server

The Cisco UCS C480 M5 Rack-Mount Server is a storage and I/O-optimized enterprise-class rack-mount server that delivers
industry-leading performance for in-memory databases, big data analytics, virtualization, Virtual Desktop Infrastructure
(VDI), and bare-metal applications. The Cisco UCS C480 M5 (Figure 6) delivers outstanding levels of expandability and
performance for standalone or Cisco Unified Computing System managed environments in a 4RU form-factor. Because of
its modular design, you pay for only what you need. It offers these capabilities:

e Latest Intel Xeon Scalable processors with up to 28 cores per socket and support for two-or four-processor
configurations

e 2666-MHz DDR4 memory and 48 DIMM slots for up to 6 Terabytes (TB) of total memory
e 12 PCl Express (PCle) 3.0 slots

—  Sixx 8 full-height, full length slots

—  Six x16 full-height, full length slots

e Flexible storage options with support up to 32 Small-Form-Factor (SFF) 2.5-inch, SAS, SATA, and PCle NVMe disk
drives

e  (Cisco 12-Gbps SAS Modular RAID Controller in a dedicated slot
e Internal Secure Digital (SD) and M.2 boot options

e Dual embedded 10 Gigabit Ethernet LAN-On-Motherboard (LOM) ports

Figure 6 Cisco UCS C480 M5 Rack-Mount Server — Front View
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Figure 7 Cisco UCS C480 M5 Rack-Mount Server — Rear View
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For more information about Cisco UCS C480 M5 Rack Server, go to:
https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/datasheet-c78-

739291.html

Cisco UCS C480 ML M5 Rack Server

The Cisco UCS C480 ML M5 Rack Server is a purpose-built server for Deep Learning. It is storage and I/O optimized to
deliver an industry-leading performance for training Models. The Cisco UCS C480 ML Mg delivers outstanding levels of
storage expandability and performance options for standalone or Cisco Unified Computing System managed environments
in a 4RU form factor. Because of its modular design, you pay for only what you need. It offers these capabilities:

e 8 NVIDIA SXM2 V100 32G modules with NVLink interconnect

e Latest Intel Xeon Scalable processors with up to 28 cores per socket and support for two processor configurations
e 2666-MHz DDR4 memory and 24 DIMM slots for up to 3 terabytes (TB) of total memory

e 4 PClExpress (PCle) 3.0 slots for 100G UCS VIC 1495

e  Flexible storage options with support for up to 24 Small-Form-Factor (SFF) 2.5-inch, SAS/SATA Solid-State Disks
(SSDs) and Hard-Disk Drives (HDDs)

e Upto 6 PCle NVMe disk drives
e  Cisco 12-Gbps SAS Modular RAID Controller in a dedicated slot
e M.2 boot options

e Dual embedded 10 Gigabit Ethernet LAN-On-Motherboard (LOM) ports
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Figure 8 Cisco UCS C480 ML M5 Purpose Built Deep Learning Server — Front View
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For more information about Cisco UCS C480 ML Mg Server, go to:
https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/c48oms-

specsheet-ml-ms-server.pdf

Table 3 lists the features and benefits of Cisco UCS C480 ML M5 Server.

Table 3

Feature and Benefits for Cisco UCS C480 ML Mg Server

Feature

Benefits

8 x NVIDIA SXM2 V100 32GB modules with NVLink interconnect

Fast Deep Learning model training

Modular storage support with up to 24 front accessible hot-
swappable Hard Disk Drives (HDDs) and Solid-State Disks (SSDs)

Modularity to right-size storage options to match training
requirements Flexibility to expand as storage needs increase

High-capacity memory support of up to 3 TB using 128-GB DIMMs

Large memory footprint to deliver performance and capacity for
large model training

Up to 6 PCle NVMe drives

Up to 6 Gen3 x4 lanes NVMe drives for extreme 1/O performance
for faster model training

Support for up to 4 PCle Generation 3.0 slots

Support for up to four 10/25 or 40/100G Cisco VICs

Hot-swappable, redundant power supplies

Increased high availability
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Feature Benefits
Integrated dual 10-Gbps Ethernet Increased network I/O performance and additional network
options

Cisco UCS Virtual Interface Cards

Cisco UCS Virtual Interface Cards (VICs) are unique to Cisco. Cisco UCS Virtual Interface Cards incorporate next-generation
converged network adapter (CNA) technology from Cisco and offer dual 20- and 40-Gbps ports designed for use with Cisco
UCS servers. Optimized for virtualized networking, these cards deliver high performance and bandwidth utilization, and
support up to 256 virtual devices.

The Cisco UCS Virtual Interface Card 1387 offers dual-port Enhanced Quad Small Form-Factor Pluggable (QSFP+) 40
Gigabit Ethernet and Fiber Channel over Ethernet (FCoE) in a modular-LAN-on-motherboard (mLOM) form factor. The
mLOM slot can be used to install a Cisco VIC without consuming a PCle slot providing greater /O expandability.

Figureazo  Cisco UCS VIC 1387

For more information about Cisco UCS Adapters, go to: https://www.cisco.com/c/en/us/products/interfaces-
modules/unified-computing-system-adapters/index.html

Cisco UCS Manager

Cisco UCS Manager (UCSM) resides within the Cisco UCS 6300 Series Fabric Interconnect. It makes the system self-aware
and self-integrating, managing all of the system components as a single logical entity. Cisco UCS Manager can be accessed
through an intuitive GUI, a CLI, or an XML API. Cisco UCS Manager uses service profiles to define the personality,
configuration, and connectivity of all resources within Cisco UCS, radically simplifying provisioning of resources so that the
process takes minutes instead of days. This simplification allows IT departments to shift their focus from constant
maintenance to strategic business initiatives.

For more information about Cisco UCS Manger, go to: https://www.cisco.com/c/en/us/products/servers-unified-
computing/ucs-manager/index.html
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NVIDIA GPU

Graphics Processing Units or GPUs are specialized processors designed to render images, animation and video for
computer displays. They perform this task by running many operations simultaneously. While the number and kinds of
operations they can do are limited, they make up for it by being able run many thousands in parallel. As the graphics
capabilities of GPUs increased, it soon became apparent that the massive parallelism of GPUs could be put to other uses
beside rendering graphics.

NVIDIA GPU used in this document, NVIDIA Tesla Voo, is advanced data center GPU built to accelerate Al, HPC, and
graphics. It is powered by NVIDIA Volta architecture, comes in 16 and 32 GB configurations.

NVIDIA GPUs bring two key advantages to the table. First, they make possible solutions that were simply not
computationally possible before. Second, by providing the same processing power as scores of traditional CPUs they
reduce the requirements for rack space, power, networking and cooling in the data center.

NVIDIA CUDA

GPUs are very good at running the same operation on different data simultaneously. This is often referred to as single
instruction, multiple data, or SIMD. This is exactly what's needed to render graphics but many other computing problems
can benefit from this approach. As a result, NVIDIA created CUDA. CUDA is a parallel computing platform and
programming model that makes it possible to use a GPU for many general-purpose computing tasks via commonly used
programming languages like C and C++.

In addition to the general-purpose computing capabilities that CUDA enables there is also a special CUDA library for deep
learning called the CUDA Deep Neural Network library, or cuDNN. cuDNN makes it easier to implement deep machine
learning architectures that take full advantage of the GPU’s capabilities.

Hortonworks Data Platform

The Hortonworks Data Platform (HDP 3.0.1) delivers essential capabilities in a completely open, integrated and tested
platform that is ready for enterprise usage. With Hadoop YARN at its core, HDP provides flexible enterprise data processing

across a range of data processing engines, paired with comprehensive enterprise capabilities for governance, security and
operations.

All the integration of the entire solution is thoroughly tested and fully documented. By taking the guesswork out of building
out a Hadoop deployment, HDP gives a streamlined path to success in solving real business problems.

Hortonworks Data Platform (HDP) 3.0 delivers significant new features, including the ability to launch apps in a matter of
minutes and address new use cases for high-performance deep learning and machine learning apps. In addition, this new
version of HDP enables enterprises to gain value from their data faster, smarter, in a hybrid environment.

Apache Ambari

Apache Ambari is a completely open source management platform. It performs provisioning, managing, securing, and
monitoring Apache Hadoop clusters. Apache Ambari is a part of Hortonworks Data Platform and it allows enterprises to
plan and deploy HDP cluster. It also provides ongoing cluster maintenance and management.

Ambari provides an intuitive Web Ul as well as an extensive REST API framework which is very useful for automating cluster
operations.

Below are the core benefits that Hadoop operators get with Ambari:

e Simplified Installation, Configuration and Management. Easily and efficiently create, manage and monitor clusters
at scale. Takes the guesswork out of configuration with Smart Configs and Cluster Recommendations. Enables
repeatable, automated cluster creation with Ambari Blueprints.
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Centralized Security Setup. Reduce the complexity to administer and configure cluster security across the entire
platform. Helps automate the setup and configuration of advanced cluster security capabilities such as Kerberos

and Apache Ranger.

Full Visibility into Cluster Health. Ensure your cluster is healthy and available with a holistic approach to monitoring.
Configures predefined alerts — based on operational best practices — for cluster monitoring. Captures and visualizes
critical operational metrics — using Grafana — for analysis and troubleshooting. Integrated with Hortonworks
SmartSense for proactive issue prevention and resolution.

Highly Extensible and Customizable. Fit Hadoop seamlessly into your enterprise environment. Highly extensible
with Ambari Stacks for bringing custom services under management, and with Ambari Views for customizing the
Ambari Web UL.

HDP for Data Access

With YARN at its foundation, HDP provides a range of processing engines that allow users to interact with data in multiple

and parallel ways, without the need to stand up individual clusters for each data set/application. Some applications require
batch while others require interactive SQL or low-latency access with NoSQL. Other applications require search, streaming
or in-memory analytics. Apache Solr, Storm and Spark fulfill those needs respectively.

To function as a true data platform, the YARN-based architecture of HDP enables the widest possible range of access
methods to coexist within the same cluster avoiding unnecessary and costly data silos.

As shown in Figure 11, HDP Enterprise natively provides for the following data access types:

Batch — Apache MapReduce has served as the default Hadoop processing engine for years. It is tested and relied
upon by many existing applications.

Interactive SQL Query - Apache Hive is the de facto standard for SQL interactions at petabyte scale within Hadoop.
Hive delivers interactive and batch SQL querying across the broadest set of SQL semantics.

Search - HDP integrates Apache Solr to provide high-speed indexing and sub-second search times across all your
HDFS data.

Scripting - Apache Pig is a scripting language for Hadoop that can run on MapReduce or Apache Tez, allowing you to
aggregate, join and sort data.

Low-latency access via NoSQL - Apache HBase provides extremely fast access to data as a columnar format, NoSQL
database. Apache Accumulo also provides high-performance storage and retrieval, but with fine-grained access
control to the data.

Streaming - Apache Storm processes streams of data in real time and can analyze and take action on data as it flows
into HDFS.
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Figureaa ~ YARN

DATA ACCESS
Batch Script saL NoSQL Stream Search Others
Map Pig Hive/Tez HBase Storm Solr In-Memory
Reduce HCatalog Accumulo Analytics
ISV Engines

YARN : Data Operating System

Docker Containerization

Hortonworks Data Platform (HDP 3.0) makes use of container technology. Containers are conceptually similar to virtual
machines, but instead of virtualizing the hardware, a container virtualizes the operating system. With a VM there is an
entire operating system sitting on top of the hypervisor. Containers dispense with this time-consuming and resource
hungry requirement by sharing the host system'’s kernel. As a result, a container is far smaller, and its lightweight nature
means they can be instantiated quickly. In fact, they can be instantiated so quickly that new application architectures are
possible.

Docker is an open-source project that performs operating-system-level virtualization, also known as "containerization." It
uses Linux kernel features like namespaces and control groups to create containers. These features are not new, but Docker
has taken these concepts and improved them in the following ways:

Ease of use: Docker makes easier for anyone—developers, systems admins, architects and others—to take
advantage of containers in order to quickly build and test portable applications. It allows anyone to package an
application on their development system, which can then run unmodified on any cloud or bare metal server. The
basic idea is to create a “build once, run anywhere” system.

Speed: Docker containers are very fast with a small footprint. Ultimately, containers are just sandboxed
environments running on the kernel, so they take up few resources. You can create and run a Docker container in
seconds. Compare this to a VM which takes much longer because it has to boot up a full virtual operating system
every time.

Modularity: Docker makes it easy to take an application and breaks its functionality into separate individual
containers. These containers can then be spun up and run as needed. This is particularly useful for cases where an
application needs to hold and lock a particular resource, like a GPU, and then release it once it's done using it.
Modularity also enables each component, i.e., container to be updated independently.

Scalability: modularity enables scalability. With different parts of the system running in different containers it
becomes possible, and with Docker, it becomes easy to connect these containers together to create an application,
which can then be scaled out as needed.

YARN Support For Docker

Containerization provides YARN support for Docker containers, which makes it easier to bundle libraries and dependencies
along with their application, allowing third-party applications to run on Apache Hadoop (for example, containerized
applications), enabling:

Faster time to deployment by enabling third-party apps.
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e The ability to run multiple versions of an application, enabling users to rapidly create features by developing and
testing new versions of services without disrupting old ones.

e Improved resource utilization and increased task throughput for containers, yielding faster time to market for
services.

e Orchestration of stateless distributed applications.
e Packaging libraries for Spark application, eliminating the need for operations to deploy those libraries cluster wide.

Figure12  Containerized Application on Apache Hadoop YARN 3.1
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As shown in Figure 12, YARN Services Framework in addition with Docker containerization, it is now possible to run both
existing Hadoop frameworks, such as Hive, Spark, etc., and new containerized workloads on the same underlying
infrastructure. Apache Hadoop 3.1 further improved these capabilities to enable advanced use cases such as TensorFlow
and HBase.

NVIDIA Docker

Docker containers are platform-agnostic, but also hardware-agnostic. This presents a problem when using specialized
hardware such as NVIDIA GPUs which require kernel modules and user-level libraries to operate. As a result, Docker does
not natively support NVIDIA GPUs within containers.

One of the early workarounds to this problem was to fully install the NVIDIA drivers inside the container and map in the
character devices corresponding to the NVIDIA GPUs (for example, /dev/nvidiao) on launch. This solution is brittle because
the version of the host driver must exactly match the version of the driver installed in the container. This requirement
drastically reduced the portability of these early containers, undermining one of Docker’s more important features.

To enable portability in Docker images that leverage NVIDIA GPUs, NVIDIA developed nvidia-docker, an open-source
project hosted on GitHub that provides the two critical components needed for portable GPU-based containers:

driver-agnostic CUDA images; and a Docker command line wrapper that mounts the user mode components of the driver
and the GPUs (character devices) into the container at launch.
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nvidia-docker is essentially a wrapper around the docker command that transparently provisions a container with the
necessary components to execute code on the GPU.

'ﬁ As of the publishing of this CVD, Hortonworks only supports nvidia-docker version 1.

GPU Pooling and Isolation

GPU pooling and isolation allows GPU to be a first-class resource type in Hadoop, making it easier for customers to run
machine learning and deep learning workloads.

e Compute-intensive analytics require not only a large compute pool, but also a fast and expensive processing pool
with GPUs in tandem

e  Customers can share cluster-wide GPU resources without having to dedicate a GPU node to a single tenant or
workload

e GPUisolation dedicates a GPU to an application so that no other application has access to that GPU

When it comes to resource scheduling, it is important to recognize GPU as a resource. YARN extends the resource model to
more flexible mode which makes it easier to add new countable resource-types. When GPU is added as resource type,
YARN can schedule applications on GPU machines. Furthermore, by specifying the number of requested GPU to containers,
YARN can find machines with available GPUs to satisfy container requests.

Figure13  YARN Scheduling for GPU/Non-GPU Applications
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'ﬁ When GPU scheduling is enabled, YARN can schedule non-GPU applications such as LLAP, Tez, and etc. to servers
without GPU. Moreover, YARN can allocate GPU applications such as TensorFlow, Caffe, MXNet, and so on, to servers
with GPU.

Red Hat Ansible Automation

Red Hat Ansible Automation is a powerful IT automation tool. It is capable of provisioning numerous types of resources and
deploying applications. It can configure and manage devices and operating system components. Due to its simplicity,
extensibility, and portability, this solution extensively utilizes Ansible for performing repetitive deployment steps across the
nodes.

'ﬂ For more information about Ansible, go to: https://www.redhat.com/en/technologies/management/ansible
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Requirements

This CVD describes the architecture and deployment procedures for Hortonworks Data Platform (HDP) 3.0.1 on a 28 Cisco
UCS C240 M5 node cluster based on Cisco UCS Integrated Infrastructure for Big Data and Analytics. The solution goes into
detail configuring HDP 3.0.1 on the Cisco UCS Integrated infrastructure for Big Data. In addition, it also details the
configuration for Hortonworks Dataflow for various use cases.

The cluster configuration consists of the following:
e 2 (Cisco UCS 6332UP Fabric Interconnects
e 24 Cisco UCS C240 M5 Rack-Mount servers
e 4 Cisco UCS C480 ML Mg Rack-Mount server
e 8 NVIDIA GPU in each Cisco UCS C480 ML M5
e 2 Cisco R42610 standard racks

e 4 Vertical Power distribution units (PDUs) (Country Specific) per rack

Rack and PDU Configuration

Each rack consists of two vertical PDUs. The first rack consists of two Cisco UCS 6332UP Fabric Interconnects, 16 Cisco UCS
C240 Mg Rack Servers connected to each of the vertical PDUs for redundancy; thereby ensuring availability during power
source failure. The second rack consists of 8 Cisco UCS C240 M5 Servers and 4 Cisco UCS C480 ML M5 connected to each of
the vertical PDUs for redundancy; thereby ensuring availability during power source failure, similar to the first rack.

# Please contact your Cisco representative for country specific information.

Table 4 Port Configuration on Fabric Interconnects

Port Type Port Number
Network 29-32
Server 1-28

Cabling for Cisco UCS C240 M5

The Cisco UCS C240 Mg rack server is equipped with 2 x Intel Xeon Processor Scalable Family 6132 (2 x 14 cores, 2.6 GHz),
192 GB of memory, Cisco UCS Virtual Interface Card 1387 Cisco 12-Gbps SAS Modular Raid Controller with 4-GB FBWC, 26 x
1.8 TB 20K rpm SFF SAS HDDs or 12 x 1.6 TB Enterprise Value SATA SSDs, M.2 with 2 x 240-GB SSDs for Boot.

Figure 14 illustrates the port connectivity between the Fabric Interconnect, and Cisco UCS C240 M5 server. Sixteen Cisco
UCS C240 Mg servers are used in Master rack configurations.
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Figure14  Cisco UCS C240 M5 and 6300 Series Fabric Interconnect Port Connectivity
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For information about physical connectivity and single-wire management go to:

https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/c-series integration/ucsm3-2/b C-Series-
Integration_UCSM3-2/b_C-Series-Integration_UCSM3-2_chapter_o1o.htm|?bookSearch=true

For more information about physical connectivity illustrations and cluster setup, go to:

https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/c-series_integration/ucsm3-2/b C-Series-
Integration_UCSM3-2/b_C-Series-Integration_UCSM3-2_chapter_o1o.html?bookSearch=true

Software Distributions and Versions

The software distributions required versions are listed below.

Hortonworks Data Platform (HDP 3.0.1)

The Hortonworks Data Platform supported is HDP 3.0.1. For more information, go to: http://www.hortonworks.com.

Red Hat Enterprise Linux (RHEL)

The operating system supported is Red Hat Enterprise Linux 7.5. For more information, go to: http://www.redhat.com.

Software Versions

The software versions tested and validated in this document are shown in Table .

Table5  Software Versions

Layer Component Version or Release

Cisco UCS C240 Mg C240M5.4.0.2a
Compute

Cisco UCS C480 ML Mg

Cisco UCS 6332 UCS 4.0(2a)
Network

Cisco UCS VICa1387 Firmware 4.3(2a)
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Layer Component Version or Release
Cisco UCS VIC1387 Driver 3.1.137.5
SAS Expander 65.02.15.00
Storage
Cisco 12G Modular Raid controller 50.6.0-1952
Red Hat Enterprise Linux Server 7.5
Cisco UCS Manager £4.0(2a)
Software HDP 3.0.1
Docker 1.13.1
Ansible 2.4.6.0
Nvidia-docker 1.0.1
CUDA 9.2
GPU
NVIDIA GPU Driver 396.44

ﬂ The latest drivers can be downloaded from this link:

https://software.cisco.com/download/home/283862063/type/283853158/release/3.1%25283%2529.

# The latest supported RAID controller driver is already included with the RHEL 7.5 operating system.

ﬂ Cisco UCS C240 Mg Rack Servers with Intel Scalable Processor Family CPUs are supported from Cisco UCS firmware 3.2

onwards.

Fabric Configuration

This section provides the details to configure a fully redundant, highly available Cisco UCS 6332 fabric configuration. The

following is the high-level workflow to setup Cisco UCS:

e Initial setup of the Fabric Interconnect A and B

e Connect to Cisco UCS Manager using virtual IP address of using the web browser

e Launch Cisco UCS Manager
e Enable server and uplink ports
e Start discovery process

e Create pools and polices for service profile template
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e Create Service Profile template
e Create service profile for each server from service profile template

e Associate Service Profiles to serverssg

Perform Initial Setup of Cisco UCS 6332 Fabric Interconnects

This section describes the initial setup of the Cisco UCS 6332 Fabric Interconnects A and B.

Configure Fabric Interconnect A

To configure Fabric Interconnect A, follow these steps:

1. Connect to the console port on the first Cisco UCS 6332 Fabric Interconnect.

2. Atthe prompt to enter the configuration method, enter console to continue.

3. Ifasked to either perform a new setup or restore from backup, enter setup to continue.
4. Enter y to continue to set up a new Fabric Interconnect.

5. Enter y to enforce strong passwords.

6. Enterthe password for the admin user.

7. Enter the same password again to confirm the password for the admin user.

8. When asked if this fabric interconnect is part of a cluster, answer y to continue.

9. Enter A for the switch fabric.

10. Enter the cluster name for the system name.

11. Enter the Mgmto IPv4 address.

12. Enter the Mgmto IPv4 netmask.

13. Enterthe IPv4 address of the default gateway.

14. Enterthe cluster IPv4 address.

15. To configure DNS, answer y.

16. Enterthe DNS IPv4 address.

17. Answer y to set up the default domain name.

18. Enter the default domain name.

19. Review the settings that were printed to the console, and if they are correct, answer yes to save the configuration.

20. Wait for the login prompt to make sure the configuration has been saved.
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Configure Fabric Interconnect B

To configure Fabric Interconnect B, follow these steps:

1.

7-

Connect to the console port on the second Cisco UCS 6332 Fabric Interconnect.
When prompted to enter the configuration method, enter console to continue.

The installer detects the presence of the partner Fabric Interconnect and adds this fabric interconnect to the cluster.
Enter y to continue the installation.

Enter the admin password that was configured for the first Fabric Interconnect.
Enter the Mgmto IPv4 address.
Answer yes to save the configuration.

Wait for the login prompt to confirm that the configuration has been saved.

For more information about configuring Cisco UCS 6332 Series Fabric Interconnect, go to:

https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/ucs-manager/GUI-User-Guides/Getting-Started/3-

2/b_ UCSM_Getting_Started Guide 3 2/b UCSM_Getting Started Guide 3 2 chapter o0100.html

Log Into Cisco UCS Manager

To log into Cisco UCS Manager, follow these steps:

1.

Open a Web browser and navigate to the Cisco UCS 6332 Fabric Interconnect cluster address.
Click the Launch link to download the Cisco UCS Manager software.

If prompted to accept security certificates, accept as necessary.

When prompted, enter admin for the username and enter the administrative password.

Click Logintolog in to the Cisco UCS Manager.

Upgrade Cisco UCS Manager Software to Version 4.0(2a)

This document assumes the use of UCS 4.0(2a). Refer to the Cisco UCS 4.0 Release (upgrade Cisco UCS Manager software
and UCS 6332 Fabric Interconnect software to version 4.0(2a). Also, make sure the Cisco UCS C-Series version 4.0(2a)
software bundles are installed on the Fabric Interconnects.

.S

Upgrading Cisco UCS firmware is beyond the scope of this document. However for complete Cisco UCS Install and Up-
grade Guides, go to: https://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-manager/products-
installation-guides-list.html

Add a Block of IP Addresses for KVM Access

To create a block of KVM IP addresses for server access in the Cisco UCS environment, follow these steps:

1.

Select the LAN tab at the top of the left window.
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2. Select Pools > root > IpPools > Ip Pool ext-mgmt.
3. Right-click IP Pool ext-mgmt.
4. SelectCreate Block of IPv4 Addresses.

Figure1;  Adding a Block of IPv4 Addresses for KVM Access Part 1
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5. Enterthe starting IP address of the block and number of IPs needed, as well as the subnet and gateway information.

Figure16  Adding Block of IPv4 Addresses for KVM Access Part 2
Create Block of IPv4 Addresses

Fraorm S 10311 Size C| 28 -
Subnet Mask ; 2352332550 Default Gateway : | (10.13.1.1
Primary DHS ;. |0.0.0.0 Secondary DMS . |0.0.00

6. Click OK to create the IP block.

7. Click OK in the message box.

Enable Uplink Ports

To enable uplinks ports, follow these steps:

1. Selectthe Equipment tab on the top left of the window.
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2. SelectEquipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed
Module.

3. ExpandtheUnconfigured Ethernet Ports section.

4. Select port 29-32 that is connected to the uplink switch, right-click, then select Reconfigure > Configure as Uplink Port.
5. Select Show Interface and select 40GB for Uplink Connection.

6. A pop-up window appears to confirm your selection. Click Yes then OK to continue.

7. SelectEquipment > Fabric Interconnects > Fabric Interconnect B (subordinate) >
Fixed Module.

8. Expandthe Unconfigured Ethernet Ports section.

9. Selectport number 29-32, whichisconnected to the uplink switch, right-click, then select Reconfigure >
Configure as Uplink Port.

10. Select Show Interface and select 40GB for Uplink Connection.
11. A pop-up window appears to confirm your selection. Click Yes then OK to continue.

Figure17  Enabling Uplink Ports Part1

All > Foasi i i Fahricloh i Fabri
Disable
Port 22
Port 23 Configure as Uplink Port
Port 24 Configure as FCoE Uplink Port
Port 25 Configure as FCoE Storage Port
Port 26 Configure as Appliance Port 1
Port 27 Unconfigure
Port 28
Port 29
Port 30 7
—
Disable Port
Port 32

Reconfigure v
» FC Ports Unconfigure

» PSUs Show Interface

» Fabric Interconnect B [subordinate)
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Figure1y  Enabling Uplink Ports Part2
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Figure 18  Enabling Uplink Ports Part 3
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Configure VLANs

VLANSs are configured as in shown in Table 6.

Table6  VLAN Configurations
VLAN NIC Port Function
VLAN13 etho Data

The NIC will carry the data traffic from VLAN13. A single vNIC is used in this configuration and the Fabric Failover feature in
Fabric Interconnects will take care of any physical port down issues. It will be a seamless transition from an application
perspective.

To configure VLANSs in the Cisco UCS Manager GUI, follow these steps:

1. Selectthe LAN tab in the left pane in the UCSM GUI.
2. Select LAN > LAN Cloud > VLANS.
3. Right-click the VLANSs under the root organization.

4. SelectCreate VLANSs to create the VLAN.
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Figure1g  Creatinga VLAN
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Enter vlani13 for the VLAN Name.

Keep multicast policy as <not set>.

Select Common/Global forvlani6.

Enter13inthe VLAN IDs field forthe Create VLAN IDs.
Click OK and then, click Finish.

10. Click OK in the success message box.

Figure 20  Creating VLAN for Data
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VLAN IDs : ‘ 13 ‘

Sharing Type : |-:_":l_,':-None () Primary () Isolated (» Community

11. Click OK and then click Finish.
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Enable Server Ports

To enable server ports, follow these steps:

1.

9.

Select the Equipment tab on the top left of the window.

SelectEquipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed
Module.

Expand the Unconfigured Ethernet Ports section.

Select all the ports that are connected to the Servers right-click them and select Reconfigure > Configure as
a Server Port.

A pop-up window appears to confirm your selection. Click Yes then OK to continue.
Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.
Expand the Unconfigured Ethernet Ports section.

Select all the ports that are connected to the Servers right-click them, and select Reconfigure > Configure as
a Server Port.

A pop-up window appears to confirm your selection. Click Yes, then OK to continue.

Figure 21 Enabling Server Ports
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After the Server Discovery, Port 29-32 will be a Network Port and 1-28 will be Server Ports.
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Figure 22 Ports Status after the Server Discover
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Create Pools for Service Profile Templates

Create an Organization

Organizations are used as a means to arrange and restrict access to various groups within the IT organization, thereby
enabling multi-tenancy of the compute resources. This document does not assume the use of Organizations; however, the
necessary steps are provided for future reference.

To configure an organization within the Cisco UCS Manager GUI, follow these steps:

1. ClickQuick Action icon onthe top right cornerinthe right pane inthe Cisco UCS Manager GUI.
2. SelectCreate Organization from the options

3. Enter aname for the organization.

4. (Optional) Enter a description for the organization.

5. Click OK.

6. Click OK in the success message box.

asco  UCS Manager

Create Service Profile

‘% All . Servers Create Service Profile (expert)
‘

ﬂ » ucs-11 srviceEroms Create VLANs

» ucs-12 n Faled Active Passwve Disassocisted Pending Hierarchical Pending Activities Create VSAN
a5 » uce-13 Y Advarced Fler 4 Bxport 4 Print SHSES e
= » uce-14 Name User Label Overall Status Assoc State Server

ot Service Profile uce-1 * o ¥ Associsted
Pevone * o * Associated

» uce-17 1 & o + e
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Create Organization ? X

Name . ucy

Description :

< -

Create MAC Address Pools

To create MAC address pools, follow these steps:

1. Selectthe LAN tab on the left of the window.

2. Select Pools > root > MAC Pools

3. Right-click MAC Pools under the root organization.

4. SelectCreate MAC Pool to create the MAC address pool. Enter ucs for the name of the MAC pool.
5. (Optional) Enter a description of the MAC pool.

6. Select Assignment Order Sequential.

7. Click Next.

8. C(lickadd.

9. Specify a starting MAC address.

10. Specify a size of the MAC address pool, which is sufficient to support the available server resources.

11. Click OK.
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e ¢ LAN / Pools / root / MAC Pools
MAC Pools
» vNIC Templates
» Sub-Organizetions + ~— TYeAdvanced Fiker 4 Expon
v Pools Name
v root (5 MAC Pool default

v IP Pools I MAC Pool ucs

» |P Pool ext-mamt

» IP Poadl iscsi-initiator-poal

MAC Pools

| Create MAC Pool

» Sub-Organizations

v Traffic Monitoring Sessions

» Fabric A
» Fabric B
Create MAC Pool 2 X
Define Name and Description Narme . |ucs
Description :
Add MAC Addresses .
Assignment Order: | Default e Sequential
Next > Cancel

Figure 23 Specifying first MAC Address and Size
Create a Block of MAC Addresses ? X

First MAC Address:  00:25B500:00.00 Size: |51 s

To ensure unigueness of MACs in the LAN fakbric, you are strongly encouraged to use the following
MAC prefoc
00:25:B5 nox:oeoc

12. Click Finish.
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Create MAC Pool ) X
Define Name and Description 4+ = Y, Advanced Fiter 4 BExport A Print {}
Name From To
[00:25:85:00:00: 00:25:B5 00:00:00 0025:B5:00:01:FF

+) Add 0

< -

13. When the message box displays, click OK.

Create MAC Pool
X

\v/ Successfully created MAC Pool ucs.

OK

Create a Server Pool

A server pool contains a set of servers. These servers typically share the same characteristics. Those characteristics can be
their location in the chassis, or an attribute such as server type, amount of memory, local storage, type of CPU, or local
drive configuration. You can manually assign a server to a server pool or use server pool policies and server pool policy
qualifications to automate the assignment.

To configure the server pool within the Cisco UCS Manager GUI, follow these steps:

1. Selectthe Servers tab in the left pane in the Cisco UCS Manager GUI.
2. Select Pools > root.

3. Right-clickthe Server Pools.

4. Select Create Server Pool.

5. Enteryourrequired name (ucs) for the Server Pool in the name text box.
6. (Optional) enter a description for the organization.

7. Click Next >toadd the servers.
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Create Server Pool ? X
Set Name and Description Neme  : ucs|
Description !
Add Servers
Next > Cancel

8. Selectall the Cisco UCS C240Mg servers to be added to the server pool that was previously created (ucs), then C1lick
>>to add them to the pool.

Create Server Pool 2 X
Set Name and Description Servers Pooled Servers
& o
C Sl R u PID A S C C Sl Ra. Us. PID Ad. Se c
1 u. u w. No data availsble
2 u u w
3 u u w
B u u w
5 u U w
o u. u w
7 u U w
Model Model
Senal Number Serial Number
Vendor Vendor:
< Cance

9. ClickFinish.

10. Click OK and then click Finish.
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Create Policies for Service Profile Templates

Create Host Firmware Package Policy

Firmware management policies allow the administrator to select the corresponding packages for a given server
configuration. These include adapters, BIOS, board controllers, FC adapters, HBA options, and storage controller properties
as applicable.

To create a firmware management policy for a given server configuration using the Cisco UCS Manager GUI, follow these
steps:

1. Selectthe Servers tab in the left pane in the UCS Manager GUI.

2. Select Policies > root.

3. Right-click Host Firmware Packages.

4. Select Create Host Firmware Package.

5. Enterthe required Host Firmware package name (ucs).

6. Select Simple radio button to configure the Host Firmware package.
7. Select the appropriate Rack package that has been installed.

8. Click OK to complete creating the management firmware package

9. Click OK.

Create Host Firmware Package 7 X

|»

Marne 1oucs

Description :
Honw wiould you like to configure the Host Firrmweare Package™?

* Simple Advanced

Elade Package : | <not set= v
Rack Package : |3.2(2b1d v
Service Pack @ <not set» v

The images from Service Pack will take precedence over the images from Blade or Rack Pac kage

Excluded Components:

[T Flex Flash Controller =

GPUs

HBA Cption ROM

Host NIC

Host MIC Option RO —
~| Local Disk

PsU

SAS Expander

5AS Expander Regular Firrmware

=

D -
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Create QoS Policies

To create the QoS policy for a given server configuration using the Cisco UCS Manager GUI, follow these steps:

Platinum Policy

1. Selectthe LAN tab in the left pane in the Cisco UCS Manager GUI.
2. Select Policies > root.
3. Right-click QoS Policies.

4. Select Create QoS Policy.

Al - LAN / Policies / root / QoS Policies

QoS Policies

» LAN Cloud

~ root O
Default wNIC Behavior

¥, Advarced Fiter 4+ Export - Primt

MName

QOS Policy platinum
» Flow Control Policies

» Dynamic vNIC Connection Palicie:
» LACP Pdlicies

» LAN Connectivity Policies

» Link Protocol Policy

» Multicast Policies

» Network Control Policies

QoS Policies

Create QoS Policy
» Threshold Policies

» WMQ Connection Pdlicies
» usNIC Connection Policies
» wNIC Templates

» Sub-Organizations

5. Enter Platinum asthe name of the policy.

6. Select Platinum from the drop-down list.

7. Keepthe Burst (Bytes) field set to default (10240).

8. KeeptheRate (Kbps) field set to default (line-rate).

9. KeepHost Control radio button set to default (none).

10. When the pop-up window appears, click OK to complete the creation of the Policy.
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Create QoS Policy X
Narme :  Platinum
Egress
Priority : IF'Iahnum -
Burst(Bytes) . 10240
Rate(Kbps) : line-rate
Host Control: | @ None Full
OK Cancel
Set Jumbo Frames
To set Jumbo frames and enable QoS, follow these steps:
1. Selectthe LAN tab in the left pane in the Cisco UCS Manager GUI.
2. Select LAN Cloud > QoS System Class.
3. Intheright pane, select the General tab
4. Inthe Platinumrow, enter 9216 for MTU.
5. Checkthe Enabled Check box nextto Platinum.
6. IntheBest Effort row, select none for weight.
7. Inthe Fiber Channel row, select none for weight.
8. Click Save Changes.
9. Click OK.
108 e I
» LAN Pin Groups
Priority Enabled CoS Packet Weight Wolght MU
» Threshold Policies Drop (%)
» VLAN Groups
b VLANS Platinum v 5 B 0 NIA 9218
Applisnces .
Gold ] v N/A ad
» Fabric A 4 § noemal
» FabricB Siver ] 2 v 8 NIA nosnal
» VLANS
Internal LAN Bronze | 1 v 7 N/A normel
» Internal Faboie A
» Internal Fabeic B :;:‘fl Ay none 50 normal
P
-‘ Threshold Policies Fibre - - == 5

41




Solution Design

Create the Local Disk Configuration Policy

To create local disk configuration in the Cisco UCS Manager GUI, follow these steps:

1. Selectthe Servers tab onthe left pane in the Cisco UCS Manager GUI.

2. GotoPolicies > root.

3. Right-click Local Disk Config Policies.

4. SelectCreate Local Disk Configuration Policy.

5. Enterucs asthe local disk configuration policy name.

6. ChangetheModetoAny Configuration. Checkthe Protect Configuration box.
7. Keepthe FlexFlash State fieldasdefault (Disable).

8. Keepthe FlexFlash RAID Reporting State fieldasdefault (Disable).

9. Click OK to complete the creation of the Local Disk Configuration Policy.

10. Click OK.
Create Local Disk Configuration Policy 7 X
Narne . lucs|
Description
Mode . | Any Configuration v
Protect Configuration ;@

if Protect Configuration is set, the local disk configuration is preserved if the senvice profie is
disassociated

with the server. In that case, a configuration error will be raised when a new service profile is associated with
that server if the local disk configuration in that profile is different

FlexFlash

FlexFlash State ¢ e Disable Enable

If FlexFlash State is disabled, SD cards will become unavalable immediately.
Please ensure SD cards are not in use before disabling the FlexFlash State

FlexFlash RAID Reporting State : | » Disable Enable

D -

Create the Server BIOS Policy

The BIOS policy feature in Cisco UCS automates the BIOS configuration process. The traditional method of setting the
BIOS is manually and is often error-prone. By creating a BIOS policy and assigning the policy to a server or group of servers,
can enable transparency within the BIOS settings configuration.
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ﬂ BIOS settings can have a significant performance impact, depending on the workload and the applications. The BIOS
settings listed in this section is for configurations optimized for best performance which can be adjusted based on the
application, performance, and energy efficiency requirements.

To create a server BIOS policy using the Cisco UCS Manager GUI, follow these steps:

1. Selectthe Servers tab in the left pane in the UCS Manager GUI.
2. Select Policies > root.

3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. Enteryour preferred BIOS policy name (ucs).

6. Change the BIOS settings as shown in the following figures.

7. Only changes that need to be made are in the Processor and RAS Memory settings.

asco. UCS Manager

- al . Servers | Policies / mot / BIOS Policies | ucs
E v BIOS Defauts d Main Advanced Boot Options— Senver Management Events
v BIOS Pdlicies Intel Directed 10 RASMemory  SerialPot USE PGl QP LOMand PCleSlats  Trusted Platform Graphics Configuration
EIEE SRIOY
Ty Achvarced Fiter 4 Bxport & Print fol
ucs
- BICS Setting Walue
H ucs1
ushiIc Alttude Platform Defaut v I—
@ * Boct Policies GPU Hardware Power Management Platfiorm Defaut v
» Diagnoslics Policies Boot Perdormance Made Platform Defautt v o
E ¥ Graphics Card Policies
CPU Performance Entterprise Y
v Host Firmware Packages
E sefack Core Multi Pracessing All v
s DRAM Clock Thrattling Perfarmance v
‘Q ues-3.220 Direct Cache Access Enabled M
v IPMI Access Profies Energy Performance Tuning Platform Default v
P M t Pal
Anagemen: Foles Enhanced Intel SpeedStep Tech [isabled v
v+ Local Disk Config Policies
Execute Disable Bit Platform Defaut v
* Mairtenance Policies ﬂ
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All

»

-

l

BIOS Defaults
BIOS Policies
SRION

ucs1

ushliC
Boot Policies
Diagnostics Policies
Graphics Card Policies
Host Firmware Packeges

default

ucs

ucs-3.228
IPMI Access Profiles
KM Management Policies
Lacal Disk Config Policies

Mairtenance Policies

Servers [ Policies / mot / BIOS Policies |/ ucs

ﬂ Iain Advanced Boot Options Server Manag ement Events
Intel Directed 1O RAS Mernary Serial Paort UsE PCI apl L0k and PCle Slots Trusted Platform Graphics Configuration
T Advanced Fiter 4 Export 4 Print e

BIOS Setting

Walue

Frequency Floor Override
Inte| HyperThreading Tech
Inte| Turbo Boost Tech

Intel Virtualization Technolagy
Channel Interleaving

IMC Intelzavs

Memory Interleaving

Rank Interleaving

Sub MUMA Clustering

L acal ¥2 Apic

Platform Defautt

Enablzd

Enabled

Disabled

Auto

Platform Default

Platform Defautt

Platform Default

Platform Defauft

Platform Defautt

Al

.

.

BIOS Defaults
BICS Policies
SRICY

ucs1

ushIC
Boot Policies
Diagnostics Policies
Graphics Card Policies
Host Firrware Packages

default

ucs

ucs-3.22h
IPMI Access Profiles
KM Management Palicies
Local Disk Config Policies

haintenance Policies

Servers [ Policies / mot f BIOS Policies | ucs

ﬂ Main Adwvanced Eoot Options Sernver Managemert Events

Intel Directed 10 RAS Mermory Serial Port UsB PGl

apl LOM and PCle Slots

Trusted Platform  Graphics Configuration

Yo Advarced Fiter 4 Export & Print

BIOS Setting

Valug

Max Varizhle MTRR Setting
P STATE Coordination
Package C State Limit
Processor G State
Processor C1E

Processor C3 Repart
Processor Co Report
Processor C7 Report
Processor GMGI

Paower Technology

Platform Default

HW ALL

Platform Default

Disabled

Disabled

Cisabled

Disabled

Disabled

Platform Default

Performance

All

.

“

BICOS Defauts
EICS Policies
SRIOV

ucst

usMIC
Boot Policies
Diagnostics Policies
Graphics Card Policies
Host Firmware Packages

default

ucs

ucs-3.22b
IPMI Access Profiles
KWW Management Policies
Local Disk Corfig Policies

Servers | Policies / mot / BIOS Policies f ucs

d Main Advanced Boot Options Server Managemert Events

Intel Directed 10 RAS Mernory Serial Port UsB PCI QP LOM and PCle Slats Trusted Platform Graphics Configur ation

Yo Advarced Fiter 4 Export & Print fe
BICS Setting Value

Energy Performnance Performance M =

Adjacent Cache Line Prefetcher Enabled W

DCU IP Prefetcher Enabled v

DCU Streamer Prefetch Enabled )

Hardware Prefetcher Enabled v

UPI Prefetch Enabled )

LLC Prefetch Enabled 5)

HPT Prefetch Enabled )

Demand Serub Enabled v

Patrol Scrub Enahled W =
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Al . Servers | Policies / mot [ BIOS Policies f ucs
* Service Profie Templates - Main Advanced Boot Options Server Managerment Events
~ rodt (3 Intel Directed 1O RAS Memaony Serial Port UsB PCI [al] LM and PCle Slats Trusted Platformm Graphics Configuration
» Serice Template ucs
i To Acvarced Fiter 4 Export @ Print fel
» Sub-Organizations
v Pulicies BICS Setting Value
. . =
v root (5 Adjacent Cache Line Prefetcher Enahled b
» Adapter Policies DCU 1P Prefetcher Enabled M
» BIOS Defaults
DCU Streamer Prefetch Enabled M
~ BIOS Policies
SRV Hardware Prefetcher Enahled v
ucs1 LLC Prefetch Enabled v
ushIC XPT Prefetch Enabled v
»
Boot Policies Dermend Sorub Enabled M
» Diagnostics Palicies
Patral Scrub Enabled M
» Graphics Card Palicies
. v L
v Host Firmware Packages Warkload Configuration Platform Default -

UCS Manager

Al . Servers |/ Policies / mot [ BIOS Policies [ ucs
* Senice Profile Termplates d hain Advanced Boot Options Server Management Events
* roat Processor Intel Directed 10 Serial Port UsE PCI [slx} LOM and PCle Slots Trusted Platfarm Graphics Configur ation

* Service Template ucs
. TeAchanced Fiter 4 Export 4 Print
» Sub-Organizations

* Plisies BIOS Selting Valug

= oot DORz Voltage Selection Platform Default v
v Adapter Policies DRAM Refresh Rate T v

¥ BIOS Defaults
LY DDR Mode Platform Default v

= BIOS Policies
Mirroring Mode Platform Default B

SRIOW

MUK optimized Platform Default v
Mernory RAS configuration Maximum Perdormance by

Create the Boot Policy

To create boot policies within the Cisco UCS Manager GUI, follow these steps:

1. Selectthe Servers tab in the left pane in the UCS Manager GUI.
2. Select Policies > root.
3. Right-clickthe Boot Policies.

4. Select Create Boot Policy.
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_— Boat Policies Events
« root (V)

Al Servers / Policies / root / BootPolicies

» BIOS Policies

Boot Policies
Create Boot Policy

Diagnostics Policies
» Graphics Card Policies

» Host Firmware Packages

» Service Template ucs + ~— TY,Advarcec Fiker 4 BExport 4 Print
» Sub-Organizations Name Order WINIC/ wHBAS
v Pdlicies » Boct Pdli
v root (5 » Boot Poli
» Adapter Pdicies » Boct Poli...
» BIOS Defaults » Boct Poli...

5. Enterucs as the boot policy name.

6. (Optional) enter a description for the boot policy.

7. Keep the Reboot on Boot Order Change check box unchecked.

8. Keep Enforce vNIC/VHBA/iSCSI Name check box checked.

9. Keep Boot Mode Default (Legacy).

10. Expand Local Devices > Add CD/DVD and select Add Local CD/DVD.
11. Expand Local Devices and select Add Local Disk.

12. Expand vNICs andselect Add LAN Boot and enter eth0.

13. Click OK to add the Boot Policy.

14. Click OK.
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Create Boot Policy ? X
Marme ©oucs d
Description

Reboot on Boot Order Change - -
Enfarce vMIC/WHBARSCS Hame : W

Boot Mode ;| Legacy Uefi

WARNINGS:

The type (primary/secondary) does not indicate a boat order presence.

The effective order of baat devices within the same device class [LAN/StoragefiSCSl) is determined by PCle bus scan arder.

If Enforce vNICGHvHBASISCSI Hame is selected and the wNIC/YHBASISCS| does not exist, & config error will be reported. —
If it is not selected, the vMNICsivHBAS are selected f they exist, atherwise the vNICAWHBA with the lowest PCle bus scan order is used.

(=) Local Devices Boot Order
+ — Y, Advarced Fiker 4 Export % Print It =
Marme Or..o &« wMICH., Type W LUM ... Slet.. Boct .. Boot.. Descr.
Local CD/DVD 1
Local Disk 2
w LAN a
LAN ethO ethd Prirna...
“ Cancel
Add LAN Boot W X
vNIC: | ethC

<@ -

Create Power Control Policy

To create Power Control policies within the Cisco UCS Manager GUI, follow these steps:

1. Selectthe Servers tab in the left pane in the Cisco UCS Manager GUI.
2. Select Policies > root.
3. Right-click the Power Control Policies.

4. Select Create Power Control Policy.
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All
s LU FuvIeS
» Diagnostics Policies
» Graphics Card Policies
» Host Firmwvare Packages
» IPMI Access Profiles
» KVM Management Policies
» Local Disk Config Policies
» Maintenance Policies
» Management Firmware Packages
» Memory Policy

Power Control Polic

Power Sync Policies
» Scrub Pdlicies

» Senal over LAN Policies

Servers /| Policies / oot / Power Control Policies

Power Control Policies Events

4+ = Y,Advarced Fiber 4+ Export A Print

Narme

default

ucs

Create Power Control Pollcy

5. Enterucs as the Power Control policy name.

6. (Optional) enter a description for the boot policy.

7. Select Performance for Fan Speed Policy.

8. SelectNo capforPower Capping selection.

9. Click OK to create the Power Control Policy.

10. Click OK.

Create Power Control Policy

Name o oues
Description
Fan Speed Policy :  Performance v

Powser Capping

[ NoCap ~ cap

regardless of their prionty.

If you choose cap, the server is allocated a certain amount of power based on its prionty
within its power group. Priority values range from 1 to 10, with 1 being the highest priority
If you choose no-cap, the server is exempt from all power capping.

Cisco UCS Manager only enforces power capping when the servers in a power group require
more power than is currently available, With sufficient power, all servers run at full capacity

OK Cancel

48




Solution Design

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, follow these steps:

1. InCisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root > Sub-Organization > UCS-HDP > BIOS Policies.
3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. Enter C240M5-BIOS as the BIOS policy name.

Figure 24  BIOS Configuration

Create BIOS Policy

Name : | UCS-HDP-BIOS

Description : | BIOS for Cisco UCS Cluster

Reboot on BIOS Settings Change : ¥
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Policies | root /| Sub-Organizations /| TPC-BDA / BIOS Policies /| BDA-BIOS

Main Advanced Boat Options Server Management Events
_ Intel Directed 10 RAS Memoary Serial Port use FCI QP

LOM and PCle Siots Trusted Platform

Graphics Configuration

Yo Advanced Fiter 4 Export i Print

BIOS Setting Value
Ahitude | Platform Defauit v|
CPU Hardware Power Management | Ptatform Defaut v|
Boot Performance Mode [Pratform Defaut v
CPU Performance |Emrnme '|
Core Multi Processing |M ‘]
DGPMM Frrware Downgrade [Pratform Defaut "]
DRAM Clock Throttling |Per[om ‘]
Direct Cache Access [Enabled v]
Energy Performance Tuning lPlatlotm Default v |
Enhanced Intel SpeedStep Tech [Enabled v
Execute Disable Sit [Pratform Defaut |
Frequency Floor Override [Ptatform Defaut v
Intel HyperThreading Tech [Enabled v
Energy Efficient Turbo [Pratform Defaut |
Intel Turbo Boost Tech |Enahled ‘|
Intel Virtualization Technology |D~Hbl=l '|
Intel Speed Select [Prationm Defauit v

Channel Intereaving [ Auto v

IMC Inteleave [Pratfom Defaut v

Memory Interleaving |Piattom Defaut *

Rank Intereaving |Ham)|mDelauR v

Sub NUMA Clustering [Pratform Defautt v

Local X2 Agic [Pratform Defautt |

Max Variable MTRR Setting |Pl||io|m[)oh.vl '|

P STATE Coordination [Hw ALl v

Package C State Limit [Pratform Default v]

Autonomous Core C-state [ Pratform Defautt v

Processor C State [Drsabled *]

Processor C1E [Desabled v

Processor C3 Report [Dsalea v]

Processor C6 Report ||:"’ﬂl’|9‘fI v

Pracessor C7 Report [Disabied v

Processor CMC | Piatform Default v

Power Technology '|
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T, Acvanced Fier 4 Export /& Print

BIOS Setting Value

Performa

Performance
Adjacent Cache Line Prefetcher Enabled

Enabled

Enabled

Hardware Prefetcher Enabled
UP! Prefetch Enabled

Enabled

Enabled

Platform Default

Downcore control Platform Default
Giobal C-state Control Platform Default
L1 HW Prefi Platform it

L2 Stream HW Prefetcher Platform Default
Determ Platform Defa

10MMU Platform Default
Bar Platform Default

Group Swap Platform Default

Chipselect Interleaving Platform Detauit

Configurable Platform Default

AMD Memory Interleaving Platformn Default
AMD ving Size Platform Default
SMEE Platiorm Default
SMT M Platform Default
SVM Mode Platform Default
Demand Scrub Enabled

Patrol Scrub Enabled

Workload Conhguration Platform Defauit

Policies | root /| Sub-Organizations /| TPC-BDA | BIOS Policies /| BDA-BIOS

Main Boot Options
Processor ntel Directed 10 use PCI QP LOM and PCle Trusted Platform Grax nfiguration
Yo Advanced Fiter 4 Export o Print
BIOS Setting WValue
DD Platform Def:
DRAM Refresh Rate Platform Default
LV Platform Default
Mirroring Mode Platform Default
NUMA optimized Platform Default
Memory RAS configuration Maximum Performance

Create Service Profile Template

To create the Service Profile Template, follow these steps:

1. Selectthe Servers tab in the left pane in the Cisco UCS Manager GUI.
2. Right-click Service Profile Templates.

3. SelectCreate Service Profile Template.
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All Servers /| Service Profile Templates

Service Profile Templates
» Servers

4+ = T,Advarcec Fiter 4 Export # Print

» Senvice Profiles

Service Profile Termplates

Create Service Profile Template

Policies
» Pools
v Schedules

» default

» exp-bkup-outdate

» fi-reboot

» infre-fw

The Create Service Profile Template window appears.

To identify the service profile template, follow these steps:

1. Name the service profile template as ucs. Select the Updating Template radio button.

2. Inthe UUIDsection, select Hardware Default asthe UUID pool.

3. Click Next to continue to the next section.

Create Service Profile Template

CELICEIEEREER ISP  template and enter 3 description.

Storage Provisioning Name + s

The template will be created in the following organization, Its name must be unique within this organization,
Networking Where . org-root

The template will be created in the following arganization. Its name must be unique within this organization.
SAN Connectivity Type : lnitial Template (o) Updating Template

Specify how the UUJID will be assigned to the server associated with the service generated by this template.

uuiIp
Zoning
vNIC/HBA Placement UUID Assignment: _ Hrardmrrer Defauh v
The UUID assigned by the manufacturer will be used,

vMedia Policy Nete: This UUID will not be migrated if the service profie is moved to a new server.
Server Boot Order Optionally enter a description for the profile. The description can contain information about when and where the senvice profile should be used.
Maintenance Policy

? X

You must enter a name for the service profle template and spacify the template type. You cen also specify how a UUID will be assigned to this

Server Assignment
Next > m Cancel
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Configure the Storage Provisioning for the Template

To configure storage policies, follow these steps:

1.

2.

3.

Click Next to continue to the next section.

Go to the Local Disk Configuration Policy tab and select ucs for the Local Storage.

Identify Service Profile
Template

Storage Pron

Hetworking

SAN Connectivity

Zoning

vMNICirHBA Placement

vhledia Policy

Server Boot Order

Maintenance Policy

Create Service Profile Template

Optionally specify or create a Storage Profile, and select a local disk configuration policy.

Specifiic Storage Profile Storage Profile Policy

Local Storage:) yes v

Create Local Disk Configuration Policy

Local Disk Configuration Policy

fdode . Any Conhguration
Protect Configuration : No

If Protect Configuration is set, the local disk configuration is
presemved if the service profile is disassociated

with the server. In that case, a configuration error will be
raised when a new senvice profile is associated with

that server if the local disk configuration in that profile is
different.

FlexFlash
FlexFlash State . Disable
If FlexFlash State is disabled, S0 cards will become
unavailable immediateby.
Please ensure 5D cards are not in use before disabling the
FlexFlash State.

FlexFlash RAID Reporting State : Disable

Configure Network Settings for the Template

To configure the network settings for the templates, follow these steps:

Click Next once the Networking window appears to go to the next section.

1. Keepthe Dynamic vNIC Connection Policy field atthe default.

2. Select Expert radio button for the option how would you like to configure LAN connectivity?

3. Click Add toaddavNICto the template.
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Create Service Profile Template 2 X

Ogptionally specify LAN configuration information
Identify Service Profile

Template
Dynamic vNIC Connection Policy: Select a Policy to use (no Dynamic vNIC Policy by default) v
Storage Provisioning

Create Dynarmic vNIC Connection Policy

How would you like to configure LAN connectivity?
tivi
AN Connectivity Simple o Expen No wNICs Use Connectivity Policy
Click Add to specify one or more vNICs that the server should use to connect to the LAN

Name MAC Address Fabnc ID Native VLAN

Zoning

No dat |kl
vNIC/vHBA Placement 0 data avalable

vMedia Policy

Server BootOrder

Maintenance Policy
- Add

Server Assignment <Prev Noxt > m Cancel

4. The Create vNIC window displays. Name the vNIC as ethO0.

5. Select ucs in the Mac Address Assignment pool.

6. Selectthe Fabric A radiobuttonandchecktheEnable failover check box forthe FabricID.
7. Checkthe VLAN13 check box for VLANs and select the Native VLAN radio button.

8. SelectMTU sizeas 9000.

9. Select adapter policy as Linux.

10. Select QoS Policy as Platinum.

11. Keep the Network Control Policy as Default.

12. Click OK.
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| »

Create vNIC

Mamne :  ethd
MAC Address

MAC Address Assignment: yca(512/512) ¥

Create MAGC Fool
The MAC address will be automatically assigned from the selected pool.

U=e wMNIC Termplate : r
Fabric D (#) Fabric A (7 Fabric B Enable Failover
WLAN in LAN cloud will take the precedence over the Apphance Cloud when there is a name clash.

WLAMS WLAM Groups
default

' vlan13_data
rlanl4
-
s —~
Create vNIC B X
CDN Source - | e vNIC Name User Defined
MTU S000
Warning
Make sure that the MTU has the same wvalue in the QoS System Class
corresponding to the Egress prionty of the selected QoS Palicy.
Pin Group <not set> . Create LAN Pin Group
(#+) Operational Parameters
Adapter Performance Profile
Adapter Palicy - Uinue:cw Create Ethernet Adapter Policy
QoS Policy ] platinum v Create QoS Policy
Network Control Policy : default v Create Network Control Policy
Connection Policies
<D -
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Create Service Profile Template 7 X

Optionally specify LAN configuration information.
Identify Service Profile

Template

Dynamic vMNIC Connection Palicy: Select a Palicy to use (no Dynamic wMNIC Palicy by default) v —
Storage Provisioning

Create Cynarmic wMIC Connection Policy

Metworking
SAN Connectivity How would you like to configure LAN connectivity™
Simple (o) Bxpert Mo whICs Use Connectivity Policy
Zoning Click Add to specify one or more vMNICsthat the server should use o connect to the LAN.
Marne MAC Address Fakbric IO Mative VLAN =
vNICHrHBA Placeme nt » vNIC ethd Derived AR
viedia Policy
Senrer BootOmder
Maintenance Policy
(+) Add ==

Server Assignment

< Prew Mext = Cancel

‘ﬁ Optionally, Network Bonding can be setup on the vNICs for each host for redundancy as well as for increased through-
put.

13. Click Next to continue with SAN Connectivity.

14. Select no vHBAs for How would you like to configure SAN Connectivity?
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Create Service Profile Template i

Optionally specify disk policies and SAN configuration information.
Identify Service Profile

Template
How would you like to configure SAN connectivity™
Storage Provisioning () Simgle [ Bxpert (o) Mo wHBAs ) Use Connectivity Policy
Netvrorking This server associated with this service profile will not be connected toa storage area network.

Connectivity
Zoning

wNICHYHBA Placement
viedia Policy

Server Boot Order
Mainterance Policy

Server Assignment

< Prev Mext » Cancel

15. Click Next to continue with Zoning.

Create Service Profile Template H

Specify zoning information
Identify Service Profile

Template
Zoning configuration involves the following steps:
1. Select vHEA Inititor(s) [vHBAs are created on storag e page)
Storage Provisioning 2. Select vHEA Initiator Groupls)
3. Add selected Intiator(s) to selected Initiator Group(s)

Networking

Select vHBA Initiators Select vHBA Initiator Groups
SAN Connectivity Mame Marme Storage Connection Policy Ma...
. Mo data available Mo data available
£oning
¥NIC/YHBA Placement
vMedia Policy
Server BootOrer

(#) Add

Maintenance Policy

Server Assignment

< Prev Mext » Cancel

16. Click Next to continue with vNIC/VvHBA placement.
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Create Service Profile Template & X
Specify how vNICs and vHBAs are placed on physical network adepters
Identify Service Profile
Template
WwNIC/VHBA Placement specifies how vNICs and vHBAs are placed on physical network adapters (mezzanine)
in @ server hardware configuration independent way.
Storege Provisioning Select Let System Perform Placement v Créere Plagsenent Rolicy
Placement:
Networking System will perform automatic placement of vNICs and vHBAs based on PCI order,
Narne Address Order -
SAN Connectivity wNIC eth0 Derived 1
Zoning
vNIC/vHBA Placement
vMedia Policy
Server BootOrder
Maintenance Policy
Server Assignment sheey m Cancel
17. Click Next to configure vMedia Policy.
Configure the vMedia Policy for the Template
To configure the vMedia policy for the template, follow these steps:
1. Click Next once the vMedia Policy window appears to go to the next section.
Create Service Profile Template G
Optionally specify the Scriptable videdia policy for this service profile template.
Identify Service Profile
Template
.. wMedia Policy] Szlect vMedia Policy touse v
Storage Provisioning
Networking Create videdia Policy j
The default boot policy will be used for this service profile.
S5AN Connectivity
Zoning
vHIC/rHBA Placement
viedia Policy
Server BootOrder
Maintenance Policy
Server Assignment
< Prev Mext » Cancel
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Configure the Server Boot Order for the Template

To set the boot order for the servers, follow these steps:

1. Select ucs in the Boot Policy name field.

2. Review to make sure that all of the boot devices were created and identified.

3. Verify that the boot devices are in the correct boot sequence.

4. Click OK.

5. Click Next to continue to the next section.

Identify Service Profile
Template

Storage Provisioning

Networking

S5AHN Connectivity

Zoning

¥NIC/HrHBA Placement

viMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Create Service Profile Template i

Optionally specify the boot policy for this service profile termplate.

Boot Policy:
ues ¥ Create Boot Policy

Marne T oucs

Description R j
Reboot on Boot Order Change @ Yes

Enforce wMICAHHBAASCS] Marme © Yes

Boot Mode . Legacy

WARNINGS:

The type (primaryfsecondary) does not indicate a boot order presance.

The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.

If Enforce vHICIvHBASSCSI Name is selected and the wMIC/vHEANSCS] does not exist, a config ermor will be reported.

If it is not selected, the wMNICs/vHBA s are selected  they exist, othenwise the whIC/WHBA with the lowest PCle bus scan order is used.

BootOrder
+ — T,Advarced Fiter 4 Export  # Print el
Marne ~  wNICHH. Type W LUM Mame  Slot Mum.. Boot Ma..  Boot Path Descripti..
CO/OVD 1
Local Disk 2
w LAN 3

< Prev Mext » m Cancel

6. Inthe Maintenance Policy window, apply the maintenance policy.

7. Keep the Maintenance policy at no policy used by default. Click Next to continue to the next section.
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Create Service Profile Template ? X

Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied tothe server associated with this

Identify Service Profile service profile.

Template
Storage Provisioning (=) Maintenance Policy
Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profiles.
Networking Maint P
aintenance Policy. ; v ) )
Select (na policy used by defaut] Create Maintenance Policy
SAN Connectivity
Zoning

No maintenance policy is selected by default.

¥NIC/HBA Placement The service profile will immediately reboct when disruptive changes are applied.

viedia Policy

Server BootOrder

Maintenance

Server Assignment

Configure the Server Assignment for the Template

To assign the servers to the pool, In the Server Assignment window, follow these steps:

1.

Select ucs for the Pool Assignment field.

Select the power state to be Up.

Keep the Server Pool Qualification field set to <not set>.
Check the Restrict Migration check box.

Select ucs in Host Firmware Package.
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Identify Service Profile
Template

Storage Provisioning

Metworking

S5AN Connectivity

Zoning

vNICf¥HBA Placement

vMedia Policy

Server Boot Order

Maintemance Policy

gnment

Create Service Profile Template G

Optionally specify a server pool for this service profile termplate.

Poal Assignment. ucs v Create Server Pool

Select the power state to be applied when this profile is associated
with the server.

o Up 0 Down

The service profile template will be associated with one of the servers in the selected pool.
If desired, you can specfy an additional server pool policy qualification that the selected server must meet. To do so, select the qualification
fram the list.

Server Pool Qualification : | opot gets ¥

Restrict Migration v

P

(=) Firmware Management (BIOS, Disk Controller, Adapter]

If you select a host firmw are policy for this service profile, the profile will update the firmware on the server that it is associated with.
Ctherwise the systern usesthe firmware already installed on the associated server.

Host Firrmware Package:| yes w

< Prew Mext =

m &nCEI

Configure the Operational Policies for the Template

To configure the operational policies for the template, in the Operational Policies Window, follow these steps:

1.

2.

Select ucsinthe BIOS Policy field.

Select ucs in the Power Control Policy field.
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Create Service Profile Template 7 X

Optionally specify information that affects how the systern operates.
Identify Service Profile

Template

|»

(=) BIOS Configuration

Storage Provisioning
If you wart 1o override the default BIOS settings, select a BIOS policy that will be associated with this service profile

Networking BIOS Policy: | yoe ¥

| | i

SAN Connectivity

(# External IPMI Managerment Configuration

Zoning

# Management IP Address
vNICivHBA Placement

(#) Monitaring Configuration (Thresholds)
viMedia Policy

(=) Pawer Cantrol Palicy Configuration
Server Boot Order
Power control policy determines power allocation for a server in a given power group.

Maintenance Policy Pawer Cantral Palicy : | e v Create Power Control Policy

Server Assignment

Dperational Policies

3. Click Finish to create the Service Profile template.

4. Click OK in the pop-up window to proceed.

5. Selectthe Servers tab in the left pane of the Cisco UCS Manager GUI.
6. GotoService Profile Templates > root.

7. Right-click Service Profile Templates ucs.

8. SelectCreate Service Profiles From Template.
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All Servers /| Service Profile Templat.. / root /

v Servers Generad Storage Network 1ISCSI

» Senace Profiles
Actions
v Service Profile Templates

v root 3 Create Senace Profiles From Template

Create a Clone

s From Template

» iISCSIvNICs
Create 3 Clane
» vHBAs
il Associate with Server Pool
» Sub-Organizations Change UUID
> Policies Change World Wide Node Name
» Pools Change Local Disk Configuration Policy
v Schedules Change Dynamic vNIC Connection Policy
» default Change Serial over LAN Policy
» exp-bkup-outdate Modify vNIC/vHBA Placement
» f-reboot Copy
» infra-fw AR

The Create Service Profiles from Template window appears.

Create Service Profiles From Template ? X

Naming Prefx @ ucs
Narne Suffix Starting Number: 1

Nurnber of Instances 28

Association of the Service Profiles will take place automatically.

Install Red Hat Enterprise Linux 7.5

This section provides detailed procedures to install Red Hat Enterprise Linux 7.5 using Software RAID (OS based Mirroring)
on Cisco UCS C240 Mg servers. There are multiple ways to install the Red Hat Linux operating system. The installation
procedure described in this deployment guide uses the KVM console and virtual media from Cisco UCS Manager.

'& This installation requires RHEL 7.5 DVD/ISO.

To install the Red Hat Linux 7.5 operating system, follow these steps:

1. Loginto the Cisco UCS 6332 Fabric Interconnect and launch the Cisco UCS Manager application.
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2. Selectthe Equipment tab.
3. Inthe navigation pane expand Rack-Mounts and then Servers.

4. Intheright pane, click the KVM Console >>.

All v Servers | Service Profiles / root / Service Profile ucs1

v Servers | General | Storage Network iISCSI vNICs

w» Service Profiles

* oot e Actions
» ucs10
b ucsti Shutdown Server
» ucsl12 Reset
» ucs13 KVM Console >>
» ucsl14
» ucsl15 Rename Service Profile
» ucs1b Create a Clone

5. Click OK on the KVM Console — Select IP address pop-up window.

KVM Console-Select |IP Address X

Equipment derived:
(e) 10.16.1.82 (Outband)

[} Launch Java KVM Console OK Cancel

6. Click the link to launch the KVM console.

redirect_url=https://10.16.1.10/app/4_0_2_80a/kvm.htmI%3F%26kvmipAddr’%3D10.16,1.82

KVM server certificate has been accepted. Click this link to continue loading the KVM client application:

7. Point the cursor over the top right corner, select the Virtual Media tab.
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Activate Vitual Dewices

No Signal

8. C(ClicktheActivate Virtual Devices foundin Virtual Media tab.

9. Click the Virtual Media tab again to select CD/DVD.

Flopgpy Disk

No Signal
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10. Select Choose File inthe Virtual Disk Management windows.

Virtual Disk Management

CD/DVD | Choose File INO file chosen

Read Only
Map Drive

To share files/folders you can drag and drop them in the area below or in the video display
area.

Drop files/folders here

11. Browse to the Red Hat Enterprise Linux Server 7.5 installer ISO image File.

# The Red Hat Enterprise Linux 7.5 DVD is assumed to be on the client machine.

C Open
1 [ . » ThisPC » Local Disk (C5) » 150s v c,| | Search 1505 2]
Organize *  Mew folder =~ [ @
- - ifi W iz
¢ Favorites Mame Date modified Type Size
Bl Desktop 14 rhel-server-7.5-x36_64-dvd 10/10/20189:44 AM  Disc Image File 4,509,696 KB
& Downloads

5l Recent places

™ This PC

m Desktop

| Documents

4 Downloads

o Music

=| Pictures

g Videos
= Local Disk (C:)
8 DVD Drive (D) IR

eﬂ Netwaork A

File name: | rhel-server-7.5-x86_64-dvd v| |Disc Image File V|

Open v Cancel
|

12. Click Open to add the image to the list of virtual media.
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13. Click Map Drive after selecting the .iso file.

Virtual Disk Management X
CD/DVD Choose File |rhel-server-7...6_64-dvd.iso

¥ Read Only

Map Drive

To sheare files/folders you can drag and drop them in the area below or in the video display
area.

Drop files/folders here

14. Inthe KVM window, select the KVM tab to monitor during boot.

15. Inthe KVM window, selectthe Macros > Static Macros > Ctrl-Alt-Del buttoninthe upper left corner.
16. Click OK.

17. Click OK to reboot the system.

18. Press F6 key on the keyboard to select install media.

# Press F6 on your keyboard as soon as possible when the screen below appears to avoid the server reboot
again.
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NI
CISCO

19. Onreboot, the machine detects the presence of the Red Hat Enterprise Linux Server 7.5 install media.

S100_MTFDDAY
00._MTFODAY
01.24

Shell

Tand J to1
ENTER to

20. Select the Install Red Hat Enterprise Linux 7.5.
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Red Hat Enterprise Linux 7.5

Install Red Hat Enterprise Linux 7.5
Test this media & install Red Hat Enterprise Linux 7.5

Troubleshoot ing

Automatic boot in 55 seconds. ..

21. Skip the Media test and start the installation. Select 1anguage of installation and click Continue.

69



Solution Design

RED HAT ENTERPRISE LINUX 7.5 INSTALLATION

Eus Help!

WELCOME TO RED HAT ENTERPRISE LINUX 7.5.

What language would you like to use during the installation process?

Afrikaans Afrikaans English (United Kingdom)
ATCE Arrherie English (India)
English (Australia
dgpall Arabic : gL' ) EC ) ))
nglish (Canada
ST Assamese )
English (Denmark)
Asturianu Asturian English (Ireland)
Benapyckan Befarkls.'an English (New Zealand)
Buarapcku Bulgarian English (Nigeria)
JIee Bengali English (Hong Kong SAR China)
Bosanski Bosnian English (Philippines)
Catala Catalan English (Singapore)
Ceitina —reh English (South Africa)
English (Zambia
Cymraeg Welsh ghsh { )
English (Zimbabwe)
Dansk Danish _
i English (Botswana)
Deutsch German Enalish fAntiaua & Barhudal
a

OUIt

22. Select Date and time, which pops up another window as shown below:
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INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.5 INSTALLATION

B us Help!

LOCALIZATION

DATE & TIME KEYBOARD
Americas/New York timezone English (US)
E LANGUAGE SUPPORT
English (United States)
SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Minimal Install
SYSTEM X
INSTALLATION DESTINATION KDUMP
\ No disks selected Kdump is enabled
» NETWORK & HOST NAME SECURITY POLICY
6 Not connected No profile selected

23. Select the location on the map, set the time, and click Done.
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DATE & TIME RED HAT ENTERPRISE LINL

Americas ‘ - l City:‘ Los Angeles ‘ - l Network Time

Region:

15:47 PM (®) 24-hour ‘ 12 v )/

2018 =

2{]7)/

() AM/PM

A4 You need to set up networking first if you want to use NTP

24. Click INSTALLATION DESTINATION.
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INSTALLATION SUMMARY

- redhat

LOCALIZATION

DATE & TIME
Americas/New York timezone
LANGUAGE SUPPORT
English (United States)
SOFTWARE

INSTALLATION SOURCE
Local media

O

SYSTEM

INSTALLATION DESTINATION
No disks selected

NETWORK & HOST NAME
Not connected

RED HAT ENTERPRISE LINUX 7.5 INST!—'*LATION

Eus Help!

KEYBOARD
English (US)

SOFTWARE SELECTION
Minimal Install

KDUMP
Kdump is enabled

SECURITY POLICY
No profile selected

Quit

25. This opens a new window with the boot disks. Make the selection and choose T will configure partition-

ing. Click Done.
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INSTALLATION DESTINATION

Done

Device Selection
Select the device(s) you'd like to Install to. They will be left untouched until you click on the main menu's "Begin Installation” button

Local Standard Disks

1676.72 GiB 1676.72 GIB 22357 GB 223,57 GiB
d d
1Mo008 SEAGATE ST1800MMOO008 SEAGATE ST1800MMO008 ATA Mircon_5100_MTFD ATA Mircon_.5100_MTFD
B free sdf / 1676.72 GiB free sdg / 167672 GIB free sdh / 15925KiB free sdl / 1592.5KiB free

Disks left unselected here will not be touched

Specialized & Network Disks

d
Add a disk...
Disks left unselected here will not be touched

Other Storage Options
Partitioning
) Automatically configure partitioning ®) | will configure partitioning
ould like to make additional space available

Encryption
:\ Encrypt my data. You'll set a passpluase next

26. This opens the new window for creating the partitions. Click the + sign to add a new partition as shown below, boot
partition of size 2048 MB.

27. ClickAdd MountPoint to add the partition.

ADD A NEW MOUNT POINT

More custom¥zation options are available
after creating the mount point below

Mount Point: /boot

Desiend Capacity: 2048ME

Add mount point

28. Change the Device type to RAID and make sure the RAID Level is RAID1 (Redundancy) and click Update Settings to
save the changes.

74



Solution Design

MANUAL PARTITIONING

~ New Red Hat Enterprise Linux 7.5 Installation sdll
Mount Point: Devicefs):
I -
Desired Capacity: ATA Mircon. 5100 _MTFD (sdl) and 1
other
1953 M8
Moddy
Device Type: RAID Level:
BAD v | OEneypt | RADL (Redundancy) v
Fie System
L3 s v |
Label: Name:
boot
Update Settings
Note The settings you make on this screen will not
P I be appled until you click on the man meny's ‘Begn

Installation’ button

AVAILASLE SPACE TOTAL SPACE
44523 GiB | 447.14 GiB

2 storage devices selected Reset All

29. Click the + sign to create the swap partition of size 2048 MB as shown below.

ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below.

Mount Point: swap

Desired Capacity: 204eMB

Cancel Add mount point

30. Change the Device type to RAID and RAID level to RAID1 (Redundancy) and click Update Settings.
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MANUAL PARTITIONING

one

~ New Red Hat Enterprise Linux 7.5 Installation rhel-swap
NS H Mount Point Device(s):
/boot 1953 MiB
boot
other
1952 MiB
Modify.
Device Type: RAID Level:
h S ¥ | CJEncoypt RAID1 (Redundancy) -
File System:
swop w | [ Reformat
Label: Name:
swap
Update Settings
Note The settings you make on this screen will not
be appled until you click on the main menu's ‘Begin
Installation’ button.
GiB
2 storage devices selected Reset All

31. Click + to add the / partition. The size can be left empty, so it uses the remaining capacity and click Add
Mountpoint.

ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below:

Mount Point: /

Desired Capacity:

Cancel Add mount point

32. Change the Device type to RAID and RAID level to RAID1 (Redundancy). Click Update Settings.
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MANUAL PARTITIONING RED HAT ENTERPRISE LINUX 7.5 INST
~ New Red Hat Enterprise Linux 7.5 Installation rhel-root
Mount Point Device(s):
/boot 1953 MiB
boot /
_ P hid e 2L N0 e e
other
4395 Gi8
swap 1952 MiB
swap
Modify.
Device Type: RAID Level.
RAID v Encrypt RAID1 (F ) -
Fil= System:
«f - v
Label: Name:
root
L3
Update Settings
Note The settings you make on this screen will not
+ s o be applied unti main menu's ‘Begin
Installation’ button.
Avaiasie sace [l TOTAL PACE
3185 KiB 44714 GiB
2 storage devices selected Reset All

33. Click Done to return to the main screen and continue the Installation.

34. Click SOFTWARE SELECTION.

INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.5 INSTALLATION
R uws Helpl
LOCALIZATION
DATE & TIME KEYBOARD
Americas/Los Angeles timezone - English (US)
E LANGUAGE SUPPORT
English (United States)
SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Minimal Install
SYSTEM
INSTALLATION DESTINATION KDUMP
No disks selected Kdump is enabled
9 NETWORK & HOST NAME SECURITY POLICY
e Not connected No profile selected

35. Select Infrastructure Server and select the Add-Ons as noted below. Click Done.
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SOFTWARE SELECTION RED HAT ENTERPRISE LINUX 7.5 INSTALLATION
Base Environment Add-Ons for Selected Environment
() Minimal Install - Java support for the Red Hat Enterprise Linux Server and Desktop Platforms.

Basic functionality. |:| Large Systems Performance

O Infrastructure Server Performance support tools for large systems.
Server for operating network infrastructure services. [ ] Load Balancer

_ File and Print Server Load balancing suppert for network traffic.

File, print, and storage server for enterprises. [ | MariaDB Database Server
() Basic Web Server The MariaDB SQL database server, and associated packages.
Server for serving static and dynamic internet content. (¥ Network File System Client
() Virtualization Host Enables the system to attach to netwaork storage.
Minimal virtualization host. (¥ Performance Tools
() Server with GUI Tools for diagnosing system and application-level performance problems.
Server for operating network infrastructure services, with a GUI. [ ] PostgreSQL Database Server

The PostgreSQL SQL database server, and associated packages.
|:| Print Server
Allows the system to act as a print server.
|:| Remote Management for Linux
Remote management interface for Red Hat Enterprise Linux, including
OpenLMI| and SNMP.
|:| Virtualization Hypervisor
Smallest possible virtualization host installation.
[+ Compatibility Libraries
Compatibility libraries for applications built on previous versions of Red Hat
Enterprise Linux.
|z Development Tools
A basic development environment.

€% Security Tools
Security tools for integrity and trust verification.

|:| Smart Card Support
Support for using smart card authentication,

|:| System Administration Tools
Utilities useful in system administration.

36. Click NETWORK & HOSTNAME and configure Hostname and Networking for the Host.
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INSTALLATION SUMMARY

LOCALIZATION

DATE & TIME
Americas/Los Angeles timezone
E LANGUAGE SUPPORT
English (United States)
SOFTWARE

INSTALLATION SOURCE

Local media

INSTALLATION DESTINATION
Custom partitioning selected

NETWORK & HOST NAME
Not connected

RED HAT ENTERPRISE LINUX 7.5 INSTALLATION

B Help

KEYBOARD
English (US)

SOFTWARE SELECTION
Infrastructure Server

KDUMP
Kdump is enabled

SECURITY POLICY
No profile selected

Quit Begin Installation

37. Typeinthe hostname as shown below.
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NETWORK & HOST NAME RED HAT ENTERPRISE LINUX 7.5 INSTALLATION

~

K1 Ethernet (enp65s0) —_— S

Ethernet (enp65s0) | | OFF

Discannected

-4" Ciscor Systems Inc VIC Ethernat NIC (VIC 1385 PCle Ethernet NIC) %
&

Hardware Address 00:25:B5:00:00:13
Speed 40000 Mb/s
Subnet Mask 127.0.0.1

+ _ Configure...

Host name: | rhell.hdp3.cisco.com Apply Current host name:  rhell.hdp3.cisco.com

38. Click Configure to open the Network Connectivity window. Click IPV4Settings.
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NETWORK & HOST NAME RED HAT ENTERPRISE LINUX 7.5 INSTALLATION

F1 Ethernet (ennfBe0l

_/_ Cisco Systems | Editing enp6550 |_| OFF
Connection name:
General Ethernet 802.1X Security DCB Proxy IPv4 Settings IPv6 Settings
Method: | Autermnatic (DHCP) v
Additional static addresses
Add
Delete
Additional DNS servers:
Additional search domains:
DHCP client 1D:
[ | Require IPv4 addressing for this connection to complete
Foutes...
+ _ Configure...
SE— Cancel Save
Host name: | rhel20.hdp2.cisco.com Apply Current host name:  rhel20.hdp2.cisco.com

39. Change the Method to Manual and click Add to enter the IP Address, Netmask, and Gateway details.
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NETWORK & HOST NAME

Ethernet (enn&be0l

- Cisco Systems | Editing enp&5s0 | | OFF
Connection name: | enp65s0
General Ethernet 802.1X Security DCB Proxy IPv4 Settings IPv6 Settings
Methed: | Manual -
Addresses
Address Netmask Gateway add
10.16.1.31 253,255,235.0 10.16.1.1
Delete
DMS servers:
Search domains:
DHCP client 1D:
[ | Require IPv4 addressing for this connection to complete
Routes...
+ _ Configure...
SE— Cancel Save

Host name: | rhel20.hdp2.cisco.com Apply Current host name:  rhel20.hdp2.cisco.com

4o. Click Save and update the hostname and turn Ethernet ON. Click Done to return to the main menu.
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NETWORK & HOST NAME RED HAT ENTERPRISE LINUX 7.5 INSTALLATION

Ethernet (enp65s0) —

# —; Connected

Hardware Address 00:25:B5:00:00:13
Speed 40000 Mb/s
IP Address 10.16.1.50
Subnet Mask 255.255.255.0
Default Route 10.16.1.1

DMNS

+ _ Configure...

Host name: | rhel20.hdp2.cisco.com Apply Current host name:  rhel20.hdp2.cisco.com

41. Click Begin Installation on the Main menu.
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k
INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.5 INSTALLATION
Eus Help!
LOCALIZATION
DATE & TIME KEYBOARD
Americas/Los Angeles timezone = English (US)
E LANGUAGE SUPPORT
English (United States)
SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Infrastructure Server
SYSTEM

1 INSTALLATION DESTINATION KDUMP
Custom partitioning selected Kdump is enabled

NETWORK & HOST NAME SECURITY POLICY
Wired (enp65s0) connected No profile selected

Quit Begun Installation

42. Select Root Password in the User Settings.

CONFIGURATION RED HAT ENTERPRISE LINUX 7.5 INSTALLATION
e Help

USER SETTINGS

ROOT PASSWORD @  usercreaTon
m No user will be created

MANAGE MORE. STRESS LESS.
RED HAT SATELLITE

- redhat

43. Enter the Root Password and click Done.
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ROOT PASSWORD RED HAT ENTERPRISE LINUX 7.5 INSTALLATION

The root account is used for administering the system. Enter a password for the root user.

k

Root Password: sesssssnnens

Strong

Confirm: sesssNRNIRRS

44. When the installation is complete reboot the system.
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CONFIGURATION RED HAT ENTERPRISE LINUX 7.5 INSTALLATION

B Hele!

Completel

45. Repeat the steps to install Red Hat Enterprise Linux 7.5 on the remaining servers.

# The OS installation and configuration of the nodes that is mentioned above can be automated through PXE
boot or third-party tools.

The hostnames and their corresponding IP addresses are shown in Table 7.

Table7  Hostnames and IP Addresses

Hostname etho

rhelx 10.16.1.31
rhel2 10.16.1.32
rhel3 10.16.1.33
rhelg 10.16.1.34
rhel1 10.16.1.35
rhel6 10.16.1.36
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Hostname etho

rhely 10.16.1.37
rhel8 10.16.1.38
rhelg 10.16.1.39
rhel1o 10.16.1.40
rhel11 10.16.1.41
rhel12 10.16.1.42
rhel13 10.16.1.43
rheli4 10.16.1.44
rhelis 10.16.1.45
rhel16 10.16.1.46
rhel24 10.16.1.54

‘ﬁ Multi-homing configuration is not recommended in this design, so please assign only one network interface on each
host.

ﬂ For simplicity outbound NATing is configured for internet access when desired such as accessing public repos and/or
accessing Red Hat Content Delivery Network. However, configuring outbound NAT is beyond the scope of this docu-
ment.

Post OS Install Configuration
Choose one of the nodes of the cluster or a separate node as the Admin Node for management such as HDP installation,

Ansible, creating a local Red Hat repo and so on. In this document, rhel1 has been used for this purpose.

Configure /etc/hosts

Setup /etc/hosts onthe Admin node; this is a pre-configuration to setup DNS as shown in the next section.

# For the purpose of simplicity, /etc/hosts file is configured with hostnames in all the nodes. However, in large scale pro-
duction grade deployment, DNS server setup is highly recommended. Furthermore, /etc/hosts file is not copied into
containers running on the platform.

Below are the sample A records for DNS configuration within Linux environment.
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SORIGIN hdp3.cisco.com.
rhell A 10.16.1.31
rhel?2 A 10.16.1.32
rhel3 A 10.16.1.33

rhel28 A 10.16.1.59

To create the host file on the admin node, follow these steps:

1. Loginto the Admin Node (rhelz).

#ssh 10.16.1.31

2. Populate the host file with IP addresses and corresponding hostnames on the Admin node (rhel1) and other nodes as
follows:

3. On Admin Node (rhelz):

# cat /etc/hosts

127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomain4
HE localhost localhost.localdomain localhost6 localhost6.localdomain6
10.16.1.31 rhell rhell.hdp3.cisco.com

10.16.1.32 rhel2 rhel2.hdp3.cisco.com

10.16.1.33 rhel3 rhel3.hdp3.cisco.com

10.16.1.34 rhel4 rhel4.hdp3.cisco.com

10.16.1.35 rhel5 rhel5.hdp3.cisco.com

10.16.1.36 rhel6 rhel6.hdp3.cisco.com

10.16.1.37 rhel7 rhel7.hdp3.cisco.com

10.16.1.38 rhel8 rhel8.hdp3.cisco.com

10.16.1.39 rhel9 rhel9.hdp3.cisco.com

10.16.1.40 rhellO rhellO.hdp3.cisco.com

10.16.1.41 rhelll rhelll.hdp3.cisco.com

10.16.1.42 rhell2 rhell2.hdp3.cisco.com

10.16.1.43 rhell3 rhell3.hdp3.cisco.com

10.16.1.44 rhelld4 rhell4.hdp3.cisco.com

10.16.1.45 rhell5 rhell5.hdp3.cisco.com

10.16.1.46 rhell6 rhell6.hdp3.cisco.com

10.16.1.47 rhell7 rhell7.hdp3.cisco.com

Set Up the Passwordless Login

To manage all of the clusters nodes from the admin node password-less login needs to be setup. It assists in automating
common tasks with Ansible, and shell-scripts without having to use passwords.

To enable a passwordless login across all the nodes when Red Hat Linux is installed across all the nodes in the cluster, follow
these steps:

1. Loginto the Admin Node (rhelz).

‘#ssh 10.13.1.31

2. Run the ssh-keygen command to create both public and private keys on the admin node.

‘# ssh-keygen -N '' -f ~/.ssh/id rsa
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Figure 25 ssh-keygen

3. Runthe following command from the admin node to copy the public key id_rsa.pub to all the nodes of the cluster.
ssh-copy-1idappends the keys to the remote-host's .ssh/authorized keys.

# for 1 in {1..17}; do echo "copying rhel$i.hdp3.cisco.com"; ssh-copy-id -i ~/.ssh/id rsa.pub
root@rhel$i.hdp3.cisco.com; done;

4. EnteryesforAre you sure you want to continue connecting (yes/no)?

5. Enterthe password of the remote host.

Create the Red Hat Enterprise Linux (RHEL) 7.5 Local Repository

To create the repository using RHEL DVD or ISO on the admin node (in this deployment rhelx is used for this purpose),
create a directory with all the required RPMs, run the createrepo command and then publish the resulting repository.

1. Logintorhel1. Create a directory that would contain the repository.

# mkdir -p /var/www/html/rhelrepo

2. Copy the contents of the Red Hat DVD to /var/www/html/rhelrepo
3. Alternatively, if you have access to a Red Hat ISO Image, Copy the ISO file to rhela.

4. Logbackinto rhel1i and create the mount directory.

# scp rhel-server-7.5-x86 64-dvd.iso rhell:/root/

# mkdir -p /mnt/rheliso
# mount -t is09660 -o loop /root/rhel-server-7.5-x86 64-dvd.iso /mnt/rheliso/

5. Copy the contents of the ISO tothe /var/www/html/rhelrepo directory.

89



Solution Design

# cp -r /mnt/rheliso/* /var/www/html/rhelrepo

6. Onrhel1create a.repo file to enable the use of the yum command.

# vi /var/www/html/rhelrepo/rheliso.repo
[rhel7.5]

name=Red Hat Enterprise Linux 7.5
baseurl=http://10.16.1.31/rhelrepo
gpgcheck=0

enabled=1

7. Copy rheliso.repo file from fvar/www/html/rhelrepo to /etc/yum.repos.d on rhelx.

# cp /var/www/html/rhelrepo/rheliso.repo /etc/yum.repos.d/

# Based on this repo file yum requires httpd to be running on rhel1 for other nodes to access the repository.

8. To make use of repository files on rhel1 without httpd, edit the baseurl of repo file
/etc/yunm.repos.d/rheliso.repo to pointrepository location in the file system.

# This step is needed to install software on Admin Node (rhel1) using the repo (such as httpd, create-repo, etc.)

# vi /etc/yum.repos.d/rheliso.repo
[rhel7.5]

name=Red Hat Enterprise Linux 7.5
baseurl=file:///var/www/html/rhelrepo
gpgcheck=0

enabled=1

Create the Red Hat Repository Database

To create the Red Hat repository database, follow these steps:

1. Install the createrepo package on admin node (rhelz1). Use it to regenerate the repository database(s) for the local
copy of the RHEL DVD contents.

# yum -y install createrepo

2. Run createrepo on the RHEL repository to create the repo database on admin node

# cd /var/www/html/rhelrepo
# createrepo .

Figure 26  createrepo
[rootlirhell rhelrepo]l# createrepo
Spawning worker 0 with 3763 pkgs
Workers Finished

Gathering worker results

Saving Primary metadata
Saving file lists metadata
Saving cother metadata
Generating sglite DBs
Sglite DBs complete
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Set Up Ansible

To set up Ansible, follow these steps:

1. Download Ansible rpm from the following link:

https://releases.ansible.com/ansible/rpm/release/epel-7-x86_64/ansible-2.4.6.0-1.el7.ans.noarch.rpm

=+

wget https://releases.ansible.com/ansible/rpm/release/epel-7-x86 64/ansible-2.4.6.0-
.el7.ans.noarch.rpm

=

‘ﬁ For more information about to download and install Ansible engine, please follow the link
https://access.redhat.com/articles/3174981

2. Runthe following command to install ansible.

# yum localinstall -y ansible-2.4.6.0-1.el7.ans.noarch.rpm

3. Verify Ansible installation by running the following commands.

# ansible -version
# ansible localhost -m ping

[WARNING] : provided hosts list is empty, only localhost is available. Note that the implicit localhost
does not match 'all'

localhost | SUCCESS => {
"changed": false,
"failed": false,
"ping": "pong"

4. Prepare the host inventory file for Ansible as shown below. Various host groups have been created based on any specif-
ic installation requirements of certain hosts.

[root@rhell ~]# cat /etc/ansible/hosts
[admin]
rhell.hdp3.cisco.com

[namenodes]

rhell.hdp3.cisco.com
rhel2.hdp3.cisco.com
rhel3.hdp3.cisco.com

[datanodes]

rhel4 .hdp3.cisco.com
rhel5.hdp3.cisco.com
rhel6.hdp3.cisco.com
rhel7.hdp3.cisco.com
rhel8.hdp3.cisco.com
rhel9.hdp3.cisco.com
rhell0.hdp3.cisco.com
rhelll.hdp3.cisco.com
rhell2.hdp3.cisco.com
rhell3.hdp3.cisco.com
rhelld4.hdp3.cisco.com
rhell5.hdp3.cisco.com
rhell6.hdp3.cisco.com
rhell7.hdp3.cisco.com
rhell8.hdp3.cisco.com
rhell9.hdp3.cisco.com
rhel20.hdp3.cisco.com
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rhel2l.hdp3.cisco.com
rhel22.hdp3.cisco.com
rhel23.hdp3.cisco.com
rhel24.hdp3.cisco.com
rhel25.hdp3.cisco.com
rhel26.hdp3.cisco.com
rhel27.hdp3.cisco.com
rhel28.hdp3.cisco.com

[nodeswithgpu]

rhel25.hdp3.cisco.com
rhel26.hdp3.cisco.com
rhel27.hdp3.cisco.com
rhel28.hdp3.cisco.com

[nodes]
rhell.hdp3.cisco.com
rhel2.hdp3.cisco.com
rhel3.hdp3.cisco.com
rhel4.hdp3.cisco.com
rhel5.hdp3.cisco.com
rhel6.hdp3.cisco.com
rhel7.hdp3.cisco.com
rhel8.hdp3.cisco.com
rhel9.hdp3.cisco.com
rhell0.hdp3.cisco.com
rhelll.hdp3.cisco.com
rhell2.hdp3.cisco.com
rhell3.hdp3.cisco.com
rhell4.hdp3.cisco.com
rhell5.hdp3.cisco.com
rhell6.hdp3.cisco.com
rhell7.hdp3.cisco.com
rhell8.hdp3.cisco.com
rhell9.hdp3.cisco.com
rhel20.hdp3.cisco.com
rhel2l.hdp3.cisco.com
rhel22.hdp3.cisco.com
rhel23.hdp3.cisco.com
rhel24.hdp3.cisco.com
rhel25.hdp3.cisco.com
rhel26.hdp3.cisco.com
rhel27.hdp3.cisco.com
rhel28.hdp3.cisco.com

5. Verify host group by running the following commands. Figure 27 shows the outcome of the ping command.

# ansible nodeswithgpu -m ping
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Install httpd

Setting up the RHEL repository on the admin node requires httpd. To set up RHEL repository on the admin node, follow
these steps:

1. Install httpd on the admin node to host repositories:

# The Red Hat repository is hosted using HTTP on the admin node; this machine is accessible by all the hosts in
the cluster.

‘# yum -y install httpd

2. Add ServerName and make the necessary changes to the server configuration file:

# vi /etc/httpd/conf/httpd.cont
ServerName 10.16.1.31:80

3. Start httpd:

# service httpd start
# chkconfig httpd on

Set Up All Nodes to Use the RHEL Repository

To set up all noes to use the RHEL repository, follow these steps:

# Based on this repository file, yum requires httpd to be running on rhela for other nodes to access the repository.

1. Copy therheliso.repo to all the nodes of the cluster:
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‘# ansible nodes -m copy -a “src=/var/www/html/rhelrepo/rheliso.repo dest=/etc/yum.repos.d/.”

2. Copy the /etc/hosts file to all nodes:

‘# ansible nodes -m copy -a “src=/etc/hosts dest=/etc/hosts”

3. Purge the yum caches:

# ansible nodes -a “yum clean all”
# ansible nodes -a “yum repolist”

‘ﬁ While suggested configuration is to disable SELinux as shown below, if for any reason SELinux needs to be en-
abled on the cluster, then ensure to run the following to make sure that the httpd is able to read the Yum re-
pofiles.

‘ #chcon -R -t httpd sys_content_t /var/www/html/

Upgrade the Cisco Network Driver for VIC1387

The latest Cisco Network driver is required for performance and updates. The latest drivers can be downloaded from the
link below:

https://software.cisco.com/download/home/283862063/type/283853158/release/4.0.2

In the ISO image, the required driver kmod-enic-.....rpm can be located at Network\Cisco\VIC\RHEL\RHEL7.5.

1. From anode connected to the Internet, download, extract and transfer kmod-enic-.rpm to rhel1(admin node).

2. Copy the rpm on all nodes of the cluster using the following Ansible commands. For this example, the rpm is assumed
to be in present working directory of rhela:

[root@rhell ~]# ansible all -m copy -a "src=/root/kmod-enic-3.1.137.5-700.16.rhel7u5.x86 64.rpm
dest=/root/."

3. Usethe yum module to install the enic driver rpm file on all the nodes through Ansible:

[root@rhell ~]# ansible all -m yum -a “name=/root/kmod-enic-3.1.137.5-700.16.rhel7u5.x86_ 64.rpm
state=present”

4. Make sure that the above installed version of kmod-enic driver is being used on all nodes by running the command
"modinfo enic"onall nodes:

[root@rhell ~]# ansible all -m command -a “modinfo enic”

5. Itis recommended to download the kmod-megaraid driver for higher performance. The RPM can be found in the same
package at: \Linux\Storage\LSI\Cisco Storage 12G SAS RAID controller\RHEL\RHEL7.5

Install xfsprogs

From the admin node rhel1 run the command shown below to Install xfsprogs on all the nodes for xfs filesystem:

‘# ansible all -m yum -a “name=xfsprogs state=present”
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Set Up JAVA
To setup JAVA, follow these steps:

'& HDP 3.01 requires JAVA 8.

1. Download jdk-7u75-linux-x64.rpm and scp the rpm to admin node (rhelz) from the link
(http://www.oracle.com/technetwork/java/javase/downloads/jdk8-downloads-2133151.html )

2. CopyJDKrpm to all nodes:

# ansible nodes -m copy -a "src=/root/jdk-8ul8l-linux-x64.rpm dest=/root/."

3. Extract and Install JDK on all nodes:

‘# ansible all -m command -a "rpm -ivh jdk-8ul8l-linux-x64.rpm"

4. Create the following files java-set-alternatives.sh and java-home.sh on admin node (rhel1):

vi java-set-alternatives.sh

#!/bin/bash

for item in java javac javaws jar Jps javah javap jcontrol jconsole jdb; do
rm -f /var/lib/alternatives/$item

alternatives --install /usr/bin/$item S$item /usr/java/jdkl.8.0 18l-amd64/bin/$item 9
alternatives --set $item /usr/java/jdkl.8.0 18l-amdé64/bin/$item

done

vi java-home.sh
export JAVA HOME=/usr/java/jdkl.8.0 18l-amd64

5. Make the two java scripts created above executable:

chmod 755 ./java-set-alternatives.sh ./java-home.sh
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6. Copying java-set-alternatives.sh to all nodes.

ansible nodes -m copy -a “src=/root/java-set-alternatives.sh dest=/root/.”
ansible nodes -m file -a "dest=/root/java-set-alternatives.sh mode=755"
ansible nodes -m copy -a “src=/root/java-home.sh dest=/root/.”

ansible nodes -m file -a "dest=/root/java-home.sh mode=755"

7. Setup Java Alternatives

[root@rhell ~]# ansible all -m shell -a "/root/java-set-alternatives.sh"

8. Make sure correct java is setup on all nodes (should point to newly installed java path).

# ansible all -m shell -a "alternatives --display java | head -2"

9. Setup JAVA_HOME on all nodes.

# ansible all -m shell -a "source /root/java-home.sh"

10. Display JAVA_HOME on all nodes.

# ansible all -m command -a "echo $JAVA HOME"

11. Display current java —version.

‘# ansible all -m command -a "java -version"

Configure NTP

The Network Time Protocol (NTP) is used to synchronize the time of all the nodes within the cluster. The Network Time
Protocol daemon (ntpd) sets and maintains the system time of day in synchronism with the timeserver located in the admin
node (rhel1). Configuring NTP is critical for any Hadoop Cluster. If server clocks in the cluster drift out of sync, serious
problems will occur with HBase and other services.

‘# ansible all -m yum -a “name=ntp state=present”

'ﬂ Installing an internal NTP server keeps your cluster synchronized even when an outside NTP server is inaccessible.

1. Configure /etc/ntp.conf on the admin node only with the following contents:

# vi /etc/ntp.conf

driftfile /var/lib/ntp/drift
restrict 127.0.0.1

restrict -6 ::1

server 127.127.1.0

fudge 127.127.1.0 stratum 10
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includefile /etc/ntp/crypto/pw
keys /etc/ntp/keys

2.

Create /root/ntp.conf on the admin node and copy it to all nodes:

#

server 10.16.1.31

driftfile /var/lib/ntp/drift
restrict 127.0.0.1

restrict -6 ::1

includefile /etc/ntp/crypto/pw
keys /etc/ntp/keys

vi /root/ntp.conf

3

Copy ntp.conf file from the admin node to /etc of all the nodes by executing the following commands in the admin
node (rhel1):

ansible nodes -m copy -a “src=/root/ntp.conf dest=/etc/ntp.conf”

Run the following to syncronize the time and restart NTP daemon on all nodes:

H= 3 H

ansible all -m service -a “name=ntpd state=stopped”
ansible all -m command -a “ntpdate rhell.hdp3.cisco.com”
ansible all -m service -a “name=ntpd state=started”

Make sure to restart of NTP daemon across reboots:

ansible all -a "systemctl enable ntpd" ‘

Verify NTP is up and running in all nodes by running the following commands:

ansible all -a “systemctl status ntpd” ‘

7.

# Alternatively, the new Chrony service can be installed, that is quicker to synchronize clocks in mobile and vir-
tual systems.

Install the Chrony service:

#

ansible all -m yum -a “name=chrony state=present” ‘

8.

Activate the Chrony service at boot:

K

ansible all -a “systemctl enable chronyd” ‘

9.

Start the Chrony service:
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‘# ansible all -m service -a “name=chronyd state=started”systemctl start chronyd

The Chrony configurationisinthe /etc/chrony.cont file, configured similarto /etc/ntp.conf.

Enable Syslog

Syslog must be enabled on each node to preserve logs regarding killed processes or failed jobs. Modern versions such as
syslog-ng and rsyslog are possible, making it more difficult to be sure that a syslog daemon is present.

One of the following commands should suffice to confirm that the service is properly configured:

# ansible all -m command -a “rsyslogd -v”
# ansible all -m command -a “service rsyslog status”

Set ulimit

Oneachnode, ulimit -n specifies the number of inodes that can be opened simultaneously. With the default value of
1024, the system appears to be out of disk space and shows no inodes available. This value should be set to 64000 on every
node.

Higher values are unlikely to result in an appreciable performance gain.

To set ulimit, follow these steps:

1. Forsetting the ulimit on Redhat, edit /etc/security/limits.conf on admin node rhel1 and add the following lines:
root soft nofile 64000
root hard nofile 64000

[rootlirhell ~1# cat /ete/security/limits.conf | grep 64000
root soft nofile 64000

root hard nofile 64000

2. Copythe [etc/security/limits.conf file from admin node (rhelz) to all the nodes using the following command:

# ansible nodes -m copy -a “src=/etc/security/limits.conf dest=/etc/security/limits.conf”

3. Make sure that the /etc/pam.d/su file contains the following settings:

#%$PAM-1.0

auth sufficient pam_rootOK.so

# Uncomment the following line to implicitly trust users in the "wheel" group.
#auth sufficient pam_wheel.so trust use_uid

# Uncomment the following line to require a user to be in the "wheel" group.
#auth required pam_wheel.so use_uid

auth include system-auth

account sufficient pam_succeed if.so uid = 0 use uid quiet
account include system-auth

password include system-auth

session include system-auth

session optional pam_ xauth.so

'ﬂ The ulimit values are applied on a new shell, running the command on a node on an earlier instance of a shell will show
old values.
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Disable SELinux

SELinux must be disabled during the install procedure and cluster setup. SELinux can be enabled after installation and while
the cluster is running.

SELinux can be disabled by editing /etc/selinux/config andchangingthe SELINUX line to
SELINUX=disabled.

To disable SELinux, follow these steps:

1. The following command will disable SELINUX on all nodes:

‘# ansible nodes -m shell -a "sed -i 's/SELINUX=enforcing/SELINUX=disabled/g' /etc/selinux/config"

‘# ansible nodes -m shell -a "setenforce 0"

‘ﬂ The command (above) may fail if SELinux is already disabled. This require reboot to take effect.

2. Reboot the machine, if needed for SELinux to be disabled in case it does not take effect. It can be checked using the fol-
lowing command:

# ansible nodes —-a “sestatus”

Set TCP Retries

Adjusting the tcp_retries parameter for the system network enables faster detection of failed nodes. Given the advanced
networking features of UCS, this is a safe and recommended change (failures observed at the operating system layer are
most likely serious rather than transitory).

To set TCP retries, follow these steps:

# On each node, set the number of TCP retries to 5 can help detect unreachable nodes with less latency.

1. Edit the file Jetc/sysctl.conf and on admin node rhel1 and add the following lines:

‘net.ipv4.tcp7retrie52=5

2. Copythe /etc/sysctl.conf file from admin node (rhel1) to all the nodes using the following command:
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‘# ansible nodes -m copy -a “src=/etc/sysctl.conf dest=/etc/sysctl.conft”

3. Load the settings from default sysctl file /etc/sysctl.conf by running the following command:

‘# ansible nodes -m command -a “sysctl -p”

Disable the Linux Firewall

The default Linux firewall settings are far too restrictive for any Hadoop deployment. Since the UCS Big Data deployment
will be in its own isolated network there is no need for that additional firewall.

# ansible all -m command -a "firewall-cmd --zone=public --add-port=80/tcp —--permanent"
# ansible all -m command -a "firewall-cmd --reload"
# ansible all -m command -a “systemctl disable firewalld”

Disable Swapping

To disable swapping, follow these steps:

1. Inorderto reduce Swapping, run the following on all nodes. Variable vm . swappiness defines how often swap
should be used, 60 is default:

# ansible all -m shell -a “echo 'vm.swappiness=1' >> /etc/sysctl.conf"

2. Load the settings from default sysctl file /etc/sysctl.conf and verify the content of sysctl.conf:

# ansible all -m shell -a "sysctl -p"
# ansible all -m shell -a “cat /etc/sysctl.conf”

Disable Transparent Huge Pages
Disabling Transparent Huge Pages (THP) reduces elevated CPU usage caused by THP.

To disable Transparent Huge Pages, follow these steps:

1. The following commands must be run for every reboot, so copy this command to /etc/rc.local so they are executed au-
tomatically for every reboot:

# ansible all -m shell -a "echo never > /sys/kernel/mm/transparent hugepage/enabled”
# ansible all -m shell -a "echo never > /sys/kernel/mm/transparent hugepage/defrag"

2. Onthe Admin node, run the following commands:
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#rm —-f /root/thp disable

#echo "echo never > /sys/kernel/mm/transparent hugepage/enabled" >>
/root/thp_disable

#echo "echo never > /sys/kernel/mm/transparent hugepage/defrag " >>
/root/thp disable

3. Copy file to each node:

# ansible nodes -m copy -a “src=/root/thp disable dest=/root/thp disable”

4. Append the content of file thp_disable to /etc/rc.local:

‘# ansible nodes -m shell -a “cat /root/thp disable >> /etc/rc.local”

Disable IPv6 Defaults

To disable IPv6 defaults, follow these steps:

1. Disable IPv6 as the addresses used are IPvy:

ansible all -m shell -a "echo 'net.ipvé6.conf.all.disable ipvé = 1' >> /etc/sysctl.conf"
ansible all -m shell -a "echo 'net.ipvé6.conf.default.disable ipv6 = 1' >> /etc/sysctl.conf"
ansible all -m shell -a "echo 'net.ipvé6.conf.lo.disable ipvé 1' >> /etc/sysctl.conf"

HH FH H

2. Load the settings from default sysctl file /etc/sysctl.conf:

‘# ansible all -m shell -a "sysctl -p"

Configure Data Drives on Name Node and Other Management Nodes

This section describes the steps to configure non-OS disk drives as RAID1 using the StorCli command. All drives are part of a
single RAID1 volume. This volume can be used for staging any client data to be loaded to HDFS. This volume will not be
used for HDFS data.

To configure data drives on Name node and other nodes, follow these steps:

1. From the website download storcli https://www.broadcom.com/support/download-
search/?pg=&pf=&pn=&po=&pa=&dk=storcli.

2. Extract the zip file and copy storcli-1.14.12-1.noarch.rpm from the linux directory.

3. Download storcli and its dependencies and transfer to Admin node:

‘#scp storcli-1.14.12-1.noarch.rpm rhell:/root/

4. Copy storcli rpm to all the nodes using the following commands:

‘# ansible all -m copy -a “src=/root/storcli-1.14.12-1.noarch.rpm dest=/root/.”

5. Runthis command to install storcli on all the nodes:

‘# ansible all -m shell -a “rpm -ivh storcli-1.14.12-1.noarch.rpm”

6. Run this command to copy storcli64 to root directory:

‘# ansible all -m shell -a “cp /opt/MegaRAID/storcli/storcli6d4 /root/.”

101


https://www.broadcom.com/support/download-search/?pg=&pf=&pn=&po=&pa=&dk=storcli
https://www.broadcom.com/support/download-search/?pg=&pf=&pn=&po=&pa=&dk=storcli

Solution Design

7. Runthis command to check the state of the disks:

‘# ansible all -m shell -a "./storcli6d4 /cO show" ‘

# If the drive state shows up as JBOD, creating RAID in the subsequent steps will fail with the error “The specified
physical disk does not have the appropriate attributes to complete the requested command.”

8. Ifthe drive state shows up as JBOD, it can be converted into Unconfigured Good using Cisco UCSM or storcli64 com-
mand. Following steps should be performed if the state is JBOD.

9. Getthe enclosure id as follows:

ansible all -m shell -a "./storcli64 pdlist -a0 | grep Enc | grep -v 252 | awk '{print $4}' | sort | unig |
-c | awk '{print $2}'"

# It is observed that some earlier versions of storcli64 complains about above mentioned command as if it is
deprecated. In this case, please ./storcli6s /co show all| awk '{print $1}'| sed -n '/[0-9]:[0-9]/p'[awk '{print sub-
str($1,1,2)}|sort -u command to determine enclosure id.

10. Convert to unconfigured good:

ansible datanodes -m command -a "./storcli64 /cO /e66 /sall set good force" |

11. Verify status by running the following command:

# ansible datanodes -m command -a "./storcli64 /c0 /e66 /sall show"

102



Solution Design

12. Run this script as root user on rhel1 to rhel3 to create the virtual drives for the management nodes:

#vi /root/raidl.sh

./storcli6ed -cfgldadd
rl[($1:1,%$1:2,%$1:3,%$1:4,$1:5,%1:6,%$1:7,$1:8,%1:9,%$1:10,%$1:11,%1:12,%$1:13,%$1:14,%1:15,%1:16,$1:17,$1:18,51:
19,%$1:20,%1:21,%1:22,5%1:23,%1:24] wb ra nocachedbadbbu strpsz1024 -al

# The script (above) requires enclosure ID as a parameter.

13. Run the following command to get enclosure id:

#./storcli6ed pdlist -a0 | grep Enc | grep -v 252 | awk '{print $4}' | sort | unig -c | awk '{print $2}'
#chmod 755 raidl.sh

14. Run Megadli script:

#./raidl.sh <EnclosureID> obtained by running the command above
WB: Write back

RA: Read Ahead

NoCachedBadBBU: Do not write cache when the BBU is bad.
Strpsz1024: Strip Size of 1024K

# The command (above) will not override any existing configuration. To clear and reconfigure existing configu-
rations refer to Embedded MegaRAID Software Users Guide available: www.broadcom.com.

15. Run the following command. State should change to Online:

ansible namenodes -m command -a "./storcli64 /cO /e66 /sall show"
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16. State can also be verified in UCSM as show below in Equipment>Rack-Mounts>Servers>Server # under Invento-
ry/Storage/Disk tab:

Equipment | Rack-Mounts | Servers | Server 8

Configure Data Drives on Data Nodes

To configure non-0OS disk drives as individual RAIDo volumes using StorCli command, follow these steps. These volumes
will be used for HDFS Data.

1. Issue the following command from the admin node to create the virtual drives with individual RAID o configurations on
all the data nodes:

[root@rhell ~]# ansible datanodes -m command -a "./storcli64 -cfgeachdskraid0 WB RA direct NoCachedBadBBU
strpsz1024 -aQ"

rhel7.hdp3.cisco.com | SUCCESS | rc=0 >>
Adapter 0: Created VD O

Configured physical device at Encl-66:Slot-7.
Adapter 0: Created VD 1

Configured physical device at Encl-66:Slot-6.
Adapter 0: Created VD 2

Configured physical device at Encl-66:Slot-8.
Adapter 0: Created VD 3

Configured physical device at Encl-66:Slot-5.
Adapter 0: Created VD 4

Configured physical device at Encl-66:Slot-3.
Adapter 0: Created VD 5

Configured physical device at Encl-66:Slot-4.
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Adapter 0: Created VD 6

Configured physical device at Encl-66:Slot-1.
Adapter 0: Created VD 7

Configured physical device at Encl-66:Slot-2.

...... Omitted Ouput

24 physical devices are Configured on adapter 0.

Exit Code: 0x00

ﬂ The command (above) will not override existing configurations. To clear and reconfigure existing configurations, refer
to the Embedded MegaRAID Software Users Guide available at www.broadcom.com.

Configure the Filesystem for NameNodes and Datanodes

The following script formats and mounts the available volumes on each node whether it is NameNode or Data node. OS
boot partition will be skipped. All drives are mounted based on their UUID as /data/diska, /data/disk2, etc. To configure the
filesystem for NameNodes and DataNodes, follow these steps:

1. From the Admin node, create partition tables and file systems on the local disks supplied to each of the nodes, run the
following script as the root user on each node:

# The script assumes there are no partitions already existing on the data volumes. If there are partitions, delete
them before running the script. This process is documented in section Delete Partitions.

#vi /root/driveconf.sh

#!/bin/bash

[[ "=-x" == "${1}" ]] && set -x && set -v && shift 1
count=1

for X in /sys/class/scsi_host/host?/scan
do

echo '- - -' > ${X}

done

for X in /dev/sd?

do

list+=$ (echo $X " ")

done

for X in /dev/sd??

do

list+=$(echo $X " ")

done

for X in $1list

do

if [[ -b ${X} && °/sbin/parted -s ${X} print quit|/bin/grep -c boot -

then

echo "$X bootable - skipping."

continue

else

Y=${X##*/}1

echo "Formatting and Mounting Drive => ${X}"

166

/sbin/mkfs.xfs —-f ${X}

(( $? )) && continue

#Identify UUID

UUID="blkid ${X} | cut -d " " -f2 | cut -d "=" -£f2 | sed 's/"//g'"
/bin/mkdir -p /data/disk${count}

(( $? )) && continue

echo "UUID of ${X} = ${UUID}, mounting ${X} using UUID on
/data/disk${count}"
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/bin/mount -t xfs -o inode64,noatime,nobarrier -U ${UUID}
/data/disk${count}

(( $? )) && continue

echo "UUID=${UUID} /data/diskS${count} xfs inode64,noatime,nobarrier 0
0" >> /etc/fstab

( (count++))

fi

done

2. Runthe following command to copy driveconf.sh to all the nodes:

# chmod 755 /root/driveconf.sh
# ansible datanodes -m copy -a “src=/root/driveconf.sh dest=/root/.”
# ansible nodes -m file -a "dest=/root/driveconf.sh mode=755"

3. Runthe following command from the admin node to run the script across all data nodes:

# ansible datanodes -m shell -a “/root/driveconf.sh”

4. Runthe following from the admin node to list the partitions and mount points:

ansible datanodes -m shell -a “df -h”
ansible datanodes -m shell -a “mount”
ansible datanodes -m shell -a “cat /etc/fstab”

HH = H

Delete Partitions

To delete a partition, follow these steps:

1. Runthe mount command (‘mount’ ) to identify which drive is mounted to which device /dev/sd<?>

2. umount the drive for which partition is to be deleted and run £disk to delete as shown below.

ﬂ Be sure not to delete the OS partition since this will wipe out the OS.

# mount
# umount /data/diskl € (diskl shown as example)
#(echo d; echo w;) | sudo fdisk /dev/sd<?>

Cluster Verification

This section describes the steps to create the script cluster verification.sh that helps to verify the CPU, memory,
NIC, and storage adapter settings across the cluster on all nodes. This script also checks additional prerequisites such as
NTP status, SELinux status, ulimit settings, JAVA_HOME settings and JDK version, IP address and hostname resolution,
Linux version and firewall settings.

To verify a cluster, follow these steps:

1. Create the script cluster_verification.sh as shown, on the Admin node (rhela).

#vi cluster verification.sh
#!/bin/bash

shopt -s expand aliases,
# Setting Color codes

green="\e[0;32m'
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echo

echo

nn

wn

BogoMIPS -e

# probe for

red="\e[0;31m"

NC='\e[Om' # No Color

echo -e "${green} === Cisco UCS Integrated Infrastructure for Big Data and Analytics \ Cluster
Verification === ${NC}"

echo ""

echo ""

echo -e "${green} ==== System Information ==== ${NC}"

echo ""

echo ""

echo -e "${green}System S${NC}"

ansible all -m shell -a "dmidecode |grep -A2 'System Information'"

echo ""

echo ""

echo -e "${green}BIOS ${NC}"

ansible all -m shell -a "dmidecode | grep -A3 'BIOS Information'"

echo ""

echo ""

echo -e "${green}Memory ${NC}"

ansible all -m shell -a "cat /proc/meminfo | grep -i “memt | unig"

echo ""

echo ""

echo -e "${green}Number of Dimms ${NC}"

ansible all -m shell -a "echo 'DIMM Slots:'; dmidecode |grep -c \ '“[[:space:]]*Locator:'"
ansible all -m shell -a "echo 'DIMM Count is:'; dmidecode |grep -c \ '~[[:space:]]*Locator:'"
ansible all -m shell -a "dmidecode | awk '/Memory Device$/,/”$/ {print}' | grep -e '“Mem' -e Size:
Speed: -e Part | sort -u | grep -v -e 'NO \ DIMM' -e 'No Module Installed' -e Unknown"

echo ""

echo ""

# probe for cpu info #

echo -e "${green}CPU ${NC}"

ansible all -m shell -a '"grep '“model name' /proc/cpuinfo | sort -u"

echo ""

ansible all -m shell -a "lscpu | grep -v -e op-mode -e "“Vendor -e family -e\ Model: -e Stepping: -e

Virtual -e ”"Byte -e '“NUMA node(s)'"

nic info #
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echo -e
ansible
grep -e
echo ""
ansible
echo "
echo mn
# probe
echo -e
ansible
1si"

echo mn
ansible
echo mn
ansible
echo mn
echo ""
echo -e
echo mn
echo "
echo -e
ansible
echo "V
echo m"n
echo -e
ansible
echo "V
echo "
echo -e
ansible
echo "V
echo "
echo -e
ansible
echo "

"S{green}NIC S${NC}"

all -m shell -a "ifconfig | egrep '("e|”p)' | awk '{print \$1}' | \ xargs -1 “which ethtool’
~“Settings -e Speed"

all -m shell -a "lspci | grep -i ether"

for disk info #

"$S{green}Storage S${NC}"

all -m shell -a "echo 'Storage Controller: '; ‘which lspci’® | grep -i -e \ raid -e storage -e
all -m shell -a "dmesg | grep -i raid | grep -i scsi"

all -m shell -a "lsblk -id | awk '{print \$1,\$4}'|sort | nl"

"S{green} Software

"S{green}Linux Release ${NC}"

all -m shell -a "cat /etc/*release | unig"
"${green}Linux Version ${NC}"

all -m shell -a "uname -srvm | fmt"
"S{green}Date S${NC}"

all -m shell -a "date"

"S{green}NTP Status S${NC}"

all -m shell -a "ntpstat 2>&1 | head -1"

S{NC}"
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echo ""
echo -e
ansible
echo ""
echo ""
ansible
ansible
echo ""
echo ""
echo -e
ansible
echo ""
echo ""
echo -e
ansible
echo ""
echo ""
echo -e
ansible

"${green}SELINUX S${NC}"

all -m shell -a "echo -n 'SElinux status: '; grep "SELINUX= \ /etc/selinux/config 2>&l1"

all -m shell -a "echo 'CPUspeed Service: '; service cpuspeed status 2>&1"

all -m shell -a "echo 'CPUspeed Service: '; chkconfig --list cpuspeed 2>&1"

"S{green}Java Version${NC}"

all -m shell -a "java -version 2>&l; echo JAVA HOME is ${JAVA HOME}"

"${green}Hostname LoOKup${NC}"

all -m shell -a "ip addr show"

"S${green}Open File Limit${NC}"

all -m shell -a "echo 'Open file limit (should be >32K): '; ulimit -n"

2. Change permissions to executable:

‘# chmod 755 cluster verification.sh

3. Runthe Cluster Verification tool from the admin node. This can be run before starting Hadoop to identify any discrep-
ancies in Post OS Configuration between the servers or during troubleshooting of any cluster / Hadoop issues:

‘#./clusteriverification.sh

Install HDP 3.0.1

HDP is an enterprise grade, hardened Hadoop distribution. HDP combines Apache Hadoop and its related projects into a
single tested and certified package. HPD 3.0.1 components are depicted in below. This section details how to install HDP
3.0.10nthe cluster.
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Ongoing Innovation in Apache o

HDP 3.1
Q42018

HDP3.0.0

Q32018

HDP 2.6.5
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Operational Data Store

Enterprise Data Warehouse

Hortonworks Data Platform

{1] HDP 2.6 — Shows current Apache branches being used. Final component version subject to change based on Apache release process.
(2] Spark 1.6.3+ Spark 2.1 - HDP 2.6 supports both Spark 1.6.3 and Spark 2.1 as GA.

(3] Hive 2.1 is GA within HDP 2.6.

(4] Apache Solr is available as an add-on product HDP Search

(5] Spark 2.2 is GA

Prerequisites for HDP Installation

This section details the prerequisites for the HDP installation, such as setting up HDP repositories.

Hortonworks Repository

1. From a host connected to the Internet, create a Hortonworks folder and download the Hortonworks repositories as
shown below, then transfer it to the admin node.

‘ﬁ If the admin node is connected to the internet via outbound NAT, repositories can be downloaded directly into
the admin node.

# mkdir -p /tmp/Hortonworks/
# cd /tmp/Hortonworks

2. Download Hortonworks HDP repo:

# wget http://public-repo-1.hortonworks.com/HDP/centos7/3.x/updates/3.0.1.0/HDP-3.0.1.0-centos7-
rpm.tar.gz

--2018-10-13 11:02:02-- http://public-repo-1.hortonworks.com/HDP/centos7/3.x/updates/3.0.1.0/HDP-
3.0.1.0-centos7-rpm.tar.gz
Resolving public-repo-1l.hortonworks.com (public-repo-1.hortonworks.com)... 13.35.121.86, 13.35.121.14,

13.35.121.127,

Connecting to public-repo-l.hortonworks.com (public-repo-1.hortonworks.com)|[13.35.121.86]:80...
connected.

HTTP request sent, awaiting response... 200 OK

ength: 8964079720 (8.3G) [application/x-tar]

Saving to: ‘HDP-3.0.1.0-centos7-rpm.tar.gz’

100%[
>] 8,964,079,720 50.3MB/s  in 2m 42s

2018-10-13 11:04:44 (52.9 MB/s) - ‘HDP-3.0.1.0-centos7-rpm.tar.gz’ saved [8964079720/8964079720]

3. Download Hortonworks HDP-Utils repo:
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# wget http://public-repo-1.hortonworks.com/HDP-UTILS-1.1.0.22/repos/centos7/HDP-UTILS-1.1.0.22-
centos7.tar.gz

--2018-10-13 11:05:30-- http://public-repo-1l.hortonworks.com/HDP-UTILS-1.1.0.22/repos/centos7/HDP-UTILS~
1.1.0.22-centos7.tar.gz
Resolving public-repo-1l.hortonworks.com (public-repo-1.hortonworks.com)... 13.35.121.86, 13.35.121.127,

13.35.121.14,

Connecting to public-repo-1.hortonworks.com (public-repo-1.hortonworks.com)|[13.35.121.86]:80...
connected.

HTTP request sent, awaiting response... 200 OK

Length: 90606616 (86M) [application/x-tar]

Saving to: ‘HDP-UTILS-1.1.0.22-centos7.tar.gz’

100% [

>] 90,606,616 45.0MB/s in 1.9s

2018-10-13 11:05:33 (45.0 MB/s) - ‘HDP-UTILS-1.1.0.22-centos7.tar.gz’ saved [90606616/90606616]

4. Download HDP-GPL repo:

# wget http://public-repo-1.hortonworks.com/HDP-GPL/centos7/3.x/updates/3.0.1.0/HDP-GPL-3.0.1.0-centos7-
gpl.tar.gz

--2018-10-13 12:10:45-- http://public-repo-1.hortonworks.com/HDP-GPL/centos7/3.x/updates/3.0.1.0/HDP-
GPL-3.0.1.0-centos7-gpl.tar.gz

Resolving public-repo-1l.hortonworks.com (public-repo-1l.hortonworks.com)... 13.35.121.120, 13.35.121.127,
13.35.121.86,

Connecting to public-repo-l.hortonworks.com (public-repo-1.hortonworks.com)|13.35.121.120]:80...
connected.

HTTP request sent, awaiting response... 200 OK

Length: 162054 (158K) [application/x-tar]

Saving to: ‘HDP-GPL-3.0.1.0-centos7-gpl.tar.gz’

100% [

>] 162,054 --.-K/s in 0.1s

2018-10-13 12:10:45 (1.27 MB/s) - ‘HDP-GPL-3.0.1.0-centos7-gpl.tar.gz’ saved [162054/162054]

5. Download the Ambari repo:

# wget http://public-repo-1.hortonworks.com/ambari/centos7/2.x/updates/2.7.1.0/ambari-2.7.1.0-
centos7.tar.gz

6. Copy the repository directory to the admin node (rhel1):

# scp -r /tmp/Hortonworks/ rhell:/var/www/html/

7. Extract the tar ball:

root@rhell Hortonworks
root@rhell Hortonworks
root@rhell Hortonworks
root@rhell Hortonworks

tar -zxvf HDP-3.0.1.0-centos7-rpm.tar.gz
tar -zxvf HDP-UTILS-1.1.0.22-centos7.tar.gz
tar -zxvf HDP-GPL-3.0.1.0-centos7-gpl.tar.gz
tar -zxvf ambari-2.7.1.0-centos7.tar.gz

[ 1#
[ 1#
[ 1#
[ 1#

8. Create HDP repo with the following contents:

[root@rhell]# cat /etc/yum.repos.d/hdp.repo

[HDP-3.0.1.0]

name= Hortonworks Data Platform Version - HDP-3.0.1.0

baseurl= http://rhell.hdp3.cisco.com/Hortonworks/HDP/centos7/3.0.1.0-187
gpgcheck=0

enabled=1

priority=1

[HDP-GPL-3.0.1.0]
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name=Hortonworks GPL Version - HDP-GPL-3.0.1.0

baseurl= http://rhell.hdp3.cisco.com/Hortonworks/HDP-GPL/centos7/3.0.1.0-187
gpgcheck=0

enabled=1

priority=1

[HDP-UTILS-1.1.0.22]

name=Hortonworks Data Platform Utils Version - HDP-UTILS-1.1.0.22

baseurl= http://rhell.hdp3.cisco.com/Hortonworks/HDP-UTILS/centos7/1.1.0.22
gpgcheck=0

enabled=1

priority=1

ﬂ To verify the files, go to: http://rhel1.hdp3.cisco.com/Hortonworks.

9. Create the Ambarirepo:

vi /etc/yum.repos.d/ambari.repo

[Updates-ambari-2.7.1.0]

name=ambari-2.7.1.0 - Updates
baseurl=http://rhell.hdp3.cisco.com/Hortonworks/ambari/centos7/2.7.1.0-169
gpgcheck=0

enabled=1

priority=1

10. From the admin node copy the repofiles to /etc/yum.repos.d/ of all the nodes of the cluster:

# ansible nodes -m copy -a "src=/etc/yum.repos.d/hdp.repo dest=/etc/yum.repos.d/."
# ansible nodes -m copy -a "src=/etc/yum.repos.d/ambari.repo dest=/etc/yum.repos.d/."

Downgrade Snappy on All Nodes

Downgrade snappy on all data nodes by running this command from admin node:

‘# ansible all -m command -a “yum -y downgrade snappy”

HDP Installation

To install HDP, complete the following the steps:

Install and Setup Ambari Server on rhel1

1. Runthe following command in rhela to install ambary-server:

#yum -y install ambari-server

Loaded plugins: langpacks, product-id, search-disabled-repos, subscription-manager

This system is not registered with an entitlement server. You can use subscription-manager to register.
Resolving Dependencies

--> Running transaction check

---> Package ambari-server.x86 64 0:2.7.1.0-169 will be installed

--> Processing Dependency: postgresgl-server >= 8.1 for package: ambari-server-2.7.1.0-169.x86_ 64

--> Running transaction check

---> Package postgresqgl-server.x86 64 0:9.2.23-3.el7 4 will be installed

--> Processing Dependency: postgresql-libs(x86-64) = 9.2.23-3.el7 4 for package: postgresgl-server-
9.2.23-3.el7_4.x86_64
--> Processing Dependency: postgresqgl (x86-64) = 9.2.23-3.el7 4 for package: postgresqgl-server-9.2.23-

3.el7 4.x86_64
--> Processing Dependency: libpg.so.5() (64bit) for package: postgresgl-server-9.2.23-3.el7 4.x86 64
--> Running transaction check
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---> Package postgresql.x86 64 0:9.2.23-3.el7 4 will be installed
---> Package postgresql-libs.x86 64 0:9.2.23-3.el7 4 will be installed
--> Finished Dependency Resolution

Dependencies Resolved

Package Arch Version
Repository Size

Installing:

ambari-server x86_64 2.7.1.0-169
Updates-ambari-2.7.1.0 353 M

Installing for dependencies:

postgresqgl x86_ 64 9.2.23-3.el7 4
rhel7.5 3.0 M

postgresgl-libs x86_64 9.2.23-3.el7_4
rhel7.5 234 k

postgresgl-server x86 64 9.2.23-3.el7 4
rhel7.5 3.8 M

Transaction Summary

Install 1 Package (+3 Dependent packages)

Total download size: 360 M

Installed size: 452 M

Downloading packages:

1/4): postgresql-1libs-9.2.23-3.el7 4.x86 64.rpm
234 kB 00:00:00

2/4): postgresql-9.2.23-3.el7 4.x86 64.rpm

3.0 MB 00:00:00

/4): postgresqgl-server-9.2.23-3.el7 4.x86 64.rpm
3.8 MB 00:00:00
/
3

4/4): ambari-server-2.7.1.0-169.x86_ 64.rpm

4
53 MB 00:00:03

(
I
(
I
(3
I
(
I

Total
109 MB/s | 360 MB 00:00:03
Running transaction check
Running transaction test
Transaction test succeeded
Running transaction
Installing : postgresql-1ibs-9.2.23-3.el7 4.x86 64
1/4
Installing : postgresgl-9.2.23-3.el7 4.x86 64
2/4
Installing : postgresqgl-server-9.2.23-3.el7 4.x86_ 64
3/4
Installing : ambari-server-2.7.1.0-169.x86 64
4/4
Verifying : postgresql-9.2.23-3.el7 4.x86_ 64
1/4
Verifying : postgresql-1libs-9.2.23-3.el7 4.x86 64
2/4
Verifying : postgresqgl-server-9.2.23-3.el7 4.x86 64
3/4
Verifying : ambari-server-2.7.1.0-169.x86 64
4/4

Installed:
ambari-server.x86 64 0:2.7.1.0-169

Dependency Installed:
postgresql.x86 64 0:9.2.23-3.el7 4 postgresqgl-libs.x86 64 0:9.2.23-3.el7 4
postgresqgl-server.x86 64 0:9.2.23-3.el7 4
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Complete!

Install PostgreSQL in rhel2

The PostgreSQL database is used by Ambari, Hive, and Oozie services.
The rhel2 hosts the Hive and Oozie services and Ambari Server is installed on rhel1. To install, follow these steps:

1. Logintorhel2.

2. Install Red Hat Package Manager (RPM) according to the requirements of your operating system:

yum install https://yum.postgresql.org/9.6/redhat/rhel-7-x86 64/pgdg-redhat96-9.6-3.noarch.rpm ‘

3. Install PostgreSQL version g.5 or later:

yum install postgresgl96-server postgresgl96-contrib postgresgl96 ‘

4. Initialize the database as shown in the below figure by running the following command:

/usr/pgsgl-9.6/bin/postgresgl96-setup initdb ‘

5. Start PostgreSQL:

systemctl enable postgresqgl-9.6.service
systemctl start postgresqgl-9.6.service

H= =3

6. Open /var/lib/pgsql/9.6/data/postgresql.conf and update to the following:

listen addresses = '*!'

7. Update these files on rhel2 in the location chosen to install the databases for Hive, Oozie and Ambari, using the host ip
addresses:

[root@rhel2 ~]# cat /var/lib/pgsql/9.6/data/pg hba.conf|tail -n 20
# TYPE DATABASE USER ADDRESS METHOD

# "local" is for Unix domain socket connections only

#local all all peer
# IPv4 local connections:
#host all all 127.0.0.1/32 ident
# IPv6 local connections:
host all all ::1/128 ident

# Allow replication connections from localhost, by a user with the
# replication privilege.

#local replication postgres peer
#host replication postgres 127.0.0.1/32 ident
#host replication postgres ::1/128 ident
local all postgres peer
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local all all md5
host all postgres,hive,ocozie 10.16.1.32/24 md>5
host all ambari 10.16.1.31/24 md5

[root@rhel2 ~]#

ﬂ Before adding new entries, comment the old entries as mentioned above.

8. Restart PostgreSQL:

# systemctl stop postgresgl-9.6.service
# systemctl start postgresgl-9.6.service

9. Runthe following:

sudo -u postgres psqgl

ot 2 ~1#%

# For more information about setting up PostgreSQL, go to: https://docs.hortonworks.com/HDPDocuments/Ambari-
2.7.1.0/bk ambari-installation/content/install-postgres.html

Create Database for Ambari

To create the database for Ambari, follow these steps:

1. Runthe following commands mentioned below in bold to create and prepare database for Ambari:

[root@rhel2 ~]# sudo -u postgres psqgl

could not change directory to "/root": Permission denied
psgl (9.6.10)

Type "help" for help.

postgres=# \dt

No relations found.

postgres=#

postgres=#

postgres=# create database ambari;

CREATE DATABASE

postgres=# create user ambari with password 'bigdata';

CREATE ROLE

postgres=# grant all privileges on database ambari to ambari;
GRANT

postgres=# \connect ambari;

You are now connected to database "ambari" as user "postgres".
ambari=# create schema ambari authorization ambari;

CREATE SCHEMA

ambari=# alter schema ambari owner to ambari;

ALTER SCHEMA

ambari=# alter role ambari set search path to 'ambari', 'public';
ALTER ROLE

ambari=# \q

2. Restart PostgreSQL:
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[[root@rhel2 ~]# systemctl restart postgresqgl-9.6.service

3. Verify the ambari user by logging into psql:

# psgl -U ambari -d ambari

4. Loadthe Ambari Server database schema:

‘ﬁ Pre-load the Ambari database schema into your PostgreSQL database using the schema script.

5. Findthe Ambari-DDL-Postgres-CREATE. sql fileinthe /var/1lib/ambari-server/resources/ direc-
tory of the Ambari Server host after you have installed Ambari Server.

6. Copy/var/lib/ambari-server/resources/ fromrhelito rhel2:/tmp/.

[root@rhell ~]# scp -r /var/lib/ambari-server/resources/* rhel2:/tmp/

7. Run the following command to launch the Ambari-DDL-Postgres-CREATE.sqgl script:

[root@rhel?2 tmpl# cd /tmp

[root@rhel2 tmpl# psgl -U ambari -d ambari
Password for user ambari:

psagl (9.6.10)

Type "help" for help.

ambari=> \1i Ambari-DDL-Postgres-CREATE.sqgl
CREATE TABLE

CREATE TABLE

CREATE TABLE

...... OUTPUT OMITTED ----

8. Checkthe table is created by running \dt command:
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9. Restart PostgreSQL:

[root@rhel2 ~]# systemctl restart postgresqgl-9.6.service

Create Database for Hive

Run the following command as shown in bold to create and prepare database for Hive:

[root@rhel2 ~]# sudo -u postgres psqgl

could not change directory to "/root": Permission denied
psgl (9.6.10)

Type "help" for help.

postgres=# create database hive;

CREATE DATABASE

postgres=# create user hive with password 'bigdata';
CREATE ROLE

postgres=# grant all privileges on database hive to hive;
GRANT

postgres=# \g

[root@rhel2 ~1#

Create Database for Oozie

Run the following command to create and prepare database for Oozie:

[root@rhel2 ~]# sudo -u postgres psql
could not change directory to "/root": Permission denied
psgl (9.6.10)
Type "help" for help.

postgres=# create database oozie;

CREATE DATABASE

postgres=# create user oozie with password 'bigdata';
CREATE ROLE

postgres=# grant all privileges on database oozie to oozie;
GRANT

postgres=# \g

[root@rhel2 ~1#
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Setup Ambari Server On Admin Node(Rhelz)

To setup the Ambari server, follow these steps:

1. Install the PostgreSQL JDBC driver:

[root@rhell 2.7.1.0-169]# yum -y install postgresgl-jdbc*

Loaded plugins: langpacks, product-id, search-disabled-repos, subscription-manager

This system is not registered with an entitlement server. You can use subscription-manager to register.
Resolving Dependencies

--> Running transaction check

---> Package postgresgl-jdbc.noarch 0:9.2.1002-5.e17 will be installed

--> Processing Dependency: Jjpackage-utils for package: postgresgl-jdbc-9.2.1002-5.el7.noarch

--> Processing Dependency: java for package: postgresgl-jdbc-9.2.1002-5.el7.noarch

--> Running transaction check

---> Package java-1.8.0-openjdk.x86 64 1:1.8.0.161-2.bl4.el7 will be installed

2. Configure Ambari server to use the JDBC driver for connectivity to Ambari database in PostgreSQL:

[root@rhell 2.7.1.0-169]# ambari-server setup --jdbc-db=postgres --jdbc-
driver=/usr/share/java/postgresgl-jdbc.jar

Using python /usr/bin/python

Setup ambari-server

Copying /usr/share/java/postgresqgl-jdbc.jar to /var/lib/ambari-server/resources/postgresgl-jdbc.jar

If you are updating existing jdbc driver jar for postgres with postgresgl-jdbc.jar. Please remove the old
driver jar, from all hosts. Restarting services that need the driver, will automatically copy the new jar
to the hosts.

JDBC driver was successfully initialized.

Ambari Server 'setup' completed successfully.

3. Setup Ambari Server by running the following command:

[root@rhell ~]# ambari-server setup -j SJAVA HOME

Using python /usr/bin/python

Setup ambari-server

Checking SELinux...

SELinux status is 'disabled'

Customize user account for ambari-server daemon [y/n] (n)? n

Adjusting ambari-server permissions and ownership...

Checking firewall status...

Checking JDK...

WARNING: JAVA HOME /usr/java/jdk1l.8.0 18l-amd64 must be valid on ALL hosts

WARNING: JCE Policy files are required for configuring Kerberos security. If you plan to use
Kerberos,please make sure JCE Unlimited Strength Jurisdiction Policy Files are valid on all hosts.
Check JDK version for Ambari Server...

JDK version found: 8

Minimum JDK version is 8 for Ambari. Skipping to setup different JDK for Ambari Server.
Checking GPL software agreement...

GPL License for LZO: https://www.gnu.org/licenses/old-licenses/gpl-2.0.en.html

Enable Ambari Server to download and install GPL Licensed LZO packages [y/n] (n)? y
Completing setup...

Configuring database...

Enter advanced database configuration [y/n] (n)? y

Configuring database...

Choose one of the following options:
1] - PostgreSQL (Embedded)
- Oracle
] - MySQL / MariaDB
] - PostgreSQL
] - Microsoft SQL Server (Tech Preview)
] - SQL Anywhere
] - BDB

Enter choice (4):

Hostname (rhel2.hdp3.cisco.com):
Port (5432):

Database name (ambari):
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Postgres schema (ambari):

Username (ambari) :

Enter Database Password (bigdata):

Configuring ambari database...

Configuring remote database connection properties...

WARNING: Before starting Ambari Server, you must run the following DDL against the database to create the
schema: /var/lib/ambari-server/resources/Ambari-DDL-Postgres-CREATE.sqgl
Proceed with configuring remote database connection properties [y/n] (y)? y
Extracting system views...

Adjusting ambari-server permissions and ownership...

Ambari Server 'setup' completed successfully.

4. Startthe Ambari Server:

[root@rhell ~]# ambari-server start

5. To check status of Ambari Server, run the following command:

# ambari-server status

Launch the Ambari Server

When the Ambari service starts, access the Ambari Install Wizard through the browser. To launch the Ambari server, follow
these steps:

1. Point the browser to http://<ip address for rhel1>:8080_or http://rhela.hdp3.cisco.com:8080

The Ambari Login screen opens.
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&« C @ Notsecure | rhetl.hdp3.cisco.com

@ Ambari

Sign in

Username

Password

2. Loginto the Ambari Server using the default username/password: admin/admin. This can be changed at a later period

of time.

3.  Whenlogged in the "Welcome to Apache Ambari” window opens.

< C @ Notsecurs | rthelt.hdpl.cisco.com:B080/+ ANCE/#,
@ Ambari Admin/ Cluster Information

Cluster Informaton

Welcome to Apache Ambari
3

Create a Cluster

LAUNCH INSTALL WIZARD

Create the Cluster

To create the cluster, follow these steps:

1. Tocreate a cluster click "LAUNCH INSTALL WIZARD.”

2. From the Get started page type “Cisco_HDP” for the name for the cluster.

3. Click Next.
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& C (@ Notsecure | rhell.hdp3.cisco.com #/instal

Get Started

Name your cluster Learn more

Select Version

To select the version, follow these steps:

1. Inthe Select Version section, choose the HDP 3.0.1.0 version.
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&«

c @ Mot secure | rhell.hdp3.cisco.com:B080/4/installer/st=p1

Select Version

HDP-3.0

HOP-3.0.1.0~

Accumulo

nira Solr
Ambari Metrics
Atlas

Drusicl

HBase

Repositories

Q Use Public Repository

Under Repositories, select “Use Local Repository.”

0.1.0
010

1.0.0

Use Local Repository

Provide Base URLs for the Operating Systems you are configuring

Update the Redhat 7 HDP-3.0 URL to http://rhel1.hdp3.cisco.com/Hortonworks/HDP/centos7/3.0.1.0-187/

Update the Redhat 7 HDP-3.0-GPL URL to http://rhel1.hdp3.cisco.com/Hortonworks/HDP-GPL/centosy/3.0.1.0-187/

Update the Redhat 7 HDP-UTILS-1.1.0.22 to http://rhel1.hdp3.cisco.com/Hortonworks/HDP-UTILS/centosy/1.1.0.22/

HDP-3.0

redhat7 HDP-3.0-GPL

HDP-UTILS-1.1.0.22

http://rhell .hdp3.cisco.com/Hortonworks/HDP/centos7/3.0.1.0-187
http://rhell .hdp3.cisco.com/Hortonworks/HDP-GPL/centos7/3.0.1.0-187
http://rhell hdp3.cisco.com/Hortonworks/HDP-UTILS/centos7/1.1.0.22/

'ﬁ Make sure there are no trailing spaces after the URLs.

Select Hosts

To build up the cluster, you need to provide the general information about how you want to set up the cluster. This requires
providing the Fully Qualified Domain Name (FQDN) of each of the hosts. You also need to provide access to the private key
file that was created in Set Up Password-less SSH; this is used to locate all the hosts in the system and to access and

interact with them securely.

1.

2.

Use the Target Hosts text box to enter the list of host names, one per line. Ranges inside brackets can also be used to

indicate larger sets of hosts.

Select the option Provide your SSH Private Key in the Ambari cluster install wizard.
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3. Copy the contents of the file /root/.ssh/id rsaonrhel1and paste it in the text area provided by the Ambari
cluster install wizard.

[root@rhell ~]# cat /froot/.ssh/id rsa
BEGIN RSA PRIVATE KEY
MITEoQIBAAKCAQEAYDOIRbk4mMBZrizcel /goM2 iYT2hdvxkIxa / uvQVPthFreUdgT
Zehw/gtdkTmeeqghggsHmbl CriF0mé SxvPEXW2 cGoAX7EhZwTuDIR3 Q1 vk o YUNMDW
BRKgSTMEUMKED 7 tknkGkg5N+YHSPCONILl z/WgecOlhZZ0tiCmrxeRnPGS1JY74 /Db
A0 BewMuNajAoVppPD6cLGF6 / NKORPEDUNCuwe5pCRV5tko+gzBeBF50eC86Yas17
nS0Hpl JXVOMv23SNUwl3cswbgLdrr3atGé YRieVrmmr /P1rEMpl 92t zQ1mH ZMB QG
1RJTILjygWOogpbg7HQBGeM7 sX4Ve Omzv4dvmzwI BIWKCAQEAQ4+UEI+02PjKVCUX
2 h+XEWMUXCJ3KoNEYBpr2nj7KxckYas/8oLN6BlpYROUB3X2YZVe6hBwuLI+JDMk
hr GNMALqwDj tHULlOyX/9HD1mlDyTo9k8LvPY2g8 zqvHnJ+3Jisi92Dspc0l XRR®Q
npofjAml CDxX5WXp4MZYX9HynCocKkmheFefobLysé6gloxd84eHWly6boxUldh7hsQ
pcK+xpdFWl sHYFbvekTuCHUAe zF4+uBT5FOPMiD7PwzrvbXKA65ABuezv9gy2 /11
PekIkRvbosniFbRUi2Z081ul/gsaZgmSQ9gTarJ1V8zMy6K311LETcOckl2LZHRY2
5 sEX6WKBUQDOCIiKcOHFiulrQWW5 cLTDIJUBWZTiNK4MO1 b2 LOhfFuZfluiAl3Ref
1L9MJE3ASMNNOpoRXMMXXPF4t9iuLh3+3tCsr1TzPml 4WT+Fipa2sh+3J22HKgm
CquAEdoFRK40P3 /yYQg95gie2809sB0z6 zVohdyNUvnkiMb9vwi3wKBgQDRiyTi
Yud21lowsYKEZ7YjomjRKUFaH4CKtny Iyl SM3wFFRNZ JAd4BUaMgqODaTxr2tWdsi+4
t88MBXS6FHGHYMSRELOtYZMImmwUt jCLNZQfgSegl NovekXxXL0iUzel 8BPL3Z0H
AeBj0/GLO3SE /PeWMokCwN taJoV/x1dBdI sqEQKBgEERPEMX8UVF3NZ9 ZYVQLMYO
09KtsU3Ex52x0adl VpHE5STsSmol kvOSTEE+8cwd1 £ Zx5 j+vXwxh+bjozBEj30 /Dwc
GEGbribrkKscsbHLL3 Z5+0gtwERB4hiQnUEVNVVHP1 QMJAG 353 YxCdz7KH1l ypngq
kKWQFKhW2 QETUivDKuRlAoGASz2r /EKIALUEFb5Gdbjondv3Y6Gh7kY3DvHS1BhSm
rk7ADAATNZXSNZ3LOSgAEITWS+pPpEx+ zTENINOMFMN Y1 YOEpYJ=058/1adLEOroWu
sC8J8bu/5RNWk8z+29s5 zwlrd5 txT2cY1 I8 t1KQGtWyUPxoVoe /ccfENASLPB728
xXnsCgYAFRE4SbB416p9miiR1+gNCiihMe N+ FmHMmMCP /y80QL/MoAYoHB1TnS cwvu
1+ s udbWEU ZvnGHWXWPEUS zVBra+yShh309IwjP/lkpCHWz7CX+ /uI6FY+s1 ZXTr
t5P/AvhOvUKMhRFjXFQoYSygiUkasvIués80lunl SN2ThEgqwlg==
END RSA PRIVATE KEY

4. Click the Register and Confirm to continue.
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Figure 28  Install Options
- C @ Notsecure | rheilhdpd.cisco.com a « 6
L admin ~

Install Options

Target Hosts

Fnter a list of hosts using the Fully Qualified Domain Name (FQDN), one per line Or use Partern

thel1-17] he

Host Reqgistration Information

O  Provide your SSH Private Key 1o automarically register Perform manual registration on hosts and do not use SS
hosts
OOSE FILE eyl txt

SSH User Account root

SSH Port Number

— BACK CANCEL REGISTER AND CONFIRM —

Hostname Pattern Expressions

1. Click OKin the Host Name Pattern Expressions popup.
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Host name pattern expressions

rhell.hdp3.cisco.com
rhel2.hdp3.cisco.com
rhel3.hdp3.cisco.com
rhel4.hdp3.cisco.com
rhel5.hdp3.cisco.com
rhel6.hdp3.cisco.com
rhel7.hdp3.cisco.com
rhel8.hdp3.cisco.com
rhel9.hdp3.cisco.com
rhel10.hdp3.cisco.com
rhel11.hdp3.cisco.com
rhel12.hdp3.cisco.com
rhel13.hdp3.cisco.com
rhel14.hdp3.cisco.com
rhel15.hdp3.cisco.com
rhel16.hdp3.cisco.com

rhel17_hdp3.cisco.com

CANCEL |

Confirm Hosts

Confirm Hosts helps ensure that Ambari has located the correct hosts for the cluster and checks those hosts to make sure
they have the correct directories, packages, and processes to continue the install.

To confirm host, follow these steps:

1. Ifany host was selected in error, remove it by selecting the appropriate checkboxes and clicking the grey Remove Se-
lected button.

2. Toremove a single host, click the small white Remove button in the Action column.
3. When the list of hosts is confirmed, click Next.

125



Solution Design

C (@ Motsecure | rhellhdpd.cisco.com:BOB0/# insta

Confirm Hosts

16 Cher Registered Hosts

Please wait while the hosts are being checked for potential problems.

CAMCEL

Choose Services

e QIR s 0 1 At

=

]

" o=

.

HDP is made up of a number of components. Go to Hortonworks Understand the Basics for more information.

To choose services, follow these steps:

1.

2.

Select all to preselect all items.

When you have made your selections, click Next.

C @ Notsecure | rhell.hdp3.cisco.com %

Choose File System

-] HDFS

Choose Services

] YARN + MapReduce2

] Tez

G Hive
u HBase
-] Pig

-] Sqoof
] izie

Apache Hadoop Distributed File System

Apache Hadoop NexiGen MapReduce (YARN)

Tez is the next generalion Hadoop Query Processing framework written on top of YARN

Data warchouse system for ad-hoc queries & analysis of large datasets

d table & storage mar

Mon-relational distributed database and centralized service for configuration management & synchronization
Scripting platform for analyzing large datasets

Tool for transferring bulk data hetween Apache Hadoop and structured data stores such as relational databases

a « 6

& admin =
a «+ 6
A admin -

system for workflow coordination and execution of Apache Hadoop jobs. This also includes the installation of the oprional

Dozie Web Console which relies on and will install the ExtJS Library.
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Assign Masters

The Ambari installation wizard attempts to assign the master nodes for various services that have been selected to
appropriate hosts in the cluster, as listed in Table 8. The right column shows the current service assignments by host, with
the hostname and its number of CPU cores and amount of RAM indicated.

1. Reconfigure the service assignments to match Table 8 shown below.

Table 8  Reconfigure the service assignments

Service Name Host
NameNode rhels, rhel3 (HA)
SNameNode rhel2

History Server rhel2

App Timeline Server rhel2

Resource Manager rhel2, rhel3 (HA)
Hive Metastore rhel2

WebHCat Server rhel2
HiveServer2 rhel2

HBase Master rhel2

Oozie Server rhela
Zookeeper rhels, rhel2, rhel3
Spark History Server rhel2
SmartSense HST Server rhel1

Grafana rhel1

Atlas Metadata Server rhel2

Metrics Collector rhel1

2. Click Next.

Assign Slaves and Clients

The Ambari install wizard attempts to assign the slave components (DataNodes, NFSGateway, NodeManager,
RegionServers, Supervisor, and Client) to appropriate hosts in the cluster.

To assign slaves and clients, follow these steps:

1. Reconfigure the service assignment to match the values shown in Table 9.
2. Assign DataNode, NodeManager, RegionServer, and Supervisor on nodes rhel3- rhel28.

3. Assign Client to all nodes.

4. Click Next.

Tableg  Services and Hostnames

Client Service Name Host

DataNode rhelg4-rhel28
NFSGateway rhel1

NodeManager rhel4-rhel28
RegionServer rhel4-rhel28
Supervisor rhels-rhel28

Client All nodes, rhel1-rhel28
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- C @ Notsecure | rhell.hdp3.cisco.com ® /installer/ste; e % O :

Assign Slaves and Clients

all | none all | none all | none all | none all | none all | none all | none all | none all

I a [ 1 @ Nod [ (] T
F v @ DataNode  NFSGatewsy L L L 1] T
T “ je  NFSGatew [ ] ] ] ]
h T a d o 4 arF 6 ] langer T
N a o o L] ] A T
f T (] ! G 3 a - L] a
il a 9 1] 1 L L] tanger 1
b (] ! (/] ] L L L] . T

Customize Services

This section shows the tabs that manage configuration settings for Hadoop components. The wizard attempts to set
reasonable defaults for each of the options here, but this can be modified to meet specific requirements. The following
sections provide configuration guidance that should be refined to meet specific use case requirements.

The following changes need to be made:
e Memory and service level settings for each component and service level tuning.

e Customize the log locations of all the components to make sure growing logs do not cause the SSDs to run out of
space.

Credentials

Specify the credentials as per your organizational policies for services in CREDENTIALS tab as shown below.
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< c @ rhel1.hdp3.cisco.com:BOB0/#/installer/ster
i CREDENTIALS B DATARASES SROMECTORES & ACCOUNTS # AL CONFIGLIRATIONS
wemdnn

Hive Dotab

e Ders
niger A -

o A D Cres !

nger Te

Databases
In the DATABASES tab, to configure the database for DRUID, HIVE, OOZIE, and RANGER, follow these steps:

1. Configure DRUID as shown below.

DRUID META DATA STORAGE
Druid Metadata storage database name

druid

Douid Metadsta storage type

POSTGRESQL -

Metadata storage user

druid

Metadata storage password

Metadata storage hostname

rhelZ hdp3.cisco.com

Metadata storage port

5432

Metadata storage connector url

jdbc:postgresgl://rhel2 hdp3.cisco.com:5432/ druid

2. Change the default log location by finding the Log Dir property and modifying the /var prefix to /data/diska.
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druid_leg_dir /data/disk1/log/druid

Druid PID dir var/run/druid

3. Configure HIVE:

a. Select Existing PostgreSQL database in the Hive Database drop-down list.
b. Enter Database Name as hive

c. Enter Database Username as hive

d. Enter Database URL as jdbc:postgresql://rhel2.hdp3.cisco.com/hive

e. Enter Database password (use the password created during hive database setup in earlier steps; for example, big-
data)

f. Click TEST CONNECTION to verify the connectivity

g. InAdvanced tab, Change the default log location by filtering the Log Dir property and modifying the /var prefix to
/data/diskz.

h. Change the WebHCat log directory by filtering the Log Dir property and modifying the /var prefix to /data/diskz.

2 admin -

i CREDENTIALS = DATARASES STHRECTORIES L ACCOUNTS # ALL CONFIGURATIONS

TEST CONNECTION Connection OK o

— BACHK CAMCEL MNEXT —

4. Configure OOZIE:

a. Select Existing PostgreSQL database in the Hive Database drop-down list.
b. Enter Database Name as oozie.

c. Enter Database Username as oozie.

d. Enter Database URL as jdbc:postgresql://rhel2.hdp3.cisco.com/oozie.

e. Enter Database password (use the password created during hive database setup in earlier steps; for example, big-
data).
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f. Click TEST CONNECTION to verify the connectivity.

g. InAdvanced tab, Change the default log location by filtering the Log Dir property and modifying the /var prefix to

/data/diska.

<« C @ Motsecure | rhell.hdp3.cisco.com:E0E

Advanced oozie-env

Oozie Log Dir

5. Configure RANGER:

a. Select POSTGRES from DB FLAVOR drop-down list.
b. Provide a Ranger DB name. For example, ranger.
c. Provide Ranger DB Username such as rangeradmin.

d. Enter JDBC connect string for a Ranger Database as jdbc:postgresql//rhel2.dhp3.cisco.com:54323/ranger.

/data/disk1/log/oozie

e. Ranger DB Host as rhel2.hdp3.cisco.com.

f. Enter Ranger DB password. (Ranger database is not previously created. provide password string that would be

configured in the DB. For example, bigdata).

g. Select"“Yes" for Setup Database and Database User.
Enter “postgres” in Database Administrator (DBA) username.
i. Enter Database Administrator (DBA) password.
j.  Enter jdbc:postgresql://rhel2.hdp3.cisco.com:5432/postgres in JDBC connect string for root user.

k. Update Ranger Admin Log Dir from /var to /data/diskz.

TEST COMNECTION Connection 0K



Solution Design

&« C (@ Notsecure | rhell.hdp3.cisco.com:8080/#/installer/step7

@ CREDENTIALS = DATABASES EDIRECTORIES 4 ACCOUNTS

DRUID HIVE OOZIE RANGER

ect string for & Ranger database

sql://rhel2 hdp3.cisco.com:5432 ranger

Setup Detanss A0ese L
Dstabase Adminigtrator (DEA) userneme

HDFS

/ ALL CONFIGURATIONS

Aanger DB host

thel2hdp2 cisco.com

Driver class néme for & JOBC Renger detsbase

org postgrasql. Driver

Detsness Administrator (D24 pasawsrd

1. In Ambari, select the HDFS Service tab and use the “Search” box to filter for the properties mentioned in Table 10 and

update their values.
2. Update the following HDFS configurations in Ambari.

Table 20 HDFS Configurations in Ambari

Property Name Value
NameNode Java Heap Size 4096
Hadoop maximum Java heap size 4096
DataNode maximum Java heap size 4096
Datanode failed disk toleration 5

3. Change the default log location by filtering the Log Dir property and modifying the /var prefix to /data/diska.
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€« C @ Notsecure | rhellhdp3.cisco.com:B060/#, o
€ A admin~
& CREDENTIALS MWDIRECTORIES 2 ACCOUNT / ALL CONFIGURATIONS
{ HDFS YARN MAPREDUCE? EZ HIVE HBASE PIG SQOOE KEE RM MUL INF OLR RI METRICS Kn D> A
SETTINGS ADVANCED
NameNode DataNode
NameNode gwectones DataNode directones
data/disklhadoop/hdls/namencde & : g
op/hdfs/data
dts/data
NarmeNode Jave hess size dana/disk6/hade a
= disk7/har a
i diskB/ha
DataNode faded sk tolerance
NameNode Server threads -
osoe] &
©
()
DataNode maximum Jiva heap size
Minimum replicated blocks % @
fidon) ©
©
NameNode DataNode
NameNode directories DataNode directories
/data/disk1/hadoop/hdfs/namenode = /data/disk1/hadoop/hdfs/data /data/disk2/hadoop/hdfs/
data/data/disk3/hadoop/hdfs/data,/data/disk4/hadoop/
NameNode Java heap size DataNode failed disk tolerance
4096 MB 3
NameNode Server threads DataNode maximum Java heap size
& 4096 MB

General

WebHDFS enabled &

Hadoop maximum Java heap size 4096 MB
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Advanced hadoop-env

Hadoop PID Dir Prefix Jvar/run/hadoop

Hadoop Root Logger INFO.RFA

Hadoop Log Dir Prefix Jdara/disk1 /log/hadoop
MapReduce2

1. In Ambari, choose the MapReduce Service tab and update the values as shown below.

2. Under the MapReduce2 tab, change the default log location by finding the Log Dir property and modifying the /var pre-
fix to /data/diska.

SETTINGS ADVANCED

MapReduce

MapReduce Framework

Map Memory Reduce Memory Sort Allocation Memory

=3 £
e | 4 sususasasess s ] ’

© [+ .

MapReduce AppMaster
AppMaster Memory

[ 4G5 ]
e

Advanced mapred-env

Mapreduce Log Dir Prefix /data/disk1/log/hadoop-mapreduce

Mapreduce PID Dir Prefix /var/run/hadoop-mapreduce

YARN

1. In Ambari, select the YARN Service, and update the following as shown in Table 11.

Table11 YARN Configuration

Property Name Value
ResourceManager Java heap size 4,096
NodeManager Java heap size 2048
YARN Java heap size 4096
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Resource Manager

ResourceManager Java heap size 4096 MEBE

Node Manager

Nodedanager Java heap size 2048 MEBE

Application Timeline Server
General
YARN Java heap size 4096 MB

2. Under YARN tab, change the default log location by filtering the Log Dir property and modifying the /var prefix to
/data/diska.

YARN Log Dir Prefix /data/disk] /log/hadoop-yarn

YARN PID Dir Prefix

# YARN requires other configurations such as config group, node labeling, enabling docker runtime, CPU/GPU schedul-

ing and isolation, and so on, which can be found in section High Availability for HDFS NameNode and YARN Re-
sourceManager.

ﬂ High availability for NameNode and YARN Resource Manager can be configured using Ambari or also on non-Ambari

clusters. This deployment guide covers the configuration of high availability using Ambari — Use the Ambari wizard in-
terface to configure HA of the components.

HBase

Under the HBase tab, change the default log location by finding the Log Dir property and modifying the /var prefix to
/data/diska.

HBase Log Dir Prefix /data/disk1/log/hbase

Zookeeper

Under the Zookeeper tab, change the default log location by filtering the Log Dir property and modifying the /var prefix to
/data/diska.

Advanced zookeeper-env

ZooKeeper Log Dir /data/disk1log/zookeeper

ZooKeeper PID Dir
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Storm

Under the Storm tab, change the default log location by finding the Log Dir property and modifying the /var prefix to
/data/diskz.

Advanced storm-env

Storm Log directory /data/disk1/log/storm

Storm PID directory [var/run/storm

Ambari Metrics

1. Choose the Ambari Metrics Service and expand the General tab and make the changes shown below.
2. Enterthe Grafana Admin password as per organizational policy.

3. Change the default log location for Metrics Collector, Metrics Monitor and Metrics Grafana by finding the Log Dir prop-
erty and modifying the /var prefix to /data/diska.

4. Change the default data dir location for Metrics Grafana by finding the data Dir property and modifying the /var prefix
to /data/diska.

General
Metrics Service operation mode embedded
Metrics Collector log dir (data/disk1/log/ambari-metrics-collector
Metrics Collector pid dir fvar/run/ambari-metrics-collector
Metrics Monitor log dir /data/disk1/log/ambari-metrics-monitor
Metrics Monitor pid dir {var/run/ambari-metrics-monitor
Grafana Admin Username admin

Grafana Admin Password

Advanced ams-grafana-env

Metrics Grafana data dir fdata/disk1/lib/ambari-metrics-grafana
Metrics Grafana log dir fdata/disk1/leg/ambari-metrics-grafana
Metrics Grafana pid dir fvar/run/ambari-metrics-grafana
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Advanced ams-hbase-env

HBase Log Dir Prefix fdata/disk1/log/ambari-metrics-collector

Accumulo

Select Accumulo Service and change the default log location by finding the Log Dir property and modifying the jvar prefix
to /data/diska.

Advanced accumulo-env

Accumulo Log Dir /data/disk1/log/accumulo

Atlas

Under the Atlas tab, change the default log location by finding the Log Dir property and modifying the /var prefix to
/data/diska.

Advanced atlas-env

Metadata Data directory fvar/lib/atlas/data

Metadata Log directory fdata/disk1/log/atlas

Metadata PID directory fvar/run/atlas
Kafka

Under the Kafka tab, change the default log location by finding the Log Dir property and modifying the /var prefix to
/data/diskz.

Advanced kafka-env

Kafka Log directory /data/disk1/log/kafka

Knox

1. Select the Knox Service tab and expand the Knox gateway tab and make the changes shown below.
2. Enter the Knox Master Secret password as per organizational policy.

3. ForKnox, change the gateway port to 8444 to ensure no conflicts with local HTTP server.
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Knox Gateway

Knox Gateway host rhell.hdp3.cisco.com

Knox Master Secret BN EEEEEEEENEEEEIEEEEIREERERERE EEEEEEEEIEEIEEIEEEEIEEEEEEESEERREE

Advanced gateway-site

gateway.port 8444
SmartSense
The SmartSense account requires the Hortonworks support subscription. Subscribers can populate the properties as shown
below.
SmartSense Account Local Storage
Customer aCcount name Bundle storage directory
unspecified ° Mvarflib/smarnsense/hst-server/data
SmartSense D Server temporary data directory
unspecified © fvar/lib/smarnsense/hst-server/imp
Motification Email Agent temporary data directory
unspecified e Mvarflib/smansense/hst-agent/data/imp
Enable Flex Subscription
+]

Spark

Select the Spark tab, change the default log location by finding the Log Dir property and modifying the /var prefix
to /data/diskl.

Advanced livy2-env

Livy2 Log directory /data/disk1/log/livy2

Livy2 PID directory fvar/run/livy2

Advanced spark2-env

Spark Log directory /data/disk1/log/spark2

Spark PID directory [var/run/spark2

138



Solution Design

Review

The assignments that have been made are displayed. Check to make sure all is correct before clicking the Deploy button. If

any changes are necessary, use the left navigation bar to return to the appropriate screen.

& C (@ HNotsecure | rheli.hdp3.cisco.com:B0E0/#/installer/steps

\staller

Review

Admin Name : admin
Cluster Name : Cisco_HDP
Total Hosts : 17 (17 new)
Repositories:

redhat? (HDP-3.0):
el1_hdp3 cisco.comyHortonworks/HDP/centos 7/3.0.1.0- 187/

redhat? (HDP-3.0-GPL).
http:fithel hdp3 clsco com/Horonworks/HDP-GPL/centosT/3 0.1 0-187/
redhat? (HDP-UTILS-1 1.0 22)
hrtp://thel hdp3 cisco com/Hortonworks/HDP-UTILS/centos7/1.1.0.22/
Services:
HOFS
DataMode . 15 hosts
NameMode : rhell hdp3 cisco.com
NFSGateway : 1 host
SNameNode : rhel2 hdp3 cisco.com
VARN + MapReduce?

— BACK CANCEL

Deploy
When the review is complete, click the DEPLOY button.

< C @ Notsecure | thelt.hdp3.cisco.com

installer

Revi Initializing Tasks

Pumss i e €M ATION Ebcek pALL

Admin Rame  admin
Cluster Name - Ciuco_HELE
Total Hosts - 17 (17 new)
Raposrtaries

redhat f (HOP-3 0)
/et hdp3.cisco comyHananwerks/HOP/ centos7/3.0,1.0-187/

redhat? (HDP-3 0GPL)
ity /et hedpd s cony Horarmenrks/HOP-GPLfrentivs 774 01 0-187/

redhst7 (HOP-UTILE-! 1.0.22)
hittp //iel] hdp3.crsco comvhonanwonks/| OP UTILS/centasT/1 1 0 22

Services:

HDFS
DataNode : 15 hesis
NarmeNade  thell hdp3 cisee cam
NFSGsenay 1 host
ShameNode - thel2 hedp3 cisco.com
VARN ¢ MapReduce?

— BACK CANCEL & GENERATE Al LEPTHNT ] l PRINT

& GENERATE BLUEPRIN

PRIN

Follow the installation process. Watch for warnings and failure by clicking on the link as shown below.
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Install, Start and Test

Show: EINARAY | In Progress (17) | Warning (0) | Success (0) | Fail (0)

Host
rhell hdp3 cisco com

rhelZ hdp3.cisco.com

rhel3.hdp3.cisco.com

rheld hdp3 cisco com

rhel5.hdp3.cisco.com

rhelt. hdpd. cisco.com
rhel7 hdp3.cisco.com

rheld.hdp3.cisco.com

rheld hd

CISCO.COMm

rhel10.hdp3.cisco.com

Summary of the Installation Process
On the Summary page click "COMPLETE.”

< C A Motsecure | rhell hdp3.cisco.com:8080,#/main/dashboard/metrics
A& Dashboard ' Metrics
A Dashboard

HEATMAPS

METRICS COMFIG HISTORY

NameNode Heap

6% 0%

NameMode RP( Memaory Lisage

0.15ms e

Cluster Load NameNode Uptime

14h 45m 7s

Region In Transition : HBase Master Uptime

0 14h 26m 43s
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Message

19% nstalling Ranger Admin
33% nstall complete
33% nstall complete (Waiting to start)

- a ¥ @

isco_HDP L admin -

32 % overall

33% nstall complete (Waiting to start)
33% nstall complete (Waiting to start)
% nstall complete (Waiting to start)

33% nstall complete (Waiting to start)
3% nstall complete tart)
3a% nstall complete (Waiting to start)
33% nstall complete (Waiting to start)
o3 2 acmin -
METRIC ACTIONS = LAST 1 HOUR =
NameNode CPLU WiO : DataModes Live

0.0%

Network Lisage

19.5 KB

HEzse Master Heap

-
13%

ResourceManager Heap

N

17%

15/15

HodeManagers Live

15/15
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High Availability for HDFS NameNode and YARN ResourceManager

High availability for NameNode and YARN Resource Manager can be configured using Ambari or also on non-Ambari
clusters. This deployment guide covers the configuration of high availability using Ambari — Use the Ambari wizard
interface to configure HA of the components.

The Ambari web Ul provides a wizard-driven user experience that allows to configure high availability of the components in
many Hortonworks Data Platform (HDP) stack services. The high availability of the components are achieved by setting up
primary and secondary components. In the event that the primary component fails or becomes unresponsive, services
failover to secondary component. After configuring the high availability for a service, Ambari enables you to manage and
disable (roll back) the high availability of components within that service.

Configure the HDFS NameNode High Availability

The HDFS NameNode high availability feature enables you to run redundant NameNodes in the same cluster in an Ac-
tive/Passive configuration with a hot standby. This eliminates the NameNode as a potential single point of failure (SPOF)
in an HDFS cluster. With the release of Hadoop 3.0, you can configure more than one backup NameNode.

Prior to the release of Hadoop 2.0, the NameNode represented a single point of failure (SPOF) in an HDFS cluster. Each
cluster had a single NameNode, and if that machine or process became unavailable, the cluster as a whole would be una-
vailable until the NameNode was either restarted or brought up on a separate machine. This situation impacted the total
availability of the HDFS cluster in two major ways:

e Inthe case of an unplanned event such as a machine crash, the cluster would be unavailable until an operator
restarted the NameNode.

e Planned maintenance events such as software or hardware upgrades on the NameNode machine would result in
periods of cluster downtime.

HDFS NameNode HA avoids this by facilitating either a fast failover to one or more backup NameNodes during machine
crash, or a graceful administrator-initiated failover during planned maintenance.

# Secondary NameNode is not required in high availability configuration because the Standby node also performs the
tasks of the Secondary NameNode.

Active NameNode honors all the client requests and the Standby NameNode acts as a backup. The Standby NameNode
keeps its state synchronized with Active NameNode through a group of JournalNodes(JNs). When the Active node
performs any namespace modification, the Active node durably logs a modification record to a majority of these JNs. The
Standby node reads the edits from the JNs and continuously watches the JNs for changes to the edit log.

Prerequisites for NameNode High Availability

The following are the prerequisites for NameNode high availability:
e NameNode Machine: Hardware for Active and Standby node should be exactly identical.

e JournalNodes Machine: JournalNode daemon is relatively lightweight, therefore it can be co-located on machines
with other Hadoop daemons; it is typically located on the management nodes.

e There MUST be at least three JournalNodes, because the edit log modifications must be written to a majority of JNs.
This allows the system tolerate failure of a single machine. You may also run more than three JournalNodes, but in
order to increase the number of failures that the system can tolerate, you must run an odd number of JNs (3, 5, 7,
and so on).
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e ZooKeeper Machines: For automatic failover capability, an existing Zookeeper cluster must exist. The Zookeeper
service can also co-exist with other Hadoop daemons.

e InHA Cluster, the Standby NameNode also performs the checkpoints of the namespace state, therefore do not
deploy a Secondary NameNode, CheckpointNode, or BackupNode in an high availability cluster.

Deploy the NameNode High Availability Cluster

To deploy the NameNode high availability on a Ambari managed cluster, follow these steps:

‘ﬁ High availability cannot accept HDFS cluster names that include underscore (_).

1. Loginto Ambari. Click HDFS > CONFIGS. Click the ACTIONS drop-down list and click Enable NameNode HA to launch
the wizard.

Figure 29  Enable NameNode HA

#& / Services / HDFS / Configs £ A0 == 2 admin -
isco_HD
SUMMARY HEATMAPS CONFIGS METRICS ACTIONS =
P Start
W Stop
version: 9 - Config Group Default (17) © Restart Al
SETTINGS ADVANCED @ Restart DataNodes

(@ Restart NFSGateways
# Move NameNode
No properties 1o display. #» Move SNameNode
& Add New HDFS Namespace
o> Run Service Check
I8 Turn On Maintenance Mode
> Rebalance HDFS
@ Refresh Nodes
& Download Client Configs
X Delete Service

2. Stepilaunchesthe Enable NameNode HA wizard. On the Get Started page, specify the Nameservice ID as shown be-
low. Click Next.
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Figure3o0  Enable NameNode HA Wizard — Get Started

Enable NameNode HA Wizard

Get Started

you have HBase running, please exit this wizard and stop HBase first

Nameservice ID CiscoHDP

3.  Onthe Select Hosts page, select the Additional NameNode and JournalNode. Click Next.

Figure31  Enable NameNode HA Wizard — Select Hosts

Enable NameNode HA Wizard

Select Hosts

Current NameNode
Addional NameNode
JournalNode

JournalNode

4. Onthe Review page, confirm the selection. To change any values, click Back, or to continue click Next.
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Figure32  Enable NameNode HA Wizard — Review

Review

Confirm your host selections

Current NameNode: rhell hdp3 cisco.com
Secondary NameNode: rhel2 hdp3.cisco.com == TO BE DELETED
Additional NameNode: rhel3 hdp3 cisco.com == TO BE INSTALLED

JournalNode: rhell hdp3 cisco.com < TO BE INSTALLED
rhel2 hdp3.cisco.com < TO BE INSTALLED
rhel3 hdp3.cisco.com < TO BE INSTALLED

Review Configuration Changes.
The following lists the configuration changes that will be made by the Wizard to enable NameNode HA. This information is for
review only and is not editable except for the dfs.journalnode.edits.dir property

HDFS A

5. Create a checkpoint on the NameNode on the linux server (rhel1.hdp3.cisco.com) as shown below.

Figure33  Enable NameNode HA Wizard — Create Checkpoint

Enable NameNode HA Wizard

Manual Steps Required: Create Checkpoint on NameNode

Login to the NameNode host rhell.hdp3.cisco.com

ma

Put the NameNaode in Safe Mode (read-only mode):

sudo su hdfs -1 -c '"hdfs dfsadmin

You will be able to proceed once Ambar detects that the NameNode is in Safe Mode and the Checkpoint has been created

successfully.

If the Next button is enabled before you run the "Step 4: Create a Checkpoint
already and you may proceed without running the "Step 4: Create a Checkpoint” co

nmand, it means there is a recent Checkpoint

mmand.

6. SSHto current NameNode, rhel1.hdp3.cisco.com and run the following commands:

[root@rhell ~]# sudo su hdfs -1 -c 'hdfs dfsadmin -safemode enter'
Safe mode is ON
[root@rhell ~]# sudo su hdfs -1 -c 'hdfs dfsadmin -saveNamespace'
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Save namespace successful
[root@rhell ~]#

Figure34  Current NameNode — Safe Mode and Create Checkpoint Command

7. Return to the Ambari web Ul, verify that the Checkpoint was created. Click Next.

8. Seethe progress bar on the Configure Components page. When the configuration steps are completed, click Next.

Figure35  Enable NameNode HA Wizard — Configure Components

Enable NameNode HA Wizard

P ——

Please wait while NameNode HA is being deployed

L¥ Stop All Services \“ 60%

Configure Components

9. |Initialize the JournalNodes as shown below.
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Figure36  Enable NameNode HA Wizard —Initialize JournalNodes

Enable NameNode HA Wizard

Manual Steps Required: Initialize JournalNodes

. Login to the NameNode host rhel1.hdp3.cisco.com

2 Initialize the JournalNodes by running

3. You will be able to proceed once Ambari de

een initialized succe

Initialize JournalModes

10. SSHto the current NameNode, for example rhel1i.hdp3.cisco.com.

11. Run the following command:

[root@rhell ~]# sudo su hdfs -1 -c 'hdfs namenode -initializeSharedEdits'

12. Returntothe Ambari Ul, when Ambari detects success, click Next.

13. On the Start Components page, when completed, click Next.
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Figure38  Enable NameNode HA Wizard — Start Components

Enable NameNode HA Wizard

Please proceed 1o the next step

« Start ZooKeeper Servers
«” Start Ambari Infra
" Start Ranger

« Start NameNode

14. Onthe Initialize Metadata page, add the information as shown below.

Figure3g  Enable NameNode HA Wizard — Initialize Metadata

Enable NameNode HA Wizard

1. Login 1o the NameNede host rhell.hdp3.cisco.com.

2 Initialize the metadata for NameNode automatic failover by running

3. Login to the Additional NameMode host rhel3.hdp3.cisco.com

Important! Be sure to login to the Additional NameMode host
This is a different host from the Steps 1 and 2 above

4. Initialize the metadata for the Additional NameNode by running

bootstrapStandby’

Please proceed once you have completed the steps above

15. SSH to rhel1.hdp3.cisco.com and run the following command:

[root@rhell ~]# sudo su hdfs -1 -c 'hdfs zkfc -formatZK'
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16. SSHto an additional NameNode, for example, rhel3.hdp3.cisco.com and run the following command:

[root@rhel3 ~]# sudo su hdfs -1 -c 'hdfs namenode -bootstrapStandby'

Figure 41 Initialize the Metadata for Additional NameNode

17. Return to the Ambari web Ul, click NEXT. Click OK on the confirmation pop-up window. Make sure the initialization of
metadata was performed in NameNode and an additional NameNode as mentioned in step 15 and 16.

Figure 42 Enable NameNode HA Wizard - Confirmation for Initialize the Metadata

Enable NameNode HA Wizard

=4 Confirmation

Initialize Metadata

18. Onthe Finalize HA Setup page, you can see the progress bar as the high availability completes.
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Figure 4.3  Enable NameNode HA Wizard — Finalize High Availability Setup

Enable NameNode HA Wizard

Please wait while NameNode HA is being deployed

" Start Additional NameNode

nstall Failover Controllers M 35%

4

BT SN - R

19. Click COMPLETE when done.

20. Click HDFS > SUMMARY tab, verify the Active and Standby NameNode. The Quick Links pane also shows that
rhel1.hdp3.cisco.com is running the Active NameNode and rhel3.hdp3.cisco.com is running in Standby NameNode.

Figure 44 Ambari— HDFS — Summary Information

A Service Summa @ == Radmin-

SUMMARY HEATMAPS CONFIGS METRICS

Summary Quick Links

Components © Started © Started @ Started © Started

VE NAMENODE INTRIC 3TANDEY NAMENODE F OVE NTROLLEF

2m42s 10.8%
NAMENODE UPTIME
NAMENODE HEAF

Na
15/15 Started 3/3 Live 1/1 Started "
DATANODE JRNALNODE NFSGATEWAYS

N.
e {0ODE
15 0 0

Configure the YARN ResourceManger HA

This section provides instructions on setting up the ResourceManager (RM) HA feature in a HDFS cluster. The Active and
Standby ResourceManagers embed the ZooKeeper based ActiveStandbyElector to determine which RM should be active.

Prerequisites for ResourceManager HA

e The servers where Active and Standby RMs are run should have identical hardware.
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e Forautomated failover configurations, there must be an existing Zookeeper cluster available. The ZooKeeper
service nodes can be co-located with the other Hadoop daemons.

'ﬁ At least three ZooKeeper servers must be running.

Deploy the ResourceManager HA

ResourceManager HA can be configured manually or through Ambari. These instructions are based on configuring
ResourceManager HA using Ambari.

To setup ResourceManager HA, follow these steps:

1. From the Ambari web Ul, click Services > YARN. Click the ACTIONS drop-down list and select Enable ResourceManag-
er HA.

Figure 45  Services/YARN - Enable ResourceManger HA

A/ Services / YARN / Summar e A® = Raomin-
SUMMARY HEATMAPS CONFIGS METRICS CTIONS ~
P Start
- - W Stop
2 Restart Required: 1 Component on 1 Host
7 Refresh YARN Capacity Scheduler
® Restart All

© Restart NodeManagers
Summary A4 A Move Timeline Service V1.5
~ Move ResourceManager
~ Move Timeline Service V2.0 Reader
Components © Started © Started © Started @ 4\ Stopped A Move YARN Registry DNS

IMELINE RVICE V » RESOURCEMANA F TIMELINE SERVICE V2 YARN REGISTRY DNS
\EADER 4 Enable ResourceManager HA
> Run Service Check

16/16 Started 18 Installed
= ﬂl Turn On Maintenance Mode

NODEMANAGERS YARN CLIENTS

X Download Client Configs

6m 16s % Delete Service

RESOURCEMANAGER UPTIME

2. Thislaunches the ResourceManager HA wizard as shown below. Click NEXT.

Figure 46  Enable ResourceManager HA Wizard — Get Started

Enable ResourceManager HA Wizard

Get Started

i

3. From the Select Host page, select the host for Additional Resource Manager. Click NEXT.
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Figure 47  Enable ResourceManger HA Wizard — Select Host

Enable ResourceManager HA Wizard

Select Host

Current RescurceManager: mel)_hap3. cisco.com (125 4 GB, 56 cones

Additional FesourceManager: | tho13 hdn3 cisco.com (125.4 GB, 56 cores) -

4. Proceed to the Review page.

Figure 48  Enable ResourceManager HA Wizard - Review

Enable ResourceManager HA Wizard

Review

Review Configuration Changes
The follown: the configurati Anges that will be made by the Wizard 10 enable ResourceManager HA natian s for review ondy and 15 not editable

YARN

5. The Configure Components page shows the progress bar as the Additional ResourceManager is being deployed.
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Figure 49  Enable ResourceManager HA Wizard — Configure Components

Enable ResourceManager HA Wizard

Configure Components

Please wait while ResourceManager HA is being deployed

" Stop Required Services

£¥ Install Additional 35%

ResourceManager

6. Click COMPLETE when done.

'ﬁ It was observed that in certain circumstances, services might fail to restart. Click COMPLETE and restart the services in
Ambari dashboard.

7. Verify the ResourceManger HA setup by clicking Services > YARN > SUMMARY tab. The Quick Links pane identifies Ac-
tive and Standby ResourceManager.

152



Solution Design

Figureso  Services/YARN/Summary — Verify ResourceManger HA
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HDP Post OS Deployment — Enable GPU Isolation and Scheduling

One of the prerequisites for HDP to enable GPU isolation and scheduling, is CUDA. CUDA itself also has prerequisites. The
order of installation is as follows:

e Install CUDA prerequisites

e CUDA

ﬂ This CVD incorporates Cisco UCS C480 ML M5 with 8 Vioo GPUs; the following steps detail how to enable GPU as a
Hadoop resource.

e (Cisco UCS C480 ML Mg resource inventory as seen through Cisco UCS Manager
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Equipment / Rack-Mounts / Servers / Server 20

Yes
nVidia Volta V100-SXM2 32GB

88.00.43.00.03|G503.0203.00.04

Install the Prerequisites for CUDA

To install the prerequisites for CUDA, follow these steps:

GPU-3
UCSC-GPU-V100-SXM2-32G
nVidia

0323618047152

Ready

'ﬂ Details to install CUDA can be found here: http://docs.nvidia.com/cuda/cuda-installation-quide-linux/index.html.

'ﬁ These commands are run as root or sudo.

1. List GPUs and CPUs installed:

‘[root@rhell ~1# ansible nodeswithgpu -m shell -a "lspci | grep -i nvidia"
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[root@rhell ~]# ansible nodeswithgpu -m shell -a "lscpu"

Install GCC
To install GCC, follow these steps:

1. Make sure gccis installed in the system:

[root@rhell ~]# ansible nodeswithgpu -m shell -a "gcc --version"
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Install Kernel Headers and Installation Packages

The CUDA Driver requires that the kernel headers and development packages for the running version of the kernel are
installed at the time of the driver installation, as well as whenever the driver is rebuilt. For example, if your system is
running kernel version 3.17.4-301, the 3.17.4-301 kernel headers and development packages must also be installed.

ansible nodeswithgpu -m shell -a "uname -r"

[root@rhell ~]# ansible nodeswithgpu -m yum -a "name=kernel-devel-$ (uname -r) state=present"

[root@rhell ~]# ansible nodeswithgpu -m yum -a "name=kernel-headers-$ (uname -r) state=present"
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Install DKMS

The NVIDIA driver RPM packages depend on other external packages, such as DKMS. Those packages are only available on
third-party repositories, such as EPEL.

To install DKMS, follow these steps:

http://rpmfind.net/linux/rpm2html/search.php?query=dkms for RHEL 7.x

RHEL 7.x http://[rpmfind.net/linux/epel/7/x86 64/Packages/d/dkms-2.6.1-1.el7.noarch.rpm

‘#wget http://rpmfind.net/linux/epel/7/x86 64/Packages/d/dkms-2.6.1-1.el7.noarch.rpm ‘

1. Copy dkms rpm to all the GPU servers:

‘[root@rhell ~]# ansible nodeswithgpu -m copy -a "src=/root/dkms-2.6.1-1.el7.noarch.rpm dest=/root/." ‘

2. Install dkms with yum install:

‘[root@rhell ~]# ansible nodeswithgpu -m command -a "yum install -y /root/dkms-2.6.1-1.el7.noarch.rpm" ‘

Install NVIDIA GPU Drivers
To install the NVIDIA GPU drivers, follow these steps:

1. Download this NVIDIA GPU driver from http://www.nvidia.com/Download/index.asp?lang=en-us

2. Forthe NVIDIA driver download, select the product type, Series, Product, OS, and CUDA toolkit.

# For this deployment, select 9.2 for CUDA Toolkit.
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« @ httpa:)www.nvidia.com/Download)
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NVIDIA Driver Downloads
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3. Click SEARCH. The selected driver is shown below.

<« & & https:/iwww.nvidia.com/Download/driverResults.aspx/136948/en-us
i oApps [ Tapi! [ Online Certificatio.. & M.J. Department o... Hydropaonic, Farm...  ## HOP 8 Amazoncom: Doli. [0 Guides [Qf carliftpdf TH Using PXE Boot T.. [ FREE SHIPPING -
<A NVIDIA,

PLATFORMS » DEVELOPERS » COMMUNITY » SHOP DRIVERS » SUPPORT ABOUT NVIDIA »

DOWNLOAD DRIVERS

HVIDIA = DRIVERS » TESL

ILCRAAVUMEE Rl TESLA DRIVER FOR LINUX RHEL 7

Version: 396.44

Release Date: ina.8.6
Operating System: Linux 64-hit RHELT
CUDA Toolkit: 9.2

Language: English (LIS}
File Size: 5425 MB
OWNLDAD

4. Click DOWNLOAD. The download link can be captured by right-clicking AGREE & DOWNLOAD as shown below.

< ' & hitps://www.nvidia.com/cont

ation. php?uri=/tes

DIA-Linux-x;

a5 [4 Tapitt [§ Onling Cartificato.. 4 .0 Departmant o. Hydropanle, Farm_. @ HOP 8 amazoncom:Dall. Y Gudes [ cariiftpdt T Using FXE

& FREE SHIPPING

<A NVIDIA.

PLATFORMS » DEVELOPERS » COMMUNITY » SHOP DRIV

SUPPORT ABOUT NVIDIA »

DOWNLOAD DRIVERS

HVIDIA Home = Downioad Drivers

THE NEW NviDIA guaDro ISR

By d.uuu; the " Agr:e B Dﬂwnlnml" buttan Lelow, you are ceafirming that you have read and agree Lo be Bound by

the License For ner Use of HVIDIA Software far use of the driver, The driver will begin downloading
immediately alter clucklng an the "Agree & Download” button below. NVIDLA recommends sers update Lo the latest
driver version, Please review NVIDIA Product Sec y for more infarmatian,

AGREE & DOWNLOAD DECLINE

[root@rhell ~]# wget http://us.download.nvidia.com/tesla/396.44/nvidia-diag-driver-local-repo-rhel7-
396.44-1.0-1.x86 64.rpm

5. Copy the .rpm file in all the GPU nodes as shown below.

[root@rhell ~]# ansible nodeswithgpu -m copy -a "src=/root/nvidia-diag-driver-local-repo-rhel7-396.44-
1.0-1.x86 64.rpm dest=/root/.
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6. Install the driver by running the following command:

[root@rhell ~]# ansible nodeswithgpu -m command -a "rpm -ivh /root/nvidia-diag-driver-local-repo-rhel7-
396.44-1.0-1.x86_64.rpm"

rhell6.hdp3.cisco.com | SUCCESS | rc=0 >>

Preparing... B

Updating / installing...
nvidia-diag-driver-local-repo-rhel7-39########### 444 HHH# 44 ### 4 ## 44 #fwarning: /root/nvidia-diag-
driver-local-repo-rhel7-396.44-1.0-1.x86 64.rpm: Header V3 RSA/SHA512 Signature, key ID 7fa2af80: NOKEY

Install CUDA

To install CUDA, follow these steps:

1. Download CUDA g.2.

ﬁ TensorFlow needs CUDA; make sure that the version of CUDA is supported by TensorFlow before installing CUDA. Ear-
lier versions of CUDA are here: https://developer.nvidia.com/cuda-toolkit-archive.

The latest version of CUDA is available here:

https://developer.nvidia.com/cuda-
downloads?target_os=Linux&target _arch=x86_64&target_distro=RHEL &target_version=7&target_type=rpmlocal

« (4 # htips/ideveloper.nvidia.com/cuda- 82 -downioad -archive 7target_os=LinuStarget_archwx84 845 target_distro«RHELAtargot_versions 7&t 2_typostpmiocal
£ Apps [) Tepw [) OnfeeCertificatio. @ N.J.Oesatmesto. (W Myroponic, Farm ® HOP @ Amazoncom: Dol [ Cuices [F coriipar TN Using PXE Boot T B FREE SHEPING —
System

OpenALC: Mare Soence Less
Programming

Architecture © aB5_64 m

GPU Computing ¥ Follow
Version

Hemm, an empty timetne, That's

Installer Type ©

Check for Twwets

Download Installers for Linux RHEL 7 x86_64

The base installer is available for download below,
There is 1 patch avasdtable. This patch requires the base installer to be installed
first

> Base Installer Download (1.7 6B} &

Installation Instructsons:

1. "swdo rpm «i cuda-repo-rhel7-9-2-1ccal-9.2.148-1,x84_&% rpm”
2. "sudo yumn clean all’
3. "sudo yum install cuda’

Other installation options are avadable in the form of meta-packages. For
example, to install all the Lbrary packages, replace “cuda” with the “cuda-
Librarses-9-27 meta package. For mose information on all the available meta
packages click hore

[root@rhell ~]# wget https://developer.nvidia.com/compute/cuda/9.2/Prod2/local installers/cuda-repo-
rhel7-9-2-1ocal-9.2.148-1.x86_64
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2. Copy .rpm file to all GPU nodes as follows:

[root@rhell ~]# ansible nodeswithgpu -m copy -a "src=/root/cuda-repo-rhel7-9-2-local-9.2.148-1.x86 64.rpm
dest=/root/."

3. Install CUDA in all GPU nodes by running the following set of commands:

[root@rhell ~]# ansible nodeswithgpu -m shell -a "rpm -i cuda-repo-rhel7-9-2-local-9.2.148-1.x86 64.rpm"
[root@rhell ~]# ansible nodeswithgpu -m shell -a "yum clean all"
[root@rhell ~]# ansible nodeswithgpu -m shell -a "yum -y install cuda"

Download and Setup NVIDIA CUDA Deep Neural Network library (cuDNN)

Download cuDNN 9.2

1. Download cuDNN from https://developer.nvidia.com/cudnn for the same CUDA version.

2. Copy cuNNinto all the GPU servers.

https://developer.nvidia.com/rdp/cudnn-archive

‘ﬁ This step may require to join the NVIDIA developer community.

3. Runthe following Ansible commands in all GPU nodes to setup cuDNN:

[root@rhell ~]# ansible nodeswithgpu -m copy -a "src=/root/cudnn-9.2-linux-x64-v7.1.tgz dest=/root/."
[root@rhell ~]# ansible nodeswithgpu -m shell -a "tar -xzvf cudnn-9.2-linux-x64-v7.1l.tgz"

[root@rhell ~]# ansible nodeswithgpu -m shell -a "cp /root/cuda/include/cudnn.h /usr/local/cuda-
9.2/include"

[root@rhell ~]# ansible nodeswithgpu -m shell -a "cp /root/cuda/lib64/libcudnn* /usr/local/cuda-
9.2/1ib64"

[root@rhell ~]# ansible nodeswithgpu -m shell -a "chmod a+r /usr/local/cuda-9.2/include/cudnn.h
/usr/local/cuda-9.2/1ib64/libcudnn*"

Post Installation Steps

1. Add CUDA in PATH and LD_LIBRARY_PATH variable in all the GPU nodes.

2. The PATH and LD_LIBRARY_PATH variable need to include Jusr/local/<cuda>/bin:

export PATH=/usr/local/cuda-9.2/bin${PATH:+:${PATH}}
export LD_LIBRARY_PATH=/usr/local/cuda—9 .2/1ib64s {LD_LIBRARY_PATH t+:$ {LD_LIBRARY_PATH} }

3. Reboot the GPU nodes:

‘# ansible nodeswithgpu -a "/sbin/reboot"

ﬁ The SSH and Ansible connection will disconnect with this command.

‘ﬁ For more information, go to: https://docs.nvidia.com/cuda/cuda-installation-guide-linux/index.html#post-
installation-actions.
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Verify Drivers

To verify the drivers have been installed, run the following commands in all GPU nodes as shown below

[root@rhell ~]# ansible nodeswithgpu -a "nvidia-smi"

Or on specific node

[root@rhell ~]# ansible rhel20.hdp3.cisco.com -a "nvidia-smi"

[root@rhell ~]# ansible nodeswithgpu -m shell -a "/usr/local/cuda-9.2/bin/nvcc --version"

161



Solution Design

‘[root@rhell ~]# ansible nodeswithgpu -m shell -a "export NVIDIA DRIVER VERSION=396.44"

Install and Configure Docker

Prerequisites

Docker Version

Docker only supports systems with modern kernel as it is highly dependent on Linux OS kernel version and its capabilities.

YARN requires Docker should be setup and installed in all NodeManger hosts where Docker containers will run. It is
important to consider these recommendations before installing Docker to be used by YARN.

Docker1.12.5 is required at a minimum. However, it is recommended to use the latest version.

Storage Driver

It was observed through testing that device mapper using LVM is generally stable. However, high writes to the container
root file system, device mapper exhibit panics. Overlay and Overlay2 perform significantly better than device mapper and
recommended. In this reference architecture Overlay2 has been used.

Networking

YARN has support for running Docker containers on a user specified network, however, it does not manage the Docker
networks. Administrators are expected to create the networks prior to running the containers. Node labels can be used to
isolate particular networks. It is vital to read and understand the Docker networking documentation. Swarm based options
are not recommended, however, overlay networks can be used if setup using an external store, such as etcd.

YARN will ask Docker for the networking details, such as IP address and hostname. As a result, all networking types are
supported. Set the environment variable YARN_CONTAINER_RUNTIME_DOCKER_CONTAINER_NETWORK to specify
the network to use.

Host networking is only recommended for testing. If the network where the NodeManagers are running has a sufficient
number of IP addresses. The bridge networking with --fixed-cidr option works well. Each NodeManager is allocated a small
portion of the larger IP space, and then allocates those IP addresses to containers.

To use an administrator defined network, add the network to docker.allowed.networks in container-
executor.cfg and yarn.nodemanger.runtime.linux.docker.allowed-container-networks in yarn-site.xml .

# Setting up Docker Networking is beyond the scope of this CVD. This CVD focuses on standalone container for Tensor-
Flow on YARN. Hadoop YARN is adding support for distributed TensorFlow applications and will be added as adden-
dum when it is supported.

Image Management

Images can be preloaded on all NodeManager hosts or they can be implicitly pulled at runtime if they are available in a
public Docker registry, such as Docker hub. If the image does not exist on the NodeManager and cannot be pulled, the
container will fail.

‘ﬁ For Al framework specific images, it is recommend using Docker images from NG Cloud, which is described in subse-
quent sections of this document.

162



Solution Design

ﬂ It is also recommended to have a private Docker image repository. This CVD details the setup of a private registry for
simplicity but doesn’t go into details on a registry setup with high availability and is provided only as an example.

Install Docker

To install Docker, follow these steps:

1. Uninstall any previous version of Docker completely by running the following command:

# yum remove docker docker-client docker-client-latest docker-common docker-latest docker-latest-
logrotate docker-logrotate docker-selinux docker-engine-selinux docker-engine

2. Remove any existing Docker repository:

# rm /etc/yum.repos.d/docker*.repo

3. Docker has been released as part of Extra channel in Red Hat Enterprise Linux. When the extra channel has been ena-
bled, docker packages can be installed. To register and subscribe a system to Red Hat customer portal, attached the
required pool, and enable the extras channel, run the following commands:

subscription-manager
subscription-manager
# subscription-manager

HH =

subscription-manager
subscription-manager

H=

register --username <userid> --password <password>
list --available
attach --pool=<pool id>

repos --disable='*"'
repos --enable="rhel-7-server-extras-rpms"

4. Install Docker by running the following command:

# ansible datanodes -m yum -a “name=docker state=present”

5. Start the Docker service:

ansible datanodes -a
anaible datanodes -a

H

“systemctl start docker”
“systemctl enable docker”

6. Verify Docker by running the following command:

# ansible datanodes -a

“docker info”

Install nvidia-docker in GPU Nodes

To install nvidia-docker in GPU nodes, follow these steps:

1. Inorder for the Docker container to see GPU as a resource, you need to install nvidia-docker va plugin.

2. Add the package repositories:

# ansible nodeswithgpu

# distribution=$(. /etc/os-release;echo SIDSVERSION ID)

-m shell -a “curl -s -L https://nvidia.github.io/nvidia-

docker/$distribution/nvidia-docker.repo | sudo tee /etc/yum.repos.d/nvidia-docker.repo”

3. Install nvidia-docker va:

# ansible nodeswithgpu

-m command -a “yum install -y nvidia-docker”
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# nvidia-docker2 is not supported by HDP 3.0. Make sure you install nvidia-docker.

4. Startthe nvidia-docker service:

# ansible nodeswithgpu -m shell -a “systemctl start nvidia-docker”
# ansible nodeswithgpu -m shell -a “systemctl enable nvidia-docker”

5. Test nvidia-smi with the latest CUDA image. SSH to the node with GPU and run the following command:

# nvidia-docker run —--rm nvidia/cuda:9.2-base nvidia-smi

# For more information, go to: https://github.com/NVIDIA/nvidia-docker

6. Verify that the /var/lib/nvidia-docker/volumes/nvidia_driver/$NVIDIA_DRIVER_VERSION| directory was created:

# 1s /var/lib/nvidia-docker/volumes/nvidia driver

7. Runthe following command to verify the nvidia-docker plugin:

[root@rhell5 1ib64]# docker volume ls
[root@rhell5 1ib64]# docker inspect volume nvidia driver 396.44
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8. Use the following Docker command to verify that HDP can access the GPU:

# NVIDIA DRIVER VERSION=396.44

# docker run --device=/dev/nvidiactl --device=/dev/nvidia-uvm --device=/dev/nvidia0 -v /var/lib/nvidia-
docker/volumes/nvidia driver/$NVIDIA DRIVER VERSION/:/usr/local/nvidia/ -it nvidia/cuda:9.2-base
/usr/local/nvidia/bin/nvidia-smi

'& On a multi-GPU server, the output of this command will show exactly one GPU. This is because we have run
this sample docker container with only one device (/dev/nvidia0).

Configure Docker

After Docker and nvidia-docker are installed, the following process is the minimum recommended configuration. To
configure Docker, follow these steps:

165



Solution Design

# Configuring the storage driver is not included.

1. Edit /etc/docker/daemon.json and add the following options:

"live-restore" : ,
"debug"

'& Live-restore keeps the container alive during daemon downtime.

2. Restart Docker service:

‘ansible datanodes -m command -a “systemctl daemon-reload” |
‘ansible datanodes -m command -a “systemctl restart docker” |

Configure YARN to Running Docker Containers

YARN provides isolation through the use of cgroups. Docker also has cgroup management built in. If isolation through
cgroups if desired, the only recommended solution is to use YARN’s cgroup management at this time. YARN will create the
cgroup hierarchy and set the --cgroup-parent flag when launching the container.

The cgroupdriver must be set to cgroupfs in all datanodes where Docker is running. Ensure that Docker is running using
the --exec-opt native.cgroupdriver=cgroupfs docker daemon option.

To configure YARN to run Docker containers, follow these steps:

vi /usr/lib/systemd/system/docker.service ‘

1. Find and fix the cgroupdriver. If it is not there, it should be added.

--exec-opt native.cgroupdriver=cgroupfs \ ‘

# The commands (above) should be configured on all the nodes where Docker is installed, on the datanodes.

2. The version of Docker may include oci-hooks that expect to use the systemd cgroup driver. Search for oci on your sys-
tem and remove these files. For example:

‘[root@rhell ansible]# ansible datanodes -m shell -a " [ -f /usr/libexec/oci/hooks.d/oci-systemd-hook ] && |
‘echo 'File exist' || echo 'File does not exist'" |

3. [fitexists, run the following:

‘[root@rhell ansible]# ansible datanodes -m shell -a "rm -f /usr/libexec/oci/hooks.d/oci-systemd-hook” ‘
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ansible datanodes -m shell -a " [ -f /usr/libexec/oci/hooks.d/oci-register-machine] && echo 'File exist'
|| echo 'File does not exist'"

4. Ifit exists, remove the file:

‘ansible datanodes -m shell -a "rm -f /usr/libexec/oci/hooks.d/oci-register-machine”

Enable Cgroups

To set up the CGroup hierarchy, run the following command:

1. Create the following script in admin node:

[root@rhell ~]# vi hadoop-yarn.sh

mkdir -p /sys/fs/cgroup/cpu/hadoop-yarn

chown -R yarn /sys/fs/cgroup/cpu/hadoop-yarn
mkdir -p /sys/fs/cgroup/memory/hadoop-yarn

chown -R yarn /sys/fs/cgroup/memory/hadoop-yarn
mkdir -p /sys/fs/cgroup/blkio/hadoop-yarn

chown -R yarn /sys/fs/cgroup/blkio/hadoop-yarn
mkdir -p /sys/fs/cgroup/net cls/hadoop-yarn
chown -R yarn /sys/fs/cgroup/net cls/hadoop-yarn
mkdir -p /sys/fs/cgroup/devices/hadoop-yarn
chown -R yarn /sys/fs/cgroup/devices/hadoop-yarn
[root@rhell ~]#

2. Copy the script in all datanodes and run the script as shown below:

# ansible datanodes -m copy -a "src=/root/hadoop-yarn.sh dest=/root/."
# ansible datanodes -m file -a "dest=/root/hadoop-yarn.sh mode=755"
# ansible datanodes -m shell -a "/root/hadoop-yarn.sh"

'ﬁ It isimportant to note that CGroup hierarchy MUST be created on every reboot of NodeManager node(s), oth-
erwise the YARN NodeManager service will not start. It is recommend to be auto run on every system reboot
and nodemanager reboot.

3. Toenable cgroups on an Ambari cluster, select YARN > CONFIGS on the Ambari dashboard, then click CPU Isolation
under CPU. Click Save.

4. Enable Docker Runtime by selecting YARN > CONFIGS > SETTINGS on the Ambari dashboard as shown below.
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YARN Features

Node Labels

Pre-emption

| Enabled | -

Docker Runtime

v

5. Setthe following properties for Advanced yarn-site in Ambari.

Table 12 Advanced yarn-site Properties

Properties Value

yarn.nodemanager.runtime.linux.allowed-runtimes default,docker

yarn.nodemanager.runtime.linux.docker.capabilities CHOWN,DAC_OVERRIDE,FSETID,FOWNER,MKNOD,NET_RAW,SETGID,S
ETUID,

SETFCAP,SETPCAP,NET_BIND_SERVICE,SYS_CHROOT,KILL,AUDIT_WRIT
E

yarn.nodemanager.runtime.linux.docker.privilegedcontai | false
ners.

allowed

yarn.nodemanager.runtime.linux.docker.allowed- host,bridge
containernetworks

yarn.nodemanager.runtime.linux.docker.default- bridge
containernetwork
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yarn.nodemanager.runtime.linux.allowed- default,docker
runtimes
yamn.nodemanager.runtime.linux.docker. host,bridge

allowed-container-networks

yam nodemanager. runtime. linux.docker
capabilities CHOWN,DAC_OVERRIDE,FSETID,FOWNER MKNODNET_RAW,SETGID,SETUID,SETFCAR,
SETPCARNET_BIND_SERVICE,SYS_CHROOTKILL AUDIT_WRITE

(+]

yarmn.nodemanager.runtime.linux. docker. bridge
default-container-network

6. Configure the following isolation properties in YARN. In Ambari, click YARN > CONFIGS > ADVANCED. Properties can
also be configured in the /etc/hadoop/conffyarn-site.xml on the ResourceManager and NodeManager nodes. Configure
and verify properties listed in Table 13 in Ambari so that changes get applied to all the respective nodes.

Table 13 YARN —Isolation Properties

Property Value
yarn.nodemanager.container-executor.class org.apache.hadoop.yarn.server.nodemanager.LinuxContainerExecutor
yarn.nodemanager.linux-container- /hadoop-yarn

executor.cgroups.hierarchy

yarn.nodemanager.linux-container- false
executor.cgroups.mount

yarn.nodemanager.linux-container- [sys/fs/cgroup
executor.cgroups.mount-path

yarn.nodemanager.linux-container- false
executor.cgroups.strict-resource-usage

yarn.nodemanager.linux-container-executor.group hadoop

yarn.nodemanager.linux-container- org.apache.hadoop.yarn.server.nodemanager.util. CgroupsLCEResourcesHandler
executor.resources-handler.class

169



Solution Design

SETTINGS ADVANCED

Isolation

yarm.nodemanager.container-executor.class org.apache.hadoop.yarn.server.nodemanager LinuxContainerExecutor

yarn.nodemanager linux-container-executor. /hadoop-yam
cgroups.hierarchy

yarm.nodemanager linux-container-executor. fzlse
cgroups.mount

If

w

yarn.nodemanager linux-container-executor
cgroups.mount-path il

(7]
-
o

/cgroup

yarmn.nodemanager.linux-container-executor. false
cgroups.strict-resource-usage

yarn nodemanager linux-container-executor. hadoop
group

yarm.nodemanager linux-container-executor. org apache.hadoop.yarn.server.nodemanager.util. CgroupsLCEResourcesHandler
resources-handler.class

‘ﬁ To leverage YARN cgroup support, the NodeManager must be configured to use LinuxContainerExecutor.
The Docker YARN integration also requires this container executor.

7. Configure the following properties for Container Executor in YARN. Some properties are pre-set as per YARN recom-
mendation.

Table 14 YARN — Container Executor Properties

Properties Values

Docker Allowed Read-only Mounts [sys/fs/cgroup
Docker Binary Jusr/bin/docker
Minimum user ID for submitting job 50

Yarn CGroup Hierarchy /hadoop-yarn

8. The administrator must define the volume whitelist in container-executor.cfg by setting docker.allowed. ro-
mounts and docker.allowed.rw-mounts to the list of parent directories that are allowed to be mounted.
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The application submitter requests the required volumes at application submission time using
the YARN CONTAINER RUNTIME DOCKER MOUNTS environment variable.

# Be careful when enabling this feature. Enabling access to directories such as, but not limited to, /, /etc, /run, or [home is
not advisable and can result in containers negatively impacting the host or leaking sensitive information.

Container Executor

CGroup Root Path

Docker Allowed Devices

Docker Allowed Read-only Mounts sys/fs/cgroup

Docker Allowed Read-write Mounts

Docker Allowed Volume-drnivers

Docker Binary Jusr/bin/docker

Enable Launching Privileged Containers L+

Minimum user ID for submitting job 50

Yarn CGroup Hierarchy /hadoop-yam

# /hadoop/yarn/local is a default Docker ro-mount. However, these are not mounted by default but are allowed to be
mounted

CPU jobs are constrained with CPU scheduling and cgroups enabled, but by default these are flexible limits. If spare CPU
cycles are available, containers are allowed to exceed the CPU limits set for them. With flexible limits, the amount of CPU
resources available for containers to use can vary based on cluster usage; the amount of CPU available in the cluster at any
given time.

You can use cgroups to set strict limits on CPU usage. When strict limits are enabled, each process receives only the amount
of CPU resources it requests. With strict limits, a CPU process will receive the same amount of cluster resources every time
it runs.
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Strict limits are not enabled (set to false) by default for property yarn.nodemanager.linux-container-
executor.cgroups.strict-resourceusage as shown above.

ﬂ Regardless of whether this property is true or false, at no point will the total container CPU usage exceed the limit set in
yarn.nodemanager.resource.percentage-physical-cpu-limit.

9. Setthe Percentage of CPU used by YARN. Set the percentage of CPU that can be allocated for YARN containers. In
most cases, the default value of 100 percent should be used. If you have another process that needs to run on a node
that also requires CPU resources, you can lower the percentage of CPU allocated to YARN to free up resources for the
other process.

CPU
Node

Percentage of physical CPU allocated for all containers on a node

0%

10. Click SAVE. Restart All Affected Services as shown below.

7 Restart Required: 36 Components on 17 Hosts e
Restart All Affected

start NodeMa
Version: 104 ~ Config Group  Default (13) Restart NodeManager

'ﬁ These steps (above) configure the YARN Node Manager to run LinuxContainerExecutor in non-secure mode, just for
demonstration purposes, so that all Docker containers scheduled by YARN will run as a ‘nobody’ user. Kerberized clus-
ter with cgroups enabled is recommended for production.

Run Docker on YARN Using the YARN Service API

To deploy the web server using YARN service API, follow these steps:

1. Create the following Yarn file and save it to /tmp/httpdserver.json.

[root@rhell tmpl# cat httpdserver.json
{
"name":"httpd-service",
"version":"1.0.0",
"lifetime":"3600",
"configuration": {
"properties":{
"docker.network":"bridge"

}
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} 4
"components": [
{
"name":"httpd",
"number of containers":1,
"artifact":{
"id":"centos/httpd-24-centos7:latest",
"type" :"DOCKER"
} 4
"launch command":"/usr/bin/run-httpd",
"resource": {
"cpus":1,
"memory":"1024"
bo
"configuration":{
"files": [
{
"type":"TEMPLATE",
"dest file":"/var/www/html/index.html",
"properties": {
"content":"<html><header><title>Title</title></header><body>Hello from
S { COMPONENT INSTANCE NAME }!1</body></html>"
}
}

]
}
[root@rhell tmpl#

2. Submitthe HTTP application using the YARN CLI:

# yarn app -launch my-httpd httpdserver.json

11

inition from

3. Getthe IP address httpd container and the node where it is scheduled by running the following command:

[root@rhell tmpl# yarn app -status my-httpd
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4. Verify the application through YARN ResourceManager web Ul:

Cluster Overview Queues Applications

Services Flow Activity Modes Tools Logged in a
Reg Search
Use Application ID Application Type Application Name User State Queue Progress
# root
licat 541650078908 _00 yam-service my-httpd root @ Running default AN ™ANY
# hdfs

5. SSHto rhely and using curl, perform a GET request to the HTTP server on port 8080 using the IP address obtained in
previous step:

# curl http://172.17.0.2:8080

1llo from ht

6. Run the following command to verify if Docker container is provisioned:

# docker ps -a
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Run Docker Container with GPU on YARN

A GPU is a specialized processor that can be used to accelerate highly parallelized computationally-intensive workloads.
Because of their computational power, GPUs have been found to be particularly well-suited to deep learning workloads.
Ideally, CPUs and GPUs should be used in tandem for data engineering and data science workloads. A typical machine
learning workflow involves data preparation, model training, model scoring, and model fitting. You can use existing
general-purpose CPUs for each stage of the workflow, and optionally accelerate the math-intensive steps with the selective
application of special-purpose GPUs. For example, GPUs allow you to accelerate model fitting using frameworks such

as TensorFlow, Caffe, PyTorch, Keras, MXNet, and Microsoft Cognitive Toolkit (CNTK).

By enabling GPU support, data scientists can share GPU resources available on HDP nodes. Users can request a specific
number of GPU instances, up to the total number available on a node, which are then allocated to the running session or job
for the duration of the run.

Prerequisites

e  Currently, only NVIDIA GPUs are supported by YARN
e NVIDIA drivers must be pre-installed in YARN node managers

When Docker is used as container runtime context, nvidia-docker 1.0 needs to be installed (the current supported version is
YARN for nvidia-docker).

Enable GPU through Ambari

This section provides instructions about how to enable GPU support in HDP through Ambari.

If you have HDP cluster where datanodes with GPU installed and datanodes without GPU installed, you must create host
groups. Enabling GPU in Ambari for non-GPU nodes will complain on restarting NodeManager service. Therefore, it is
important to separate out the GPU nodes configuration by creating host group for GPU nodes.

Ambari initially assigns all hosts in your cluster to one default configuration group for each service you install. For example,
after deploying a three-node cluster with default configuration settings, each host belongs to one configuration group that
has default configuration settings for the HDFS service.

Create a New Host Configuration Group

To create host group, follow these steps:

1. Click a service name, for example, here we need to create host group for YARN. Click YARN > CONFIGS.

Config Group | Default (17) - 1 w
Manage Config Groups

Default (17)

2. In Configs, click Manage Config Groups.
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Defaut () rhell.ndp3.cisco.com

rhel10.hdp3.cisco.com
rhel11.hdp3.cisco.com
rhell 2. hdp3.cisco.com
rhell3.hdp3.cisco.com
rhell4.hdp3.cisco.com
rhell5.hdp3.cisco.com
rhell6.hdp3.cisco.com
rhel17.hdp3.cisco.com
rhel2.hdp3.cisco.com

rhel3.hdp3.cisco.com

rhel4 hdp3.cisco.com

ol - IR EIE

Overrides 0 properties

Description Default cluster level MapReduce2 configuration

=

3. Click + icon on the left pane to create new configuration group. Create New Configuration Group window will pop-up as
shown below. Provide a name to the configuration group. For example, GPU-Nodes
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Create New Configuration Group

GPU-Nodes|

4. Click the newly created configuration group in the left pane and click + icon to add hosts to this group as shown below.
Select hosts that has GPU and leave the non-GPU nodes in default configuration group.
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Default (17)

GPU-Nodes (0)

Qvermrides 0 properties

Description

5. Click the check box on the hosts that have GPU installed as shown below. Click OK when done.

178



Solution Design

Select Configuration Group Hosts

Select hosts that should belong to this GPU-Nodes Configuration Group. All hosts belonging to this group will have the same set of configurations.

4 out of 17 hosts selected

Host

rhell.hdp3.cisco.com

rhel10.hdp3.cisco.com

rhel11.hdp3.cisco.com

rhel12 hdp3.cisco.com

rhel13 hdp3.cisco.com

rhel14.hdp3.cisco.com

rhel15.hdp3.cisco.com

rhel16.hdp3.cisco.com

rhel17 hdp3.cisco.com

rhel2. hdp3.cisco.com

Filter...

IP Address

10.16.1.31

10.16.1.40

10.16.1.41

10.16.1.42

10.16.1.43

10.16.1.44

10.16.1.45

10.16.1.46

10.16.1.47

10.16.1.32

v COMPONENTS »

ltemsperpage: 10 ¥ 1-100f17 <>

once

6. Click SAVE to save the configuration group as shown below.
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Default (13) rhel14.hdp3.cisco.com

el hap3 cisco.com

rhel16.hdp3.cisco.com
rhel17.hdp3.cisco.com

+ = ©. + [

Overrides 17 properties

Description

Enable GPU
To enable GPU, follow these steps:

1. Under default config group. In the GPU section, provide absolute path for nvidia-smi as shown below.

Absolute path of nvidia-smi on NodeManagers

Jusr/bin/nvidia-smi

e

2. Select the GPU Nodes configuration group from Config group drop-down list created in the earlier steps as shown be-
low. Select YARN > CONFIGS.
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Config Group | Default (13) v Filter M

Manage Config Groups

Default (13)

YARN Features

3. Click Enabled for GPU.

GPU

GPU Scheduling and Isclation

s o

Absolute path of nvidia-smi on NodeManagers

Jusr/bin/nvidia-smi

o
4. Verify Advanced yarn-site with the following:
Properties Values
GPU docker plugin nvidia-docker-va (default)
GPU docker plugin endpoint for Nvidia Docker Version 1 http://localhost:3476/v1.0/docker/cli

5. Click ADVANCED tab and verify the config for yarn.resource-types in Resource Types section as shown below.
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Resource Types

yarn.resource-types

yarn.io/gpu

# For non-GPU nodes config group which is default in this case, make sure yarn.resource-types should also be
yarn.io/gpu

6. Verify and/or apply the following settings for Container Executor in YARN config for GPU-nodes configuration group.

Table 15 YARN — Container Executor for GPU Properties

Properties Values
CGroup Root Path /sys/fs/cgroup
Docker Allowed Devices regex:A/dev/nvidia.*$
Docker Allowed Read-only Mounts [sys/fs/cgroup,regex:~nvidia_driver_.*$
Docker Allowed Volume-drivers nvidia-docker
Docker Binary Jusr/bin/nvidia-docker
Yarn CGroup Hierarchy /hadoop-yarn
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Container Executor

CGroup Root Path

/sys/fs/cgroup =
Docker Allowed Devices

regex:*/dev/nvidia *$ e
Docker Allowed Read-only Mounts sys/fs/cgroup

/sys/fs/cgroup,regex:*nvidia_driver_*$ =]
Docker Allowed Read-write Mounts [+]
Docker Allowed Volume-drivers

nvidia-docker =]
Docker Binary usr/bin/docker

/usr/bin/nvidia-docker =]
Enable Launching Privileged Containers (+]
Minimum user 1D for submitting job 50 [+]
Yarn CGroup Hierarchy /hadoop-yarn [+]

7. Click SAVE and RESTSRT for all affected services in Ambari.

Verify YARN Configurations

All of the configurations make changes in /etc/hadoop/conf/yarn-site.xml and /etc/hadoop/conf/container-executor.cfg file.
To verify the YARN configurations, follow these steps:

1. ForNon-GPU nodes, contents of /etc/hadoop/conf/container-executor.cfg file are in this reference design.

[root@rheld ~]# cat /etc/hadoop/conf/container-executor.cfg

~
*

*

Licensed to the Apache Software Foundation (ASF) under one
or more contributor license agreements. See the NOTICE file
distributed with this work for additional information
regarding copyright ownership. The ASF licenses this file
to you under the Apache License, Version 2.0 (the
"License"); you may not use this file except in compliance
with the License. You may obtain a copy of the License at

o o3 3 S S 3

LR T

http://www.apache.org/licenses/LICENSE-2.0
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*
* Unless required by applicable law or agreed to in writing, software

* distributed under the License is distributed on an "AS IS" BASIS,

* WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
* See the License for the specific language governing permissions and

* limitations under the License.

*

H o o 3 H

/

yarn.nodemanager.local-dirs=/hadoop/yarn/local, /data/diskl/hadoop/yarn/local
yarn.nodemanager.log-dirs=/hadoop/yarn/log, /data/diskl/hadoop/yarn/log
yarn.nodemanager.linux-container-executor.group=hadoop

banned.users=hdfs, yarn,mapred, bin

min.user.id=50

[docker]
module.enabled=true
docker.binary=/usr/bin/docker

docker.allowed.capabilities=CHOWN, DAC_OVERRIDE, FSETID, FOWNER, MKNOD, NET RAW, SETGID, SETUID, SETFCAP, SETPCAP,
NET_BIND_SERVICE,SYS CHROOT,KILL,AUDIT WRITE
docker.allowed.devices=
docker.allowed.networks=host,bridge
docker.allowed.ro-mounts=/hadoop/yarn/local, /data/diskl/hadoop/yarn/local, /sys/fs/cgroup
docker.allowed.rw-
mounts=/hadoop/yarn/local, /data/diskl/hadoop/yarn/local, /hadoop/yarn/log, /data/diskl/hadoop/yarn/log,
docker.privileged-containers.enabled=false
docker.trusted.registries=local,centos,hortonworks
docker.allowed.volume-drivers=

[gpu]
module.enabled=false

[cgroups]
root=
yarn-hierarchy=/hadoop-yarn
[root@rheld ~1#

2. For GPU nodes, contents of /etc/hadoop/conf/container-executor.cfg file are in this reference design.

[root@rhell6 ~]# cat /etc/hadoop/conf/container-executor.cfg

~

R S S e e S S . . S

Licensed to the Apache Software Foundation (ASF) under one
or more contributor license agreements. See the NOTICE file
distributed with this work for additional information
regarding copyright ownership. The ASF licenses this file
to you under the Apache License, Version 2.0 (the
"License"); you may not use this file except in compliance
with the License. You may obtain a copy of the License at

http://www.apache.org/licenses/LICENSE-2.0

Unless required by applicable law or agreed to in writing, software
distributed under the License is distributed on an "AS IS" BASIS,
WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
See the License for the specific language governing permissions and
limitations under the License.

/

yarn.nodemanager.local-dirs=/hadoop/yarn/local, /data/diskl/hadoop/yarn/local
yarn.nodemanager.log-dirs=/hadoop/yarn/log, /data/diskl/hadoop/yarn/log
yarn.nodemanager.linux-container-executor.group=hadoop
banned.users=hdfs, yarn, mapred, bin

min.user.id=50

o 3 S S S S 3 3 S S S 3 3 S H

[docker]
module.enabled=true
docker.binary=/usr/bin/nvidia-docker

docker.allowed.capabilities=CHOWN, DAC_OVERRIDE, FSETID, FOWNER, MKNOD, NET RAW,SETGID, SETUID, SETFCAP, SETPCAP,
NET_BIND_ SERVICE,SYS_ CHROOT,KILL,AUDIT WRITE
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docker.allowed.devices=regex:”/dev/nvidia.*$
docker.allowed.networks=host,bridge
docker.allowed.ro-

mounts=/hadoop/yarn/local, /data/diskl/hadoop/yarn/local, /sys/fs/cgroup, regex: nvidia driver .*$
docker.allowed.rw-

mounts=/hadoop/yarn/local, /data/diskl/hadoop/yarn/local, /hadoop/yarn/log, /data/diskl/hadoop/yarn/log,
docker.privileged-containers.enabled=false
docker.trusted.registries=local, centos, hortonworks
docker.allowed.volume-drivers=nvidia-docker

[gpu]
module.enabled=true

[cgroups]
root=/sys/fs/cgroup
yarn-hierarchy=/hadoop-yarn
[root@rhell6 ~]#

3. Launchthe YARN Web Ul and verify cluster overview as shown below.

€ > C @ Notsecure | mellndp3.aiscocomBOBEMIR/N/cluster-overview

)

memory-mb - Usages

vcores - Usages

yarn.ioigpu - Usages

W used=120G!

W Used=50
W Available=10Ti

W used=00
W Avaeabie = 655.0

W Avaiabie =60

Node Managers

W Active =15

B unheatiny =0

W Decommessioning = ¢
W Decomissioned = 0

4. Click Nodes and select a node as shown below.
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& > C O Notsecure | rhell.hdp3.cisco.com:8088/ui2/#/yam-node/rhel16:45454/rhel 16%3A8042/info
P Y

Cluster Overview  Queves  Applications  Services  FlowActivity  Nodes  Tools

Homa | Nodss  Node | rnang:4besd |

Nede Information: rhel16:45454

Node Manager
Toeal Vmen alocated for Coatanars G
List of Apphcatons oo this Noda Toeal Pmem alocand for Connars 8768
Prmem arfoecement enasied true
List of Cantsiners on this Node
Toea! VCors afiocatac for Coetainars «“
GPU information
Node Heakhy Status true
Lazz Noda Haam Rager Tima 20181214 16:04:32
Nods Heath Resort NA
Noce Manager St Time 20121214 134827
Nece Manager Version 311.301.0-187 from 282084006 Tec3 18042 18708 3e05033¢62368754 by jenkins source checksum 324 1bb43675%ca30ekeb 113068225
Haccep Version 311.30.1.0-187 from 313ca218 2366784 by jenkins 30urce checksum 886327 4tSa8cas108CTC 13300
Resource - Memory Resource - VCores
W usea=00MB W ussa=o
W st = 07568 W Avatanie = 24

+ Resources - yam oigpu

W Used=0
W Avsistle =2

& 3 @ @ MNotsecure | rhellhdp3.cisco.com:B088/ui2/findex htmb¥/yarn-node/rhel16:45454/rhel16%3A8042 fyarn-nm-gpu

SPACH
M Cluster Overview  Queues  Applications  Services  Flow Activity  Nodes  Tools

Home /| Nodes | Node [ rhel16:45454 |

Node Manager CR

Vendor NVIDIA
Mode Information Driver Version 396.44
List of Applications on this Total Number Of Gpus 2
Node
List of Containers on this GERnFA TS MIDCC NGBS 0}
Mode

Product Name Tesla P100-PCIE-16GB

uuio GPU-cd999176-c800-c5e4-172c-0bcfB7dc54b4

Current Temperature 29

Max Temperature a5

W Used=0.0MB
M Available = 159 GB

W Utilized = 0%
W Available = 100%

Gpu Memory Gpu Utilization

15.9GB 100
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Setting Up Docker Registry

Private trusted registry is required to provision YARN container. This topic provides basic information about deploying and
configuring a registry.

'ﬁ This is a sample registry to showcase the use-case and not recommended for Production grade setup.

Designate a Server for Docker and Start the Registry

To designate a server for Docker and start the registry, follow these steps:

1. Designate a server in the cluster for the Docker registry. Minimal resources are required, but sufficient disk space is
needed to store the images and metadata. Docker must be installed and running.

2. Optional: By default, data will only be persisted within the container. If you would like to persist the data on the host,
you can customize the bind mounts using the -v option.

3. Create /var/lib/registry folder:

# mkdir /var/lib/registry

4. Configure Docker to allow pulling from this insecure registry. Modify /etc/docker/daemon. json on all nodes in the
cluster to include the following configuration options:

# cat /etc/docker/daemon.json

{

"live-restore" : true,
"debug" : true,
"insecure-registries" : ["linuxjh.hdp3.cisco.com:5000"]

5. Restart Docker on all nodes.

6. Provision the registry container by running the following command:

docker run -d -p 5000:5000 --restart=always --name registry -v /mnt/registry:/var/lib/registry registry:2

7. Verify the registry container is provisioned by running docker ps command:

[root@LinuxJB ~1# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED STATUS
PORTS NAMES
037d176d2576 registry:2 "/entrypoint.sh /etc.." 14 minutes ago Up 4 minutes

0.0.0.0:5000->5000/tcp registry
[root@LinuxJB ~]#

Test the Docker Registry

To test the Docker registry, follow these steps:

1. Pull the Dockerimage as shown in below:

[root@linuxjh dockerfile]# docker pull nvidia/cuda:9.2-base
9.2-base: Pulling from nvidia/cuda
18d680d61657: Already exists
0addb6fece63: Already exists
78e58219b215: Already exists
eb6959a66df2: Already exists
c7£8a5420911: Pull complete
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f20e55ec643a: Pull complete

964bd7cf2ca3: Pull complete

Digest: sha256:deb5le247felecfdelfca7ef2d11285db79bd8afclef5adf7aadebaceda9fs5£f72
Status: Downloaded newer image for nvidia/cuda:9.2-base

2. Tagtheimage:

[root@linuxjh dockerfile]# docker tag nvidia/cuda:9.2-base linuxjh.hdp3.cisco.com:5000/nvidia-cuda-cisco-
demo

3. Pushtheimage into private registry:

[root@LinuxJB ~]# docker push linuxjh. linuxjh.hdp3.cisco.com:5000/nvidia-cuda-cisco-demo

The push refers to repository [linuxjh.hdp3.cisco.com:5000/nvidia-cuda-cisco-demo]

ece4f9fdef59: Pushed

ad5345cbbl119: Pushed

ef68f6734aa4: Pushed

latest: digest: sha256:87e906904b4286b8d41bbad4461c0b736835fcc218f7ecbe5544b53£fdd467189f size: 1778
[root@LinuxJB ~]#

Apache Hadoop YARN Distributed Shell

To run the YARN distributed shell with docker container having GPU as a resource, follow these steps:

1. Use the following command to run the distributed shell and GPU without a Docker container:

# export DJAR="/usr/hdp/current/hadoop-yarn-client/hadoop-yarn-applications-distributedshell.jar”
# yarn jar S$DJAR -jar $DJAR -shell command "/usr/bin/nvidia-smi;sleep 120" -container resources memory-
mb=1024,vcores=1,yarn.io/gpu=1l -num containers 1 -node label expression "gpu"

ﬂ Node labels can be created and assign to nodes containing GPU, so that YARN schedule the container where
the GPU is installed. For configuring node labels, go to:
https://docs.hortonworks.com/HDPDocuments/HDP3/HDP-3.0.1/data-operating-
system/content/configuring node labels.html

2. Use the following command to run the distributed shell and GPU with a Docker container:

yarn jar $DJAR -jar $DJAR -shell env YARN CONTAINER RUNTIME TYPE=docker -shell env

YARN CONTAINER RUNTIME DOCKER IMAGE=linuxjh.hdp3.cisco.com:5000/nvidia-cuda-cisco-demo -shell command
"nvidia-smi;sleep 120" -container resources memory-mb=1024,vcores=1l,yarn.io/gpu=l -num containers 1 -
node label expression "gpu"

3.  Onthe YARN web Ul, find the application and the node where it is provisioned as shown below and click prelaunch.out
for _ooo002 container

188


https://docs.hortonworks.com/HDPDocuments/HDP3/HDP-3.0.1/data-operating-system/content/configuring_node_labels.html
https://docs.hortonworks.com/HDPDocuments/HDP3/HDP-3.0.1/data-operating-system/content/configuring_node_labels.html

Solution Design

APACH . - - -
Cluster Overview Queues Applications Services

Home Nodes Node [ rhel14:45454 ] ' Containers

Show 10 * entries
Node Manager

Container ID

Node Information container_e32_1542339065950_0039_01_000002
List of Applications on container_e32_1542339065950_0039_01_000001
this Node

GPU Information

Flow Activity ~ Nodes  Tools
Container
State User Logs
yarn prelaunch.out,prelaunch err launch_container.sh,

RUNNING yarn

Container: container_e32_ 15423390865950_©039_01_000002 on|rhell4:45454

LogAggregationType: LOCAL

LogType:prelaunch.out

LogLastModifiedTime:Fri Nov 16 ©9:08:15 -2800 2018
LoglLength:1412

LogContents:

Setting up env variables

Setting up job resources

Copying debugging information

Launching container

Fri Nov 16 ©9:08:15 2018

container-localizer-
syslog,prelaunch.out prelaunch.err,launch_contai

e e e e em e +
| NVIDIA-SMI 396.44 Driver Version: 396.44

e ommmm e e +
| GPU Name Persistence-M| Bus-Id Disp.A | Volatile Uncorr. ECC |
| Fan Temp Perf Puwr:Usage/Cap| Memory-Usage | GPU-Util Compute M. |
| s=========csssscccscsscccscccssjmsssssssssssssssssssssjesssssssssssssssssaaax|
| © Tesla V109-PCIE... Off | 00e0PRR00:5E:00.0 Off | off |
| N7/A 31C Pe 36W / 25ew | @MiB / 16160MiB | 0% Default |
dmm e mmmmmm e Fommmm e +

4. Asshown in the figure above, the container is running in rhel14 node. ssh to rhel14 and run the following command

[root@rhelld ~]1# docker ps

CONTAINER ID IMAGE COMMAND
PORTS NAMES
37a3bal6cfel local/nvidia-cuda "bash /data/diskl/ha.."

container e32 1542339065950 0039 01 000002

[root@rhelld ~]#

CREATED

58 seconds ago

STATUS

Up 58 seconds
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Run TensorFlow Container Using YARN Distributed Shell

In this example, Nvidia GPU Cloud (NGC) is used as the repository for Al frameworks Docker image. The TensorFlow Docker
container image is pulled from NGC which is aligned to the CUDA installed on the server pulling the image.

To deploy TensorFlow container with YARN distributed shell, follow these steps:

1. Pull the tensorflow docker image as shown below:

# docker pull nvcr.io/nvidia/tensorflow:18.07-py3

2. Tagtheimage:

docker tag nvcr.io/nvidia/tensorflow:18.07-py3 linuxjh.hdp3.cisco.com:5000/nvcr-tf18.07-demo

3. Pushthe image to private registry:

1. [root@linuxjh dockerfile]# docker push linuxjh.hdp3.cisco.com:5000/nvcr-t£18.07-demo

2. The push refers to repository [linuxjh.hdp3.cisco.com:5000/nvcr-t£18.07-demo]

3. d36fbb9466ff: Preparing

4. 7101bec62098: Preparing

5. 7359bbd5e7f6: Preparing

6. ba881lf735df8: Preparing

7. df07£5454848: Preparing

8. d36fbb9466ff: Pushed

9. 3211ba387e89: Mounted from nvcr-tf-demo

10. fc45365a529d: Mounted from nvcr-tf-demo

11. 0191£fba0370f: Mounted from nvcr-tf-demo

12. £77fe3abdelb: Mounted from nvcr-tf-demo

13.

14. [root@linuxjh dockerfile]# docker image ls

15. REPOSITORY TAG IMAGE ID
CREATED SIZE

16. linuxjh.hdp3.cisco.com:5000/nvcr-t£f18.07-demo latest a9950e6bflb5
4 minutes ago 4.49GB

4. Run YARN distributed shell to provision tensorflow docker container in GPU nodes:

# export DJAR="/usr/hdp/current/hadoop-yarn-client/hadoop-yarn-applications-distributedshell.jar"

[root@rhell tmpl# yarn jar $SDJAR -jar SDJAR -shell env YARN_ CONTAINER RUNTIME TYPE=docker -shell env
YARN CONTAINER RUNTIME DOCKER IMAGE=linuxjh.hdp3.cisco.com:5000/nvcr-tf18.07-demo -shell command "python

-c 'import tensorflow as tf; sess=tf.Session();print(sess.run(tf.constant (65)*tf.constant (445)))"';sleep
300" -container resources memory-mb=4096,vcores=2,yarn.io/gpu=6 -num containers 1 -node label expression
"c480ml"

'ﬁ The node label was used in the command (above) so that YARN provisions the docker container in the node with GPU.
In this reference example, rhel20.hdp3.cisco.com was assigned a node label named “c48oml”

Below is the output of this command. Output has been truncated for simplicity:

[root@rhell tmpl# yarn jar $SDJAR -jar SDJAR -shell env YARN_ CONTAINER RUNTIME TYPE=docker -shell env
YARN CONTAINER RUNTIME DOCKER IMAGE=linuxjh.hdp3.cisco.com:5000/nvcr-tf18.07-demo -shell command "python

-c 'import tensorflow as tf; sess=tf.Session();print(sess.run(tf.constant (65)*tf.constant(445)))';sleep
300" -container resources memory-mb=4096,vcores=2,yarn.io/gpu=6 -num containers 1 -node label expression
"c480ml"

19/01/16 11:56:48 INFO distributedshell.Client: Initializing Client
19/01/16 11:56:48 INFO distributedshell.Client: Running Client
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19/01/16 11:56:48 INFO client.RMProxy: Connecting to ResourceManager at
rhell.hdp3.cisco.com/10.16.1.31:8050

19/01/16 11:56:49 INFO client.AHSProxy: Connecting to Application History server at
rhel2.hdp3.cisco.com/10.16.1.32:10200

19/01/16 11:56:49 INFO distributedshell.Client: Got Cluster metric info from ASM, numNodeManagers=16
19/01/16 11:56:49 INFO distributedshell.Client: Got Cluster node info from ASM

19/01/16 11:56:49 INFO distributedshell.Client: Got node report from ASM for, nodeld=rhell4:45454,
nodeAddress=rhell4:8042, nodeRackName=/default-rack, nodeNumContainers=0

19/01/16 11:56:49 INFO distributedshell.Client: Got node report from ASM for, nodeld=rhel9:45454,
nodeAddress=rhel9:8042, nodeRackName=/default-rack, nodeNumContainers=0

19/01/16 11:56:49 INFO distributedshell.Client: Got node report from ASM for, nodeld=rhelb5:45454,
nodeAddress=rhel5:8042, nodeRackName=/default-rack, nodeNumContainers=0

19/01/16 11:56:49 INFO distributedshell.Client: Got node report from ASM for, nodeld=rhell5:45454,
nodeAddress=rhell5:8042, nodeRackName=/default-rack, nodeNumContainers=0

19/01/16 11:56:49 INFO distributedshell.Client: Got node report from ASM for, nodeld=rhel8:45454,
nodeAddress=rhel8:8042, nodeRackName=/default-rack, nodeNumContainers=0

. Output truncated for readability

19/01/16 12:02:06 INFO distributedshell.Client: Got application report from ASM for, appId=l1l,
clientToAMToken=null, appDiagnostics=, appMasterHost=rhel20.hdp3.cisco.com/10.16.1.50, appQueue=default,
appMasterRpcPort=-1, appStartTime=1547668610305, yarnAppState=RUNNING, distributedFinalState=UNDEFINED,
appTrackingUrl=http://rhell.hdp3.cisco.com:8088/proxy/application 1547666438624 0011/, appUser=root
19/01/16 12:02:07 INFO distributedshell.Client: Got application report from ASM for, appld=11,
clientToAMToken=null, appDiagnostics=, appMasterHost=rhel20.hdp3.cisco.com/10.16.1.50, appQueue=default,
appMasterRpcPort=-1, appStartTime=1547668610305, yarnAppState=RUNNING, distributedFinalState=UNDEFINED,
appTrackingUrl=http://rhell.hdp3.cisco.com:8088/proxy/application 1547666438624 0011/, appUser=root
19/01/16 12:02:08 INFO distributedshell.Client: Got application report from ASM for, appId=l1,
clientToAMToken=null, appDiagnostics=, appMasterHost=rhel20.hdp3.cisco.com/10.16.1.50, appQueue=default,
appMasterRpcPort=-1, appStartTime=1547668610305, yarnAppState=RUNNING, distributedFinalState=UNDEFINED,
appTrackingUrl=http://rhell.hdp3.cisco.com:8088/proxy/application 1547666438624 0011/, appUser=root
19/01/16 12:02:09 INFO distributedshell.Client: Got application report from ASM for, appId=l1l,
clientToAMToken=null, appDiagnostics=, appMasterHost=rhel20.hdp3.cisco.com/10.16.1.50, appQueue=default,
appMasterRpcPort=-1, appStartTime=1547668610305, yarnAppState=RUNNING, distributedFinalState=UNDEFINED,
appTrackingUrl=http://rhell.hdp3.cisco.com:8088/proxy/application 1547666438624 0011/, appUser=root
19/01/16 12:02:10 INFO distributedshell.Client: Got application report from ASM for, appId=l1,
clientToAMToken=null, appDiagnostics=, appMasterHost=rhel20.hdp3.cisco.com/10.16.1.50, appQueue=default,
appMasterRpcPort=-1, appStartTime=1547668610305, yarnAppState=RUNNING, distributedFinalState=UNDEFINED,
appTrackingUrl=http://rhell.hdp3.cisco.com:8088/proxy/application 1547666438624 0011/, appUser=root
19/01/16 12:02:11 INFO distributedshell.Client: Got application report from ASM for, appId=l11,
clientToAMToken=null, appDiagnostics=, appMasterHost=rhel20.hdp3.cisco.com/10.16.1.50, appQueue=default,
appMasterRpcPort=-1, appStartTime=1547668610305, yarnAppState=FINISHED, distributedFinalState=SUCCEEDED,
appTrackingUrl=http://rhell.hdp3.cisco.com:8088/proxy/application_1547666438624_ 0011/, appUser=root
19/01/16 12:02:11 INFO distributedshell.Client: Application has completed successfully. Breaking
monitoring loop

19/01/16 12:02:11 INFO distributedshell.Client: Application completed successfully

5. Loginto YARN Web Ul and click the Applications tab as shown below.

& ;m’ Ciuster Overview  Queues = Applications  Services  Flow Activity  Nodes Tools Logged In as. UNKNOWN_USER
Re¢ v Search 2 3 4 5 |Last-27
User Application ID $ Application Type + Application Name s  User T State v Queue v Progress ¥ Start Time v Elapsed Tin
YARN DistributedShel root ® Finished default B 20190116 115 5m 215 481
¥ root YARN Distributeashel root ® Finished defaull N 0190118 15
¥ yam-ats
< yam ppiication_1547656438624 YARN DistributedShell root ® Finished | oo%  EEEEGETIRTRIE
¥ hots
YARN DistributeaShels root ® Finished TN 20190116 114

¥ cisco
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6. Click the application_1547666438624_oo011 for details about the application, such as where it is provisioned by YARN.
As shown below, this particular container is provisioned in rhel20.hdp3.cisco.com by YARN.

< C (D Motsecure | rhellhdp3.cisco.com:B0BE/ui2/%/yarm-app/application_154T666438624_0011/attempts a + 0

Cluster Overview Queues Applications Services Flow Activity Nodes Tools Logged in as: UNKNOWN_USER

Home Apphcatons App [apphcation_154T666438624_0011] Attempts m

DistributedShell gz & defaut
oplication._1547666438624_0011 Priority: 0
@ Finished History

A root @ Started at 1547668610305

" v —- ° I Lu“s

Application Attempts

Graph View Grid View

| | appattempt_1547666438624_0011_000001

- [owwe _ppelams $5.0008 80034 4014

Started Time 201901/16 11:56:50

Finished Time 2019/01/16 12:02:11

Elapsed Time 23 Hre : 50 Mins - 24 Secs

AM Contaner Id container_e77_154T666438624_001
AM Node Id rhel20 hdp3 cisco.com 45454

AM Node Web Ul | rhet20 hdp3 cisco com 8042

Leg Link

7. Click rhel20.hdp3.cisco.com. Detailed node information is displayed as shown below. Under Node Information tab,
panel Resource yarn.io/gpu shows 6 GPUs is used and 2 GPUs are available. In the previous YARN distributed shell
command mentioned in step 4, 6 GPUs were requested for the container.
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€& -5 C © Notsecure | rhell.hdp3.cisco.com:8088/ui2/#/yam-node/rhel20.hdp3.cisco.com:45454/rhel20.hdp3.cisco.com%3A8042/info

Cluster Overview  Gusues

r—

Home | Nedes  Node [ mel20 mdpd cisco com 45454 |

Node Manager

List of Apphcasons on this Mode
List of Containars on this Node

GPU Informasicn

Applications  Services  Flow Aclivity  Modes  Tooh

Nede information. rhel20 hdpl cisco com 43454

Teeal Vmem allocated for Containers 168 G8
Wmam entorsament enanes EED
Toeal Fmem allocated for Containers 4GB
Pmem entorcamens enabied e
Toeal VCores allocated for Containers “
Noge Heahry Ssmus L]

Last Node Health Repont Time
Hode Heahk Repoen

MNede Manager Sun Tise

0190118 11:58. 49

A

00018 112244

Mode Manager Version 21.1.30,1.0-187 from Iaca218 Sy joni um
Hadoos Verson 3.1.1.30.1.0-187 from L3 &y jeniing um BBRIT E
Resource - Memary Resource - VCores
W Used=50GE W Used=3
W Avelabie = 85 5 6B W Ausilatie = &1
Total
945 GB

+ Resources . yam inigpu

W Used =8

B Avsiabe s 2

8. Click List of Containers on this Node. This displays the containers provisioned in this node, as shown below.

€& 9 C O Notsecure | rhell.hdp3.cisco.com: /uid/#/yarm-node-containers/thel20.hdp3.cisco.comd5454/rhel20.hdpl.asco.comBIAL042
M Cluster Overview Queues Applications Services Flow Activity Nodes Tools Logged In a5 UN¥
| Home Nodes Node [ rhel20 hdp3 cisco com 45454 | Containers
Show 10 v entries Search:
Node Manager
Container
Container ID State User Logs
Node Information
o container_e77_154 me&n&;za_oo‘n_oa_com‘:czl | RurinG | root stdout b, stder b aunch e launch_container sh directory info, staout stderr

List of Applications on this
Node

container_e77_1547666438624_0011_01_000001

root

containerJocalizer.

List of Containers on this

Node

GPU Information

9. Click prelaunch.out to see the output of the container, as shown below
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€ 9> C O Notsecure | thell.hdp3.cisco.com:B088/uid/#/yarn-container-log/rhel20.hdp3.crsco.comA5454/rhel20 hdp3.cisco.com:BO42/container_e77_1547666438624_0011_01_000002/pretaunch.out
W Cluster Overview  Queues  Applications  Services  Flow Activity

Home | Nodes | Node [ mel20 hop3 cisco com'45454] © Container [ container_e77_1547666438624 .,

Node Manager

Node Information

List of Applications on this
Node

List of Containers on this
Node

Nodes Tools

Log

prelaunch.out for container_e77_1547666438624_0011_01_000002

< €77, _0011_01_000002 on rhel20.hdp3.cisco.com:45454

LogAggregationType: :00\:

LogType:prelaunch.out

LoglastModifiedTime:Wed Jan 16 11:56:22 -@800 2019
Loglength:106

LogContents:

Setting up env variasbles

Setting up job resources

Copying debugging information

Launching container

End of LogType:prelaunch.out.This log file belongs to a running i ¢ iner_e77_154 _0d11_21_000082) and 30 may not be complete.
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Bill of Materials

This section provides the BOM for the 24 Nodes Hadoop Base Rack and 8 Nodes Hadoop Expansion Rack. See Table 16 for
the BOM for the Hadoop Base rack, Table 17 for BOM for Hadoop Expansion Rack, Table 18 for BOM for Hadoop GPU Rack,

Table 19 for Red Hat Enterprise Linux License, and Table 20 lists Cloudera SKUs available from Cisco.

ﬂ If UCS-SP-CPA4-P2 is added to the BOM all the required components for 16 servers only are automatically added. If
not customers can pick each of the individual components that are specified after this and build the BOM manually.

Table 16  Bill of Materials for Cisco UCS C240 Mg SX Hadoop Nodes Base Rack

Part Number
UCS-SP-C240M5-A2

CON-OSP-C240M5A2
UCS-CPU-6132
UCS-MR-X32G2RS-H
UCSC-PCl-1-C240M5
UCSC-MLOM-C40Q-03
UCSC-PSU1-1600W
CAB-gK12A-NA
UCSC-RAILB-My
CIMC-LATEST
UCSC-HS-C240Mg
UCSC-BBLKD-S2
UCSC-PCIF-240M5g
CBL-SC-MR12GM5P
UCSC-SCAP-M5
UCSC-RAID-MsHD
UCS-SP-FI6332-2X

UCS-SP-FI6332

CON-OSP-SPF16332

UCS-PSU-6332-AC
CAB-gK12A-NA
QSFP-H40G-CU3M

QSFP-40G-SR-BD

Description
SP C240 M5SX w/2x6132,6x32GB mem,VIC1387

SNTC 24X7X40S UCS C240 M5 A2

2.6 GHz 6132/140W 14C/19.25MB Cache/DDR4 2666 MHz
32GB DDR4-2666-MHz RDIMM/PC4-21300/dual rank/x4/1.2v
Riser 1 including 3 PCle slots (x8, x16, x8); slot 3 required CPU2
Cisco VIC 1387 Dual Port 40Gb QSFP CNA MLOM

Cisco UCS 1600W AC Power Supply for Rack Server

Power Cord, 125VAC 13A NEMA 5-15 Plug, North America
Ball Bearing Rail Kit for C220 & C240 M4 & Mg rack servers
IMC SW (Recommended) latest release for C-Series Servers.
Heat sink for UCS C240 Mg rack servers 150W CPUs & below
UCS C-Series M5 SFF drive blanking panel

C240 M5 PCle Riser Blanking Panel

Super Cap cable for UCSC-RAID-M5HD

Super Cap for UCSC-RAID-Ms5, UCSC-MRAID1GB-KIT

Cisco 12G Modular RAID controller with 4GB cache

UCS SP Select 2 x 6332 FI

(Not sold standalone) UCS 6332 1RU Fl/12 QSFP+

ONSITE 24X7X4 (Not sold standalone) UCS 6332 1RU FI/No
PSU/3

UCS 6332 Power Supply/100-240VAC
Power Cord, 125VAC 13A NEMA 5-15 Plug, North America
40GBASE-CR4 Passive Copper Cable, 3m

QSFP40G BiDi Short-reach Transceiver
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Part Number
N10-MGTo1s

UCS-ACC-6332
UCS-FAN-6332
QSFP-H40G-CU3M=
UCS-SP-H1P8TB-4X
UCS-SP-H1P8TB
UCS-SP-HD-1P8T-2

UCS-SP-HD-1P8T

Description
UCS Manager v3.2(1)

UCS 6332 Chassis Accessory Kit

UCS 6332 Fan Module

40GBASE-CR4 Passive Copper Cable, 3m

UCS SP 1.8 TB 12G SAS 10K RPM SFF HDD (4K) 4Pk
1.8 TB 12G SAS 10K RPM SFF HDD (4K)

1.8TB 12G SAS 10K RPM SFF HDD (4K) 2 Pack

SP 1.8TB 12G SAS 10K RPM SFF HDD (4K)

Table17 Bill of Materials for Hadoop Nodes Expansion Rack

Part Number
UCS-SP-C240M5-A2

CON-OSP-C240M5A2
UCS-CPU-6132
UCS-MR-X32G2RS-H

UCSC-PCl-1-C240M5g

UCSC-MLOM-C40Q-03

UCSC-PSU1-1600W
CAB-9K12A-NA
UCSC-RAILB-M4
CIMC-LATEST
UCSC-HS-C240M5g
UCSC-BBLKD-S2
UCSC-PCIF-240M5
CBL-SC-MR12GMs5P
UCSC-SCAP-M5
UCSC-RAID-M5HD
UCS-SP-H1P8TB-4X
UCS-SP-H1P8TB
UCS-SP-HD-1P8T-2

UCS-SP-HD-1P8T

Description
SP C240 M5SX w/2x6132,6x32GB mem,VIC1387

SNTC 24X7X40S UCS C240 M5 A2

2.6 GHz 6132/140W 14C/19.25MB Cache/DDR4 2666 MHz
32GB DDR4-2666-MHz RDIMM/PC4-21300/dual rank/x4/1.2v
Riser 1 including 3 PCle slots (x8, x16, x8); slot 3 required CPU2
Cisco VIC 1387 Dual Port 40Gb QSFP CNA MLOM

Cisco UCS 1600W AC Power Supply for Rack Server

Power Cord, 125VAC 13A NEMA 5-15 Plug, North America

Ball Bearing Rail Kit for C220 & C240 M4 & M5 rack servers
IMC SW (Recommended) latest release for C-Series Servers.
Heat sink for UCS C240 M5 rack servers 150W CPUs and below
UCS C-Series M5 SFF drive blanking panel

C240 M5 PCle Riser Blanking Panel

Super Cap cable for UCSC-RAID-M5HD

Super Cap for UCSC-RAID-Ms5, UCSC-MRAID1GB-KIT

Cisco 12G Modular RAID controller with 4GB cache

UCS SP 1.8 TB 12G SAS 10K RPM SFF HDD (4K) 4Pk

1.8 TB 12G SAS 10K RPM SFF HDD (4K)

1.8TB 12G SAS 10K RPM SFF HDD (4K) 2 Pack

SP 1.8TB 12G SAS 10K RPM SFF HDD (4K)

Table 28 Bill of Materials for Cisco UCS C480 ML Nodes Rack

Part Number

Description
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UCSC-C480-M5ML8

CON-OSP-480M5ML8

UCSC-C480-CM
UCS-CPU-6142
UCS-MR-X32G2RS-H

UCS-M2-960GB

Chassis w/8GPU, NoPSU, NoRAID/cable, NoHDDmod,
NoCPUmod

SNTC-24X7X40S Chassis w/8GPU, NoPSU, NoRAID/cable,
NoHDDmod,

UCS C480 M5 CPU Module w/o CPU, mem
2.6 GHz 6142/150W 16C/22MB Cache/DDR4 2666 MHz
32GB DDR4-2666-MHz RDIMM/PC4-21300/dual rank/x4/1.2v

960GB SATA M.2

UCSC-PSU1-1600W Cisco UCS 1600W AC Power Supply for Rack Server 4
CIMC-LATEST IMC SW (Recommended) latest release for C-Series Servers. 1
UCS-SID-INFR-BD Big Data and Analytics Platform (Hadoop/loT/ITOA/AI/ML) 1
UCS-SID-WKL-BD Big Data and Analytics (Hadoop/loT/ITOA) 1
UCSC-RAIL-4U-M5g Rail Kit for UCS C480 M5 1
UCS-DIMM-BLK UCS DIMM Blanks 12
UCS-MSTOR-M2 Mini Storage carrier for M.2 SATA/NVME (holds up to 2) 1
UCSC-SCAP-Ms Super Cap for UCSC-RAID-Ms5, UCSC-MRAID1GB-KIT 1
CBL-SC-MR12GMs5P Super Cap cable for UCSC-RAID-M5HD 1
UCSC-C480-CM-FLR UCS C480 M5 CPU Module Filler 1
UCSC-HS-02-EX CPU Heat Sink for UCS C480 M5 Rack Server 2
UCSC-BZL-EX-MsML Optional Bezel for UCS C480 MsML rack server 1
UCSC-C480-8HDD UCS C480 M5 Drive Module for 8x HDD 1
UCS-HD18TB10K4KN 1.8TB 12G SAS 10K RPM SFF HDD (4K) 8
UCSC-C480-8HDD UCS C480 M5 Drive Module for 8x HDD 1
UCS-HD18TB10K4KN 1.8TB 12G SAS 10K RPM SFF HDD (4K) 8
UCSC-C480-8HDD UCS C480 Mg Drive Module for 8x HDD 1
UCS-HD18TB10K4KN 1.8TB 12G SAS 10K RPM SFF HDD (4K) 8
UCSC-RAID-M5sHD Cisco 12G Modular RAID controller with 4GB cache 1
CAB-250V-10A-CN AC Power Cord - 250V, 10A - PRC 4
Table 19 Red Hat Enterprise Linux License

Red Hat Enterprise Linux

RHEL-252V-3A Red Hat Enterprise Linux 28
CON-ISV1-EL252V3A 3 year Support for Red Hat Enterprise Linux 28
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Table 20 Cisco SKUs with Cisco PID and Product Names

Cisco SKU

Cisco PID with Duration

Product Name

UCS-BD-HDP-JSS=

UCS-BD-HDP-JSS-6M

HDP Data Platform Jumpstart
Subscription - Up to 16 Nodes —1
Business Day Response - 6 Months

- sold to new customers only - max. Qty.
to buy 1 SKU per customer

UCS-BD-HDP-ENT-ND=

UCS-BD-ENT-ND-1Y

HDP Enterprise Subscription - 4 Nodes -
24X7 Sev 1 Response -1 Year

- min of 3 SKUs required for new
customers

UCS-BD-HDP-ENT-ND=

UCS-BD-ENT-ND-2Y

HDP Enterprise Subscription - 4 Nodes -
24x7 Sev 1 Response - 2 Year

- min of 3 SKUs required for new
customers

UCS-BD-HDP-ENT-ND=

UCS-BD-ENT-ND-3Y

HDP Enterprise Subscription - 4 Nodes -
24X7 Sev 1 Response - 3 Year

- min of 3 SKUs required for new
customers

UCS-BD-HDP-EPL-ND=

UCS-BD-EPL-ND-1Y

HDP Enterprise Plus Subscription - 4
Nodes - 24x7 Sev 1 Response - 1 Year
- min of 3 SKUs required for new
customers

UCS-BD-HDP-EPL-ND=

UCS-BD-EPL-ND-2Y

HDP Enterprise Plus Subscription - 4
Nodes - 24x7 Sev 1 Response - 2 Year
- min of 3 SKUs required for new
customers

UCS-BD-HDP-EPL-ND=

UCS-BD-EPL-ND-3Y

HDP Enterprise Plus Subscription - 4
Nodes - 24x7 Sev 1 Response - 3 Year
- min of 3 SKUs required for new
customers

UCS-BD-HDP-J2E-ND=

UCS-BD-J2E-ND-U-1Y

HDP Jumpstart to Enterprise Subscription
Upgrade - 4 Nodes - 24x7 Sev 1 Response
-1Year

- min of 3 SKUs required

UCS-BD-HDP-J2E-ND=

UCS-BD-J2E-ND-U-2Y

HDP Jumpstart to Enterprise Subscription
Upgrade - 4 Nodes - 24x7 Sev 1 Response
-2Year

- min of 3 SKUs required

UCS-BD-HDP-J2E-ND=

UCS-BD-J2E-ND-U-3Y

HDP Jumpstart to Enterprise Subscription
Upgrade - 4 Nodes - 24x7 Sev 1 Response
-3Year

- min of 3 SKUs required

UCS-BD-HDP-J2P-ND=

UCS-BD-J2P-ND-U-1Y

HDP Jumpstart to Enterprise Plus
Subscription Upgrade - 4 Nodes - 24x7
Sev 1 Response -1 Year

- min of 3 SKUs required
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Cisco SKU

Cisco PID with Duration

Product Name

UCS-BD-HDP-J2P-ND=

UCS-BD-J2P-ND-U-2Y

HDP Jumpstart to Enterprise Plus
Subscription Upgrade - 4 Nodes - 24x7
Sev 1 Response - 2 Year

- min of 3 SKUs required

UCS-BD-HDP-J2P-ND=

UCS-BD-J2P-ND-U-3Y

HDP Jumpstart to Enterprise Plus
Subscription Upgrade - 4 Nodes - 24x7
Sev 1 Response - 3 Year

- min of 3 SKUs required

UCS-BD-HDP-E2P-ND=

UCS-BD-E2P-ND-U-1Y

HDP Enterprise to Enterprise Plus
Subscription Upgrade - 4 Nodes - 24x7
Sev 1 Response -1 Year

UCS-BD-HDP-E2P-ND=

UCS-BD-E2P-ND-U-2Y

HDP Enterprise to Enterprise Plus
Subscription Upgrade - 4 Nodes - 24x7
Sev 1 Response - 2 Year

UCS-BD-HDP-E2P-ND=

UCS-BD-E2P-ND-U-3Y

HDP Enterprise to Enterprise Plus
Subscription Upgrade - 4 Nodes - 24x7
Sev 1 Response - 3 Year
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