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Executive Summary

Data scientists are constantly searching for newer techniques and methodologies that can unlock the value of big data and
distill this data further to identify additional insights which could transform productivity and provide business
differentiation.

One such area is Artificial Intelligence/Machine Learning (Al/ML), which has seen tremendous development with bringing in
new frameworks and new forms of compute (CPU, GPU and FPGA) to work on data to provide key insights. While data
lakes have historically been data intensive workloads, these advancements in technologies have led to a new growing
demand of compute intensive workloads to operate on the same data.

While data scientists want to be able to use the latest and greatest advancements in Al/ML software and hardware
technologies on their datasets, the IT team is also constantly looking at enabling these data scientists to be able to provide
such a platform to a data lake. This has led to architecturally siloed implementations. When data, which is ingested,
worked, and processed in a data lake, needs to be further operated by Al/ML frameworks, it often leaves the platform and
has to be on-boarded to a different platform to be processed. This would be fine if this demand is seen only on a small
percentage of workloads. However, Al/ML workloads working closely on the data in a data lake are seeing an increase in
adoption. For instance, data lakes in customer environment are seeing deluge of data from new use cases such as loT,
autonomous driving, smart cities, genomics and financials, who are all seeing more and more demand of Al/ML processing
of this data.

IT is demanding newer solutions to enable data scientists to operate on both a data lake and an Al/ML platform (or a
compute farm) without worrying about the underlying infrastructure. IT also needs this to seamlessly grow to cloud scale
while reducing the TCO of this infrastructure and without affecting utilization. Thus, driving a need to plan a data lake along
with an Al/ML platform in a systemic fashion.

Seeing this increasing demand by IT, and also envisioning this as a natural extension of a data lake, we announced Cisco
Data Intelligence Platform. Cisco Data Intelligence Platform is discussed in detail here.

This CVD implements Cisco Data Intelligence Platform on Cisco Unified Computing System (Cisco UCS) using Hortonworks
Data Platform 3.1.


https://blogs.cisco.com/datacenter/announcing-cisco-data-intelligence-platform
https://blogs.cisco.com/datacenter/announcing-cisco-data-intelligence-platform
https://www.cisco.com/c/dam/en/us/products/servers-unified-computing/ucs-c-series-rack-servers/solution-overview-c22-742432.pdf

Solution Overview

Solution Overview
]

Cisco Data Intelligence Platform

Cisco Data Intelligence Platform (CDIP) is a cloud scale architecture which brings together big data, Al/compute farm, and
storage tiers to work together as a single entity while also being able to scale independently to address the IT issues in the
modern data center. This architecture allows for:

e Extremely fast data ingest, and data engineering done at the data lake

e Al compute farm allowing for different types of Al frameworks and compute types (GPU, CPU, FPGA) to work on this
data for further analytics

e Astorage tier, allowing to gradually retire data which has been worked on to a storage dense system with a lower
$/TB providing a better TCO

e  Seamlessly scale the architecture to thousands of nodes with a single pane of glass management using Cisco
Application Centric Infrastructure (ACI)

Cisco Data Intelligence Platform caters to the evolving architecture bringing together a fully scalable infrastructure with
centralized management and fully supported software stack (in partnership with industry leaders in the space) to each of
these three independently scalable components of the architecture including data lake, Al/ML and Object stores.

Al / Compute Strategy

(Kubernetes, Containers, CPU/GPU/FPGA)

Data Anywhere Strategy

Blg Data Strategy (Tiered Storage, Object Storage, NFS, Cl)
(Data Lake/Hadoop)

Cisco has developed numerous industry leading Cisco Validated Designs (CVDs) in the area of Big Data (CVDs with
Cloudera, Hortonworks, and MapR), compute farm with Kubernetes (CVD with RedHat OpenShift) and Object store
(Scality, SwiftStack, Cloudian, and others).

This Cisco Data Intelligence Platform can be deployed in two variants:
e  CDIP with Cloudera with Data Science Workbench (powered by Kubernetes) and Tiered Storage with Hadoop

e  CDIP with Hortonworks with Apache Hadoop 3.1 and Data Science Workbench (powered by Kubernetes) and Tiered
Storage with Hadoop
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Figure 1 Cisco Data Intelligence Platform with Hadoop, Kubernetes, and Object Store
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This architecture can start from a single rack and scale to thousands of nodes with a single pane of glass management with
Cisco Application Centric Infrastructure (ACI).

Figure 2 Solution Architecture
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Audience

The intended audience of this document includes, but not limited to, sales engineers, field consultants, professional
services, IT managers, partner engineering and customers who want to deploy Cisco Data Intelligence Platform using
Hortonworks Data Platform (HDP 3.1.0) on Cisco UCS. You are assumed to have intermediate level of knowledge for
Apache Hadoop and Cisco UCS based scale-out infrastructure.

Purpose of this Document

This document describes the architecture and step by step guidelines of deployment procedures for Cisco Data Intelligence
Platform using Hortonworks Data Platform (HDP) 3.1.0 on Cisco UCS C240 Ms.

This document walks through the process of deploying the three independently scalable components of the architecture
including data lake, Al/ML and Object stores:

e Data Lake with Hortonworks Data Platform 3.1 or Cloudera Enterprise Data Hub 6.2
e Kubernetes /Al farm with Cloudera Data Science Workbench
e Hadoop Tiered storage with S3260

e Distributed Al/ML with Apache Submarine

What's New in this Release?

This CVD describes the deployment procedure for the following:
e Data Lake with Cloudera Enterprise Data Hub 6.2.0 or Hortonworks Data Platform 3.1.0
e Kubernetes /Al farm with Cloudera Data Science Workbench (CDSW) 1.5
— Enable CUDA for the GPUs
— Enable GPU as a resource to the Docker Containers through CDSW
— Enable GPU isolation and scheduling (with Docker Containers) through YARN 2.0
— Downloading a TensorFlow image from NVIDIA Cloud (NGC)
— Adding trusted registries for Docker for YARN 2.0

— Execute a sample TensorFlow job accessing data from Hadoop and running on a Docker container with GPU as a
resource scheduled by YARN 2.0

e Distributed Deep Learning with Submarine

What's Next?

This CVD showcases Cisco UCS Manager (UCSM). This solution can also be deployed using Cisco Intersight. This along with
other additional Cisco UCS features will be added to the appendix section in the following months. Some of these include,

e Cisco Intersight
e Cloudera Data Science Workbench

e Tiered Storage with HDFS on Cisco UCS S3260

11
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e (isco Boot optimized M.2 Raid controller for hardware RAID
. 4th Generation Fabric Interconnect

e Hadoop data offload to S3 compliant storage

Reference Architecture

Table 1, Table 2, and Table 3 summarize the reference architecture configuration details for the data lake, Al/ML
components of the data lake, and tiered storage.

Data Lake Reference Architecture

Table 1 lists the data lake reference architecture configuration details for Cisco UCS Integrated Infrastructure for Big Data
and Analytics.

Table1  Cisco UCS Integrated Infrastructure for Big Data and Analytics Configuration Options
Performance Capacity High Capacity
(UCS-SP-C240Ms5-A2) (UCS-SPC240Ms5L-S1) (UCS-SP-S3260-BV)
Servers 16 x Cisco UCS C240 Mg Rack 16 x Cisco UCS C240 Mg Rack 8 x Cisco UCS S3260 Storage
Servers with SFF drives Servers with LFF drives Servers
CPU 2 x 2" Gen Intel Xeon Processor 2 x Intel Xeon Processor Scalable 2 x 2" Gen Intel Xeon Processor
Scalable Family 6230 (2 x 20 cores, Family 6132 (2 x 14 cores, 2.6 GHz) Scalable Family 5220 (2 x 18
2.1 GHz) cores, 2.2 GHz)
Memory 12 x 32 GB 2933 MHz (384 GB) 6 x32 GB 2666 MHz (192GB) 12 x 32 GB 2666 MHz (384 GB)
Boot M.2 with 2 x 240-GB SSDs M.2 with 2 x 240-GB SSDs 2 x 240G SATABOOT SSD
Storage 26 x 2.4 TB 120K rpm SFF SAS HDDs 12 x 8 TB 7.2K rpm LFF SAS HDDs 28 x 6 TB 7.2K rpm LFF SAS
or12 x 1.6 TB Enterprise Value SATA HDDs
SSDs
VIC 40 Gigabit Ethernet (Cisco UCS VIC 40 Gigabit Ethernet (Cisco UCS VIC 40 Gigabit Ethernet (Cisco UCS
1387) or 1387) or VIC 1387)
25 Gigabit Ethernet (Cisco UCS VIC 25 Gigabit Ethernet (Cisco UCS VIC
1455) 1455)
Storage Cisco 12-Gbps SAS Modular RAID Cisco 12-Gbps SAS Modular RAID Cisco 12-Gbps SAS Modular
Controller Controller with 4-GB flash-based Controller with 2-GB flash-based RAID Controller with 4-GB flash-
write cache (FBWC) or Cisco 12-Gbps | write cache (FBWC) or Cisco 12-Gbps | based write cache (FBWC)
Modular SAS Host Bus Adapter Modular SAS Host Bus Adapter
(HBA) (HBA)
Network Cisco UCS 6332 Fabric Interconnect Cisco UCS 6332 Fabric Interconnect Cisco UCS 6332 Fabric
Connectivity or or Interconnect
Cisco UCS 6454 Fabric Interconnect Cisco UCS 6454 Fabric Interconnect
GPU (Optional) 2 x NVIDIA TESLA V100 with 32G 2 x NVIDIA TESLA Vioo with 32G
memory each memory each

12




Solution Overview

Al Computing Farm Reference Architecture

Table 2 lists the Al computing farm reference architecture configuration details for high-density CPU cores and GPU nodes.

Table2  High-Density CPU Cores and GPU Nodes
Select stack Elite stack Premier stack
Servers 8 x Cisco UCS C240 M5 Rack 8 x Cisco UCS C240 M5 Rack Servers 8 x Cisco UCS C4200
Servers Rack Servers
4 x Cisco UCS C480 ML M5 Rack Servers
4 x Cisco UCS C480 M5 Rack Each with:
Servers
4 x Cisco UCS Ca125
Ms Rack Servers
CPU 2x 2" Gen Intel Xeon Scalable | 2 x Intel Xeon Scalable 6230 processors (2 2 x AMD EPYC 7401
6230 processors (2 x 20 cores, x 16 cores, at 2.6 GHz) processors (2 X 24
at 2.1 GHz) cores, at2.00r 2.8
GHz)
Memory 12 X 32GB 2933MHz DDR4 (384 | 12 X 32GB 2666MHz DDR4 (384 GB) 16 x 32GB 2666 MHz
GB) DDR4 (512 GB)
Boot M.2 with 2 x 960-GB SSDs M.2 with 2 x 960-GB SSDs M.2 with 2 x 240-GB
SATASSDs
Storage 26 x1.8-TB 10K rpm SFF SAS 24 x1.8-TB 120K rpm SFF SAS HDDs or12 x | 6 x3.8-TB Enterprise
HDDs or 12 x 1.6-TB Enterprise | 1.6-TB Enterprise Value SATA SSDs Value SATA SSDs
Value SATA SSDs
VIC 40 Gigabit Ethernet (Cisco UCS | 40 Gigabit Ethernet (Cisco UCS VIC 1387) 25 Gigabit Ethernet
VIC 1387) or or (Cisco UCS VIC 1455)
25 Gigabit Ethernet (Cisco UCS | 25 Gigabit Ethernet (Cisco UCS VIC 1455)
VIC 1455)
Storage Cisco 12-Gbps SAS modular Cisco 12-Gbps SAS modular RAID Cisco 12-Gbps SAS
controller RAID controller with 4-GB controller with 4-GB FBWC or Cisco 12- 9460-8i RAID
FBWC or Cisco 12-Gbps Gbps modular SAS HBA controller with 2-GB
modular SAS HBA FBWC
Network Cisco UCS 6332 Fabric Cisco UCS 6332 Fabric Interconnect or Cisco UCS 6454 Fabric
connectivity Interconnect or Interconnect
Cisco UCS 6454 Fabric Interconnect
Cisco UCS 6454 Fabric
Interconnect
GPU For C240 Ms: For C240 Ms:
2 x NVIDIA TESLA V100 with 2 x NVIDIA TESLA V100 with 32-GB
32-GB memory each or 2 x memory each or 2 x NVIDIA T4
NVIDIA T4
For C480 M5 ML:
For C480 Ms:
8 x NVIDIA TESLA Vioo0 with 32-GB
4 x NVIDIA TESLA vio0 with memory each and with NVLink
32-GB memory each or 4 x
NVIDIA T4
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# High density GPU servers have higher storage for OS M.2 drives for docker volumes on the OS drives.

Table 3 lists the tiered storage reference architecture configuration details for Cisco UCS Integrated Infrastructure for Big
Data and Analytics.

Table3  Tiered Storage (Data Lake Reference Architecture)
High capacity

Servers 8 x Cisco UCS S3260 Storage Servers

CPU 2 x Intel Xeon Scalable 5220 processors (2 x 18 cores, at 2.2 GHz)
Memory 12 x 32-GB 2666 MHz (192 GB)

Boot 2 x 240G SATABOOT SSD

Storage 28 x6-TB 7.2K rpm LFF SAS HDDs

VIC 40 Gigabit Ethernet (Cisco UCS VIC 1387)

Storage controller Cisco UCS S3260 dual RAID controller

Network Cisco UCS 6332 Fabric Interconnect
connectivity

Figure 3 illustrates a 12-node starter cluster with all the 3 components in a single rack. The top 8 nodes has Cisco UCS C240
M5 servers as a data lake. Each link in the figure represents a 40 Gigabit Ethernet link from each of the 12 servers directly
connected to a Fabric Interconnect. The second 2 x Cisco UCS C480 ML M5 Servers and the last 4 serversillustrate a data
tiering on 2x53260 servers. Every server is connected to both Fabric Interconnects.
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Figure 3 Topology
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As illustrated in Figure 4, a 30-node starter cluster. Rack #1 has sixteen Cisco UCS C240 Mg servers. Each link in the figure
represents a 40 Gigabit Ethernet link from each of the sixteen servers directly connected to a Fabric Interconnect. Rack #2
has six Cisco UCS C240 M5 and four Cisco UCS S3260 servers. Every server is connected to both Fabric Interconnects.
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Figure 4 Cisco Data Intelligence Platform - 30 Node Configuration with Cloudera CDH 6.2 and CDSW 1.5
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Figure 4 shows an alternate configuration for cases where more GPU capacity is needed. Four of the Cisco UCS C240 Mg
servers from the previous configuraton in Figure 3 are replaced with Cisco UCS C480 M5 ML M5 server which support up to
eight Vioo MXM GPUs.

ﬁ Each Cisco UCS C480 ML Mg has 8 x NVIDIA SXM2 V100 32GB modules with NVLink interconnect. Each Cisco UCS
C240 Mg supports up to two PCle GPU adapters with NVIDIA Tesla V1o0o. For more information about Cisco UCS C240
M5 Sever installation and GPU card configuration rules, go to
https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/c/hw/Ca40Msg/install/C240M5/C240M5_appendix_o101.

html

‘ﬁ Power requirements per rack must be calculated since the exact values will change based on the power needs of the
GPUs.

Scaling the Solution

Figure 5 illustrates how to scale the solution. Each pair of Cisco UCS 6332 Fabric Interconnects has 28 Cisco UCS C240 Mg
servers connected to it. This allows for four uplinks from each Fabric Interconnect to the Cisco Nexus 9332 switch. Six pairs
of 6332 FI's can connect to a single switch with four uplink ports each. With 28 servers per Fl, a total of 168 servers can be
supported. Additionally, the can scale to thousands of nodes with the Nexus 9500 series family of switches.
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Figure 5 Scaling the Solution
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In the reference architectures discussed in this document, each of the components is scaled separately, and for the
purposes of this example, scaling is uniform. Two scale scenarios are discussed here:

e  Scaled architecture with 3:1 oversubscription with Cisco fabric interconnects and Cisco ACI
e Scaled architecture with 2:1 oversubscription with Cisco ACI

In the following scenarios, the goal is to populate up to a maximum of 200 leaf nodes in a Cisco ACl domain. Not all cases
reach that number because they use the Cisco Nexus® 9508 Switch for this sizing and not the Cisco Nexus 9516 Switch.

Scaled Architecture with 3:1 Oversubscription with Cisco Fabric Interconnects and Cisco
ACI

The architecture discussed in this document and shown in Figure 6 supports 3:1 network oversubscription from every node
to every other node across a multidomain cluster (nodes in a single domain within a pair of Cisco fabric interconnects are
locally switched and not oversubscribed).

From the viewpoint of the data lake, 24 Cisco UCS C240 M5 Rack Servers are connected to a pair of Cisco UCS 6332 Fabric
Interconnects (with 32 x 40-Gbps throughput). From each fabric interconnect, 8 x 40-Gbps links connect to a pair of Cisco
Nexus 9336 Switches. Two pairs of fabric interconnects can connect to a single pair of Cisco Nexus 9336 Switches (8 x 2 40-
Gbps links). Each of these Cisco Nexus 9336 Switches connects to a pair of Cisco Nexus 9508 Cisco ACl switches with 6 x
100-Gbps uplinks (connecting to a Cisco NgK-Xg736C-FX line card).
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Figure 6 Scaled Architecture with 3:1 Oversubscription with Cisco Fabric Interconnects and Cisco ACI
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Scaled Architecture with 2:1 Oversubscription with Cisco ACI

In the scenario discussed here and shown in Figure 7, the Cisco Nexus 9508 Switch with the Cisco NgK-Xg9736C-FX line card
can support up to 36 x 100-Gbps ports, each and 8 such line cards.

For the 2:1 oversubscription, 30 Cisco UCS C240 M5 Rack Servers are connected to a pair of Cisco Nexus 9336 Switches, and
each Cisco Nexus 9336 connects to a pair of Cisco Nexus 9508 Switches with three uplinks each. A pair of Cisco Nexus 9336
Switches can support 30 servers and connect to a spine with 6 x 100-Gbps links on each spine. This single pod (pair of Cisco
Nexus 9336 Switches connecting to 30 Cisco UCS C240 M5 servers and 6 uplinks to each spine) can be repeated 48 times
(288/6) for a given Cisco Nexus 9508 Switch and can support up to1440 servers.

To reduce the oversubscription ratio (to get 1:1 network subscription from any node to any node), you can use just 15
servers under a pair of Cisco Nexus 9336 Switches and then move to Cisco Nexus 9516 Switches (the number of leaf nodes
would double).

To scale beyond this number, multiple spines can be aggregated.
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Figure 7 Scaled Architecture with 2:1 Oversubscription with Cisco ACI
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Technology Overview

Cisco UCS Integrated Infrastructure for Big Data and Analytics

The Cisco UCS Integrated Infrastructure for Big Data and Analytics solution for Hortonworks Data Platform on Cisco UCS
Integrated Infrastructure for Big Data and Analytics, is a highly scalable architecture designed to meet a variety of scale-out
application demands with seamless data integration and management integration capabilities built using the components
described in this section.

Cisco Unified Computing System

Cisco Unified Computing System (Cisco UCS) is a next-generation solution for blade and rack server computing. Cisco UCS
integrates a low-latency; lossless 10 and 40 Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture
servers. Cisco UCS is an integrated, scalable, multi-chassis platform in which all resources participate in a unified
management domain. Cisco UCS accelerates the delivery of new services simply, reliably, and securely through end-to-end
provisioning and migration support for both virtualized and non-virtualized systems. Cisco UCS fuses access layer
networking and servers. This high-performance, next-generation server system provides a data center with a high degree of
workload agility and scalability.

Cisco UCS 6300 Series Fabric Interconnects

Cisco UCS 6300 Series Fabric Interconnects provide high-bandwidth, low-latency connectivity for servers, with integrated,
unified management provided for all connected devices by Cisco UCS Manager (UCSM). Deployed in redundant pairs, Cisco
fabric interconnects offer the full active-active redundancy, performance, and exceptional scalability needed to support the
large number of nodes that are typical in clusters serving big data applications. Cisco UCS Manager enables rapid and
consistent server configuration using service profiles, automating ongoing system maintenance activities such as firmware
updates across the entire cluster as a single operation. Cisco UCS Manager also offers advanced monitoring with options to
raise alarms and send notifications about the health of the entire cluster.

The Cisco UCS 6300 Series Fabric Interconnects are a core part of Cisco UCS, providing low-latency, lossless 10 and 40
Gigabit Ethernet, Fiber Channel over Ethernet (FCoE), and Fiber Channel functions with management capabilities for the
entire system. All servers attached to Fabric interconnects become part of a single, highly available management domain.

Figure 8 Cisco UCS 6332 UP 32 -Port Fabric Interconnect
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Cisco UCS C-Series Rack-Mount Servers

Cisco UCS C-Series Rack-Mount Servers keep pace with Intel Xeon processor innovation by offering the latest processors
with increased processor frequency and improved security and availability features. With the increased performance
provided by the Intel Xeon Scalable Family Processors, Cisco UCS C-Series servers offer an improved price-to-performance
ratio. They also extend Cisco UCS innovations to an industry-standard rack-mount form factor, including a standards-based
unified network fabric, Cisco VN-Link virtualization support, and Cisco Extended Memory Technology.

It is designed to operate both in standalone environments and as part of Cisco UCS managed configuration, these servers
enable organizations to deploy systems incrementally—using as many or as few servers as needed—on a schedule that best
meets the organization’s timing and budget. Cisco UCS C-Series servers offer investment protection through the capability
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to deploy them either as standalone servers or as part of Cisco UCS. One compelling reason that many organizations prefer
rack-mount servers is the wide range of /O options available in the form of PCle adapters. Cisco UCS C-Series servers
support a broad range of I/O options, including interfaces supported by Cisco and adapters from third parties.

Cisco UCS C240 Mg Rack-Mount Server

The Cisco UCS C240 M5 Rack-Mount Server (Figure 9) is a 2-socket, 2-Rack-Unit (2RU) rack server offering industry-leading
performance and expandability. It supports a wide range of storage and I/O-intensive infrastructure workloads, from big
data and analytics to collaboration. Cisco UCS C-Series Rack Servers can be deployed as standalone servers or as part of a
Cisco Unified Computing System managed environment to take advantage of Cisco’s standards-based unified computing
innovations that help reduce customers’ Total Cost of Ownership (TCO) and increase their business agility.

In response to ever-increasing computing and data-intensive real-time workloads, the enterprise-class Cisco UCS C240 M5
server extends the capabilities of the Cisco UCS portfolio in a 2RU form factor. It incorporates the Intel Xeon Scalable
processors, supporting up to 20 percent more cores per socket, twice the memory capacity, and five times more

Non-Volatile Memory Express (NVMe) PCl Express (PCle) Solid-State Disks (5SDs) compared to the previous generation of
servers. These improvements deliver significant performance and efficiency gains that will improve your application
performance. The Cisco UCS C240 M5 delivers outstanding levels of storage expandability with exceptional performance,
along with the following:

e Latest 2™ Gen Intel Xeon Scalable CPUs with up to 28 cores per socket
e Upto 24 DDR4 DIMMs for improved performance

e Upto 26 hot-swappable Small-Form-Factor (SFF) 2.5-inch drives, including 2 rear hot-swappable SFF drives (up to 10
support NVMe PCle SSDs on the NVMe-optimized chassis version), or 12 Large-Form- Factor (LFF) 3.5-inch drives
plus 2 rear hot-swappable SFF drives

e  Support for 12-Gbps SAS modular RAID controller in a dedicated slot, leaving the remaining PCle Generation 3.0
slots available for other expansion cards

e  Modular LAN-On-Motherboard (mLOM) slot that can be used to install a Cisco UCS Virtual Interface Card (VIC)
without consuming a PCle slot, supporting dual 10- or 40-Gbps network connectivity

e Dual embedded Intel x550 10GBASE-T LAN-On-Motherboard (LOM) ports
e Modular M.2 or Secure Digital (SD) cards that can be used for boot

Figure g Cisco UCS C240 M5 Rack-Mount Server — Front View
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Figure 10

Cisco UCS C240 Mg Rack-Mount Server — Rear View

Cisco UCS C480 M5 Rack-Mount Server

The Cisco UCS C480 M5 Rack-Mount Server is a storage and I/O-optimized enterprise-class rack-mount server that delivers
industry-leading performance for in-memory databases, big data analytics, virtualization, Virtual Desktop Infrastructure
(VDI), and bare-metal applications. The Cisco UCS C480 M5 (Figure 11) delivers outstanding levels of expandability and
performance for standalone or Cisco Unified Computing System managed environments in a 4RU form-factor. Because of
its modular design, you pay for only what you need. It offers these capabilities:

Latest Intel Xeon Scalable processors with up to 28 cores per socket and support for two-or four-processor
configurations

2933-MHz DDR4 memory and 48 DIMM slots for up to 6 Terabytes (TB) of total memory
12 PCl Express (PCle) 3.0 slots

—  Sixx 8 full-height, full length slots

—  Six x16 full-height, full length slots

Flexible storage options with support up to 32 Small-Form-Factor (SFF) 2.5-inch, SAS, SATA, and PCle NVMe disk
drives

Cisco 12-Gbps SAS Modular RAID Controller in a dedicated slot
Internal Secure Digital (SD) and M.2 boot options

Dual embedded 10 Gigabit Ethernet LAN-On-Motherboard (LOM) ports

Figure11  Cisco UCS C480 M5 Rack-Mount Server — Front View
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Figure12  Cisco UCS C480 M5 Rack-Mount Server — Rear View
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For more information about Cisco UCS C480 M5 Rack Server, go to:
https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/datasheet-c78-

739291.html

Cisco UCS C480 ML M5 Rack Server

The Cisco UCS C480 ML M5 Rack Server is a purpose-built server for Deep Learning. It is storage and I/O optimized to
deliver an industry-leading performance for training Models. The Cisco UCS C480 ML Mg delivers outstanding levels of
storage expandability and performance options for standalone or Cisco Unified Computing System managed environments
in a 4RU form factor. Because of its modular design, you pay for only what you need. It offers these capabilities:

e 8 NVIDIA SXM2 V100 32G modules with NVLink interconnect

e Latest Intel Xeon Scalable processors with up to 28 cores per socket and support for two processor configurations
e 2666-MHz DDR4 memory and 24 DIMM slots for up to 3 terabytes (TB) of total memory

e 4 PClExpress (PCle) 3.0 slots for 100G UCS VIC 1495

e Flexible storage options with support for up to 24 Small-Form-Factor (SFF) 2.5-inch, SAS/SATA Solid-State Disks
(SSDs) and Hard-Disk Drives (HDDs)

e Upto 6 PCle NVMe disk drives
e  Cisco 12-Gbps SAS Modular RAID Controller in a dedicated slot
e M.2 boot options

e Dual embedded 10 Gigabit Ethernet LAN-On-Motherboard (LOM) ports
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Figurea3
o

i

Cisco UCS C480 ML M5 Purpose Built Deep Learning Server — Front View

For more information about Cisco UCS C480 ML Mg Server, go to:
https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/c48oms-

specsheet-ml-ms-server.pdf

Table 4 lists the features and benefits of Cisco UCS C480 ML M5 Server.

Table 4

Feature and Benefits for Cisco UCS C480 ML Mg Server

Feature

Benefits

8 x NVIDIA SXM2 V100 32GB modules with NVLink interconnect

Fast Deep Learning model training

Modular storage support with up to 24 front accessible hot-
swappable Hard Disk Drives (HDDs) and Solid-State Disks (SSDs)

Modularity to right-size storage options to match training
requirements Flexibility to expand as storage needs increase

High-capacity memory support of up to 3 TB using 128-GB DIMMs

Large memory footprint to deliver performance and capacity for
large model training

Up to 6 PCle NVMe drives

Up to 6 Gen3 x4 lanes NVMe drives for extreme 1/O performance
for faster model training

Support for up to 4 PCle Generation 3.0 slots

Support for up to four 10/25 or 40/100G Cisco VICs

Hot-swappable, redundant power supplies

Increased high availability
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Feature Benefits
Integrated dual 10-Gbps Ethernet Increased network I/O performance and additional network
options

Cisco UCS Virtual Interface Cards

Cisco UCS Virtual Interface Cards (VICs) are unique to Cisco. Cisco UCS Virtual Interface Cards incorporate next-generation
converged network adapter (CNA) technology from Cisco and offer dual 10- and 40-Gbps ports designed for use with Cisco
UCS servers. Optimized for virtualized networking, these cards deliver high performance and bandwidth utilization, and
support up to 256 virtual devices.

The Cisco UCS Virtual Interface Card 1387 offers dual-port Enhanced Quad Small Form-Factor Pluggable (QSFP+) 40
Gigabit Ethernet and Fiber Channel over Ethernet (FCoE) in a modular-LAN-on-motherboard (mLOM) form factor. The
mLOM slot can be used to install a Cisco VIC without consuming a PCle slot providing greater |/O expandability.

Figure 15 Cisco UCS VIC 1387

For more information about Cisco UCS Adapters, go to: https://www.cisco.com/c/en/us/products/interfaces-
modules/unified-computing-system-adapters/index.html

Cisco UCS Manager

Cisco UCS Manager (UCSM) resides within the Cisco UCS 6300 Series Fabric Interconnect. It makes the system self-aware
and self-integrating, managing all of the system components as a single logical entity. Cisco UCS Manager can be accessed
through an intuitive GUI, a CLI, or an XML API. Cisco UCS Manager uses service profiles to define the personality,
configuration, and connectivity of all resources within Cisco UCS, radically simplifying provisioning of resources so that the
process takes minutes instead of days. This simplification allows IT departments to shift their focus from constant
maintenance to strategic business initiatives.

For more information about Cisco UCS Manger, go to: https://www.cisco.com/c/en/us/products/servers-unified-
computing/ucs-manager/index.html
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NVIDIA GPU

Graphics Processing Units or GPUs are specialized processors designed to render images, animation and video for
computer displays. They perform this task by running many operations simultaneously. While the number and kinds of
operations they can do are limited, they make up for it by being able run many thousands in parallel. As the graphics
capabilities of GPUs increased, it soon became apparent that the massive parallelism of GPUs could be put to other uses
beside rendering graphics.

NVIDIA GPU used in this document, NVIDIA Tesla Voo, is advanced data center GPU built to accelerate Al, HPC, and
graphics. It is powered by NVIDIA Volta architecture, comes in 16 and 32 GB configurations.

NVIDIA GPUs bring two key advantages to the table. First, they make possible solutions that were simply not
computationally possible before. Second, by providing the same processing power as scores of traditional CPUs they
reduce the requirements for rack space, power, networking and cooling in the data center.

NVIDIA CUDA

GPUs are very good at running the same operation on different data simultaneously. This is often referred to as single
instruction, multiple data, or SIMD. This is exactly what's needed to render graphics but many other computing problems
can benefit from this approach. As a result, NVIDIA created CUDA. CUDA is a parallel computing platform and
programming model that makes it possible to use a GPU for many general-purpose computing tasks via commonly used
programming languages like C and C++.

In addition to the general-purpose computing capabilities that CUDA enables there is also a special CUDA library for deep
learning called the CUDA Deep Neural Network library, or cuDNN. cuDNN makes it easier to implement deep machine
learning architectures that take full advantage of the GPU’s capabilities.

Cloudera Enterprise Data Hub and Hortonworks Data Platform

This CVD can be implemented with Cloudera Enterprise Data Hub and also with Hortonworks Data Platform

Cloudera (CDH 6.2.0)

Built on the transformative Apache Hadoop open source software project, Cloudera Enterprise is a hardened distribution of
Apache Hadoop and related projects designed for the demanding requirements of enterprise customers. Cloudera is the
leading contributor to the Hadoop ecosystem, and has created a rich suite of complementary open source projects that are
included in Cloudera Enterprise.

All the integration and the entire solution is thoroughly tested and fully documented. By taking the guesswork out of
building out a Hadoop deployment, CDH gives a streamlined path to success in solving real business problems.

Cloudera Enterprise with Apache Hadoop is:

e Unified — one integrated system, bringing diverse users and application workloads to one pool of data on common
infrastructure; no data movement required

e Secure - perimeter security, authentication, granular authorization, and data-protection
e Governed —enterprise-grade data auditing, data lineage, and data-discovery

e Managed - native high-availability, fault-tolerance and self-healing storage, automated backup and disaster
recovery, and advanced system and data management

e Open - Apache-licensed open source to ensure both data and applications remain copy righted, and an open
platform to connect with all of the existing investments in technology and skills.
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Figure16  Cloudera Data Hub
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Cloudera provides a scalable, flexible, integrated platform that makes it easy to manage rapidly increasing volumes and
varieties of data in any enterprise. Industry-leading Cloudera products and solutions enable to deploy and manage Apache
Hadoop and related projects, manipulate and analyze data, and keep that data secure and protected.

Cloudera provides the following products and tools:

CDH—The Cloudera distribution of Apache Hadoop and other related open-source projects, including Spark. CDH
also provides security and integration with numerous hardware and software solutions.

Apache Spark—An integrated part of CDH and supported with Cloudera Enterprise, Spark is an open standard for
flexible in-memory data processing for batch, real time and advanced analytics. Via the one platform Cloudera is
committed to adopting Spark as the default data execution engine for analytic workloads.

Cloudera Manager—A sophisticated application used to deploy, manage, monitor, and diagnose issues with CDH
deployments. Cloudera Manager provides the Admin Console, a web-based user interface that makes
administration of any enterprise data simple and straightforward. It also includes the Cloudera Manager API, which
can be used to obtain cluster health information and metrics, as well as configure Cloudera Manager.

Cloudera Navigator—An end-to-end data management tool for the CDH platform. Cloudera Navigator enables
administrators, data managers, and analysts to explore the large amounts of data in Hadoop. The robust auditing,
data management, lineage management, and life cycle management in Cloudera Navigator allow enterprises to
adhere to stringent compliance and regulatory requirements.

Cloudera Data Science Workbench

Cloudera Data Science Workbench (CDSW) is a web application that allows data scientists to use a variety of open source
languages and libraries to directly and securely access the data in the Hadoop cluster. Direct access to the big data cluster
means no more working with small subsets of the data on desktop systems; no sampling is required as the entire data set is
available for use directly by the user. Further, users are not restricted to a single environment. Many popular open source
libraries and languages are supported, including R, Python and Scala, as well as all of the ML/DL frameworks such as
TensorFlow, Theano, PyTorch, and so on. Additionally, CDSW enables access to available GPU resources for deep learning
workloads which means users become productive faster with no need for retraining and no time lost learning a new
programming language.
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CDSW is addressing the key challenge that every team or user may require a different language, library or framework in
order to be productive while the organization requires reproducibility and collaboration. By making the entire set of data in
the cluster available to the user, CSDW eliminates the problem that what works on small samples or extracts of the data on
a user's desktop computer may not scale across a large cluster. Cloudera Data Science Workbench gives data scientists the
flexibility and simplicity they need to be productive and innovative at scale.

Additionally, CDSW enables seamless access to high-performance processors in the form of GPUs. CSDW makes use of
lightweight container architecture to rapidly and securely provide the environment and resources to the users.

Cloudera Data Science Workbench is directly aimed at helping data scientists build and test new analyses and analytics
projects as quickly as possible in secure manner even in large scale environments. This flexibility improves the efficiency of
the exploration process, a key requirement to meet in order to move rapidly from idea to answer. Most analytics problems,
especially those with transformative power, are not standard analyses and require advanced models and iterative methods.
Experimentation and innovation are the heart and soul of data science, but security is needed for compliance and
governance.

Data has become one of the most strategic assets in the organization. Leveraging the data to drive the business forward is
the primary motivation for building an enterprise data hub to support advanced analytics. Typically, when forced to make a
choice between the security of the data and the flexibility to access it, security wins locking away the data from the people
who most need it. CDSW address this issue by providing full authentication and access controls against data in the cluster,
including complete Kerberos integration. It offers data science teams per-project isolation and reproducibility with no
effort.

Cloudera Data Science Workbench allows you to automate analytics workloads with a built-in job and pipeline scheduling
system that supports real-time monitoring, job history, and email alerts. Jobs are created and can be configured to run on a
recurring schedule, as well as providing alerts for successful and failed runs. Multiple jobs can be scheduled together to
create an automated pipeline; for example, the first job performs data acquisition, the next data cleansing, then analytics,
and so on.

Collaboration and sharing of results are implemented via project sharing (either globally or to specific users, and project
forking. To share results, CSDW enables publishing output for viewing via a browser, and even makes the console log itself
available for viewing both during and after the run. Cloudera Data Science Workbench is a web application. It has no
desktop footprint making it very easy to administer and maintain.

Data Science Workbench provides the following features:

e (CPUand GPU as aresource: Data Science Workbench provides basic support for the use of existing general-purpose
CPUs for each stage of the workflow and, optionally, accelerates the math-intensive steps with the selective
application of special-purpose GPUs all through a Docker container, with Kubernetes scheduling these resources in
the back end.

e Self-service portal: The Data Science Workbench web user interface console provides a self-service portal for data
scientists to create an environment for their workloads (Figure 17). Currently, R, Python, and Scala are supported.

e Jupyter Notebook: Most data scientists use Jupyter Notebooks for Al/ML analysis and development. Data Science
Workbench provides a Jupyter Notebook environment when data scientists create a portal, and these notebooks can
be shared or worked in a collaborative manner.
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Figure1y  Example of Cloudera Data Science Workbench WebUI
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Hortonworks Data Platform

The Hortonworks Data Platform (HDP 3.1.0) delivers essential capabilities in a completely open, integrated and tested
platform that is ready for enterprise usage. With Hadoop YARN at its core, HDP provides flexible enterprise data processing

across a range of data processing engines, paired with comprehensive enterprise capabilities for governance, security and
operations.

All the integration of the entire solution is thoroughly tested and fully documented. By taking the guesswork out of building
out a Hadoop deployment, HDP gives a streamlined path to success in solving real business problems.

Hortonworks Data Platform (HDP) 3.0 delivers significant new features, including the ability to launch apps in a matter of
minutes and address new use cases for high-performance deep learning and machine learning apps. In addition, this new
version of HDP enables enterprises to gain value from their data faster, smarter, in a hybrid environment.

Apache Ambari

Apache Ambari is a completely open source management platform. It performs provisioning, managing, securing, and
monitoring Apache Hadoop clusters. Apache Ambari is a part of Hortonworks Data Platform and it allows enterprises to
plan and deploy HDP cluster. It also provides ongoing cluster maintenance and management.

Ambari provides an intuitive Web Ul as well as an extensive REST API framework which is very useful for automating cluster
operations.

The following are the core benefits that Hadoop operators get with Ambari:

e Simplified Installation, Configuration and Management. Easily and efficiently create, manage and monitor clusters
at scale. Takes the guesswork out of configuration with Smart Configs and Cluster Recommendations. Enables
repeatable, automated cluster creation with Ambari Blueprints.
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Centralized Security Setup. Reduce the complexity to administer and configure cluster security across the entire
platform. Helps automate the setup and configuration of advanced cluster security capabilities such as Kerberos

and Apache Ranger.

Full Visibility into Cluster Health. Ensure your cluster is healthy and available with a holistic approach to monitoring.
Configures predefined alerts — based on operational best practices — for cluster monitoring. Captures and visualizes
critical operational metrics — using Grafana — for analysis and troubleshooting. Integrated with Hortonworks
SmartSense for proactive issue prevention and resolution.

Highly Extensible and Customizable. Fit Hadoop seamlessly into your enterprise environment. Highly extensible
with Ambari Stacks for bringing custom services under management, and with Ambari Views for customizing the
Ambari Web UL.

HDP for Data Access

With YARN at its foundation, HDP provides a range of processing engines that allow users to interact with data in multiple

and parallel ways, without the need to stand up individual clusters for each data set/application. Some applications require
batch while others require interactive SQL or low-latency access with NoSQL. Other applications require search, streaming
or in-memory analytics. Apache Solr, Storm and Spark fulfill those needs respectively.

To function as a true data platform, the YARN-based architecture of HDP enables the widest possible range of access
methods to coexist within the same cluster avoiding unnecessary and costly data silos.

As shown in Figure 18, HDP Enterprise natively provides for the following data access types:

Batch — Apache MapReduce has served as the default Hadoop processing engine for years. It is tested and relied
upon by many existing applications.

Interactive SQL Query - Apache Hive is the de facto standard for SQL interactions at petabyte scale within Hadoop.
Hive delivers interactive and batch SQL querying across the broadest set of SQL semantics.

Search - HDP integrates Apache Solr to provide high-speed indexing and sub-second search times across all your
HDFS data.

Scripting - Apache Pig is a scripting language for Hadoop that can run on MapReduce or Apache Tez, allowing you to
aggregate, join and sort data.

Low-latency access via NoSQL - Apache HBase provides extremely fast access to data as a columnar format, NoSQL
database. Apache Accumulo also provides high-performance storage and retrieval, but with fine-grained access
control to the data.

Streaming - Apache Storm processes streams of data in real time and can analyze and take action on data as it flows
into HDFS.
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Figurea8  YARN
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Submarine

Deep learning is useful for enterprises tasks in the field of speech recognition, image classification, Al chatbots, machine
translation, just to name a few. In order to train deep learning/machine learning models, frameworks such as TensorFlow /
MXNet / PyTorch [ Caffe /| XGBoost can be leveraged. And sometimes these frameworks are used together to solve different
problems.

To make distributed deep learning/machine learning applications easily launched, managed and monitored, Hadoop
community initiated the Submarine project along with other improvements such as first-class GPU support, Docker
container support, container-DNS support, scheduling improvements, and so on.

These improvements make distributed deep learning/machine learning applications run on Apache Hadoop YARN as simple
as running it locally, which can let machine-learning engineers focus on algorithms instead of worrying about underlying
infrastructure. By upgrading to latest Hadoop, users can now run deep learning workloads with other ETL/streaming jobs
running on the same cluster. This can achieve easy access to data on the same cluster and achieve better resource
utilization.

Figure1g  Submarine Workflow
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Docker Containerization

Hortonworks Data Platform (HDP 3.0) makes use of container technology. Containers are conceptually similar to virtual
machines, but instead of virtualizing the hardware, a container virtualizes the operating system. With a VM there is an
entire operating system sitting on top of the hypervisor. Containers dispense with this time-consuming and resource
hungry requirement by sharing the host system'’s kernel. As a result, a container is far smaller, and its lightweight nature
means they can be instantiated quickly. In fact, they can be instantiated so quickly that new application architectures are
possible.

Docker is an open-source project that performs operating-system-level virtualization, also known as "containerization." It
uses Linux kernel features like namespaces and control groups to create containers. These features are not new, but Docker
has taken these concepts and improved them in the following ways:

Ease of use: Docker makes easier for anyone—developers, systems admins, architects and others—to take
advantage of containers in order to quickly build and test portable applications. It allows anyone to package an
application on their development system, which can then run unmodified on any cloud or bare metal server. The
basic idea is to create a “build once, run anywhere” system.

Speed: Docker containers are very fast with a small footprint. Ultimately, containers are just sandboxed
environments running on the kernel, so they take up few resources. You can create and run a Docker container in
seconds. Compare this to a VM which takes much longer because it has to boot up a full virtual operating system
every time.

Modularity: Docker makes it easy to take an application and breaks its functionality into separate individual
containers. These containers can then be spun up and run as needed. This is particularly useful for cases where an
application needs to hold and lock a particular resource, like a GPU, and then release it once it's done using it.
Modularity also enables each component, i.e., container to be updated independently.

Scalability: modularity enables scalability. With different parts of the system running in different containers it
becomes possible, and with Docker, it becomes easy to connect these containers together to create an application,
which can then be scaled out as needed.

YARN Support For Docker

Containerization provides YARN support for Docker containers, which makes it easier to bundle libraries and dependencies
along with their application, allowing third-party applications to run on Apache Hadoop (for example, containerized
applications), enabling:

Faster time to deployment by enabling third-party apps.

The ability to run multiple versions of an application, enabling users to rapidly create features by developing and
testing new versions of services without disrupting old ones.

Improved resource utilization and increased task throughput for containers, yielding faster time to market for
services.

Orchestration of stateless distributed applications.

Packaging libraries for Spark application, eliminating the need for operations to deploy those libraries cluster wide.
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Figure20  Containerized Application on Apache Hadoop YARN 3.1
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As shown in Figure 20, YARN Services Framework in addition with Docker containerization, it is now possible to run both
existing Hadoop frameworks, such as Hive, Spark, etc., and new containerized workloads on the same underlying
infrastructure. Apache Hadoop 3.1 further improved these capabilities to enable advanced use cases such as TensorFlow
and HBase.

NVIDIA Docker

Docker containers are platform-agnostic, but also hardware-agnostic. This presents a problem when using specialized
hardware such as NVIDIA GPUs which require kernel modules and user-level libraries to operate. As a result, Docker does
not natively support NVIDIA GPUs within containers.

One of the early workarounds to this problem was to fully install the NVIDIA drivers inside the container and map in the
character devices corresponding to the NVIDIA GPUs (for example, /dev/nvidiao) on launch. This solution is brittle because
the version of the host driver must exactly match the version of the driver installed in the container. This requirement
drastically reduced the portability of these early containers, undermining one of Docker’s more important features.

To enable portability in Docker images that leverage NVIDIA GPUs, NVIDIA developed nvidia-docker, an open-source
project hosted on GitHub that provides the two critical components needed for portable GPU-based containers:

e  driver-agnostic CUDA images; and a Docker command line wrapper that mounts the user mode components of the
driver and the GPUs (character devices) into the container at launch.

¢ nvidia-docker is essentially a wrapper around the docker command that transparently provisions a container with
the necessary components to execute code on the GPU.

'& As of the publishing of this CVD, Hortonworks only supports nvidia-docker version 1.

GPU Pooling and Isolation

GPU pooling and isolation allows GPU to be a first-class resource type in Hadoop, making it easier for customers to run
machine learning and deep learning workloads.
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e Compute-intensive analytics require not only a large compute pool, but also a fast and expensive processing pool
with GPUs in tandem

e  Customers can share cluster-wide GPU resources without having to dedicate a GPU node to a single tenant or
workload

e GPUisolation dedicates a GPU to an application so that no other application has access to that GPU

When it comes to resource scheduling, it isimportant to recognize GPU as a resource. YARN extends the resource model to
more flexible mode which makes it easier to add new countable resource-types. When GPU is added as resource type,
YARN can schedule applications on GPU machines. Furthermore, by specifying the number of requested GPU to containers,
YARN can find machines with available GPUs to satisfy container requests.

‘ﬂ When GPU scheduling is enabled, YARN can schedule non-GPU applications such as LLAP, Tez, and etc. to servers
without GPU. Moreover, YARN can allocate GPU applications such as TensorFlow, Caffe, MXNet, and so on, to servers

with GPU.

Red Hat Ansible Automation

Red Hat Ansible Automation is a powerful IT automation tool. It is capable of provisioning numerous types of resources and
deploying applications. It can configure and manage devices and operating system components. Due to its simplicity,
extensibility, and portability, this solution extensively utilizes Ansible for performing repetitive deployment steps across the
nodes.

# For more information about Ansible, go to: https://www.redhat.com/en/technologies/management/ansible.
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Solution Design
___________________________________________________________________________________________________________________________|

Requirements

This CVD describes the architecture and deployment procedures for Hortonworks Data Platform (HDP) 3.1.0 on a 31 node
cluster based on Cisco UCS Integrated Infrastructure for Big Data and Analytics. The solution goes into detail configuring
HDP 3.1.0 on the Cisco UCS Integrated infrastructure for Big Data. In addition, it also details the configuration for
Hortonworks Dataflow for various use cases.

The cluster configuration consists of the following:
e 2 (Cisco UCS 6332UP Fabric Interconnects
e 22 Cisco UCS C240 M5 Rack-Mount servers
e 8 Cisco UCS (3260 Mg Storage Server
e 12 NVIDIA T4 GPUs
e 2 Cisco R42610 standard racks

e 4 Vertical Power distribution units (PDUs) (Country Specific) per rack

Rack and PDU Configuration

Each rack consists of two vertical PDUs. The first rack consists of two Cisco UCS 6332UP Fabric Interconnects, 16 Cisco UCS
C240 Mg Rack Servers connected to each of the vertical PDUs for redundancy; thereby, ensuring availability during power
source failure. The second rack consists of 6 Cisco UCS C240 M5 Servers and 4 Cisco UCS S3260 Modular Storage Server
Chassis connected to each of the vertical PDUs for redundancy; thereby, ensuring availability during power source failure,
similar to the first rack.

Port Configuration on Fabric Interconnect

Table 5 lists the port configuration on Cisco UCS FI 6332 Fabric Interconnect.

Table 5 Port Configuration on Fabric Interconnect

Port Type Port Number
Server 1-26
Network 29-32

# Please contact your Cisco representative for country specific information.

Cabling for Cisco UCS C240 Mg

The Cisco UCS C240 Mg rack server is equipped with 2 x Intel Xeon Processor Scalable Family 6132 (2 x 14 cores, 2.6 GHz),
192 GB of memory, Cisco UCS Virtual Interface Card 1387 Cisco 12-Gbps SAS Modular Raid Controller with 4-GB FBWC, 26 x
1.8 TB 20K rpm SFF SAS HDDs or 12 x 1.6 TB Enterprise Value SATA SSDs, M.2 with 2 x 240-GB SSDs for Boot.

Figure 21 illustrates the port connectivity between the Fabric Interconnect, and Cisco UCS C240 M5 server. Sixteen Cisco
UCS C240 Mg servers are used in Master rack configurations.
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Figure 22 Cisco UCS C240 Mg and 6300 Series Fabric Interconnect Port Connectivity
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For information about physical connectivity and single-wire management, go to:

https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/c-series integration/ucsm3-2/b C-Series-
Integration_UCSM3-2/b_C-Series-Integration_UCSM3-2_chapter_o1o.htm|?bookSearch=true

For more information about physical connectivity illustrations and cluster setup, go to:

https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/c-series_integration/ucsm3-2/b C-Series-
Integration_UCSM3-2/b_C-Series-Integration_UCSM3-2_chapter_o1o.html?bookSearch=true

Software Distributions and Versions

The software distributions required versions are listed below.

Hortonworks Data Platform (HDP 3.1.0)

The Hortonworks Data Platform supported is HDP 3.1.0. For more information, go to: http://www.hortonworks.com.

Red Hat Enterprise Linux (RHEL)

The operating system supported is Red Hat Enterprise Linux 7.6. For more information, go to: http://www.redhat.com.

Software Versions

The software versions tested and validated in this document are shown in Table 6.

Table6  Software Versions

Layer Component Version or Release

Cisco UCS C240 Mg C240M5.4.0.2a
Compute

Cisco UCS C480 ML Mg

Cisco UCS 6332 UCS 4.0(4b)
Network

Cisco UCS VICa1387 Firmware 4.3(2a)
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Layer Component Version or Release
Cisco UCS VICa387 Driver 3.1.137.5
SAS Expander 65.02.15.00
Storage
Cisco 12G Modular Raid controller 50.6.0-1952
Red Hat Enterprise Linux Server 7.6
Cisco UCS Manager 4.0(4b)
Software HDP 3.1.0
Docker 1.13.1
Ansible 2.4.6.0
Nvidia-docker 1.0.1
CUDA 10.1
GPU
NVIDIA GPU Driver 418.67

ﬂ The latest drivers can be downloaded from this link:
https://software.cisco.com/download/home/283862063/type/283853158/release/3.1%25283%2529.

# The latest supported RAID controller driver is already included with the RHEL 7.6 operating system.

ﬂ Cisco UCS C240 Mg Rack Servers with Intel Scalable Processor Family CPUs are supported from Cisco UCS firmware 3.2
onwards.

Fabric Configuration

This section provides the details to configure a fully redundant, highly available Cisco UCS 6332 fabric configuration. The
following is the high-level workflow to setup Cisco UCS:

e Initial setup of the Fabric Interconnect A and B

e Connect to Cisco UCS Manager using virtual IP address of using the web browser
e Launch Cisco UCS Manager

e Enable server and uplink ports

e Start discovery process

e Create pools and polices for service profile template
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e Create Service Profile template
e Create service profile for each server from service profile template

e Associate Service Profiles to serverssg

Perform Initial Setup of Cisco UCS 6332 Fabric Interconnects

This section describes the initial setup of the Cisco UCS 6332 Fabric Interconnects A and B.

Configure Fabric Interconnect A

To configure Fabric Interconnect A, follow these steps:

1. Connect to the console port on the first Cisco UCS 6332 Fabric Interconnect.

At the prompt to enter the configuration method, enter console to continue.

Enter y to continue to set up a new Fabric Interconnect.
Enter y to enforce strong passwords.

If asked to either perform a new setup or restore from backup, enter setup to continue.

2. Enterthe password for the admin user.

3. Enter the same password again to confirm the password for the admin user.

Enter A for the switch fabric.

When asked if this fabric interconnect is part of a cluster, answer y to continue.

4. Enter the cluster name for the system name.
5. Enter the Mgmto IPv4 address.

6. Enter the Mgmto IPv4 netmask.

7. Enter the IPv4 address of the default gateway.

8. Enterthe cluster IPv4 address.

To configure DNS, answer V.

9. Enterthe DNS IPv4 address.

Answer y to set up the default domain name.

10. Enterthe default domain name.

Review the settings that were printed to the console, and if they are correct,
save the configuration.

answer yes to

11. Wait for the login prompt to make sure the configuration has been saved.

Configure Fabric Interconnect B

To configure Fabric Interconnect B, follow these steps:

38




Solution Design

1. Connect to the console port on the second Cisco UCS 6332 Fabric Interconnect.

When prompted to enter the configuration method, enter console to continue.
The installer detects the presence of the partner Fabric Interconnect and adds this fabric
interconnect to the cluster. Enter y to continue the installation.

2. Enterthe admin password that was configured for the first Fabric Interconnect.
3. Enterthe Mgmto IPv4 address.

4. Answer yes to save the configuration.

5. Wait for the login prompt to confirm that the configuration has been saved.

For more information about configuring Cisco UCS 6332 Series Fabric Interconnect, go to:

https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/ucs-manager/GUI-User-Guides/Getting-Started/3-
2/b_UCSM_Getting Started Guide 3 2/b UCSM_Getting Started Guide 3 2 chapter_o100.html

Log Into Cisco UCS Manager

To log into Cisco UCS Manager, follow these steps:

1. Opena Web browser and navigate to the Cisco UCS 6332 Fabric Interconnect cluster address.
2. Click the Launch link to download the Cisco UCS Manager software.

3. If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin for the username and enter the administrative password.

5. Click Login tologin to the Cisco UCS Manager.

Upgrade Cisco UCS Manager Software to Version 4.0(4b)

This document assumes the use of UCS 4.0(4b). Refer to the Cisco UCS 4.0 Release (upgrade Cisco UCS Manager software
and Cisco UCS 6332 Fabric Interconnect software to version 4.0(4b). Also, make sure the Cisco UCS C-Series version 4.0(4b)
software bundles are installed on the Fabric Interconnects.

# Upgrading Cisco UCS firmware is beyond the scope of this document. However for complete Cisco UCS Install and Up-
grade Guides, go to: https://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-manager/products-
installation-guides-list.html

Add a Block of IP Addresses for KVM Access

To create a block of KVM IP addresses for server access in the Cisco UCS environment, follow these steps:

1. Selectthe LAN tab at the top of the left window.
2. Select Pools > root > IpPools > Ip Pool ext-mgmt.

3. Right-click IP Pool ext-mgmt.
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4. SelectCreate Block of IPv4 Addresses.

Figure 22 Adding a Block of IPv4 Addresses for KVM Access Part 1
Al ‘ LAN / Pools / root / IP Pools

-

» Threshold Policies General | IP Addresses

» VMO Connection Policies

i o Actions
» ushNIC Connection Policies

» wiNIC Templates

» Sub-Organizations Create Block of IPva Addresses

Create Block of IPvE Addresses

+ Pools

~ root O

+ IP Pools

Show Pool Usage

IP Pool ext-mgmt

Create Block of IPv4 Addresses

» |IP Pool iscsi-initiator-pool
Create Block of IPvS Addresses

» MAC Pools
Copy

» Sub-Organizations Copy XML

+ Trafhic Monitoring Sessions

» Fabric A l

» Fabric B

5. Enterthe starting IP address of the block and number of IPs needed, as well as the subnet and gateway information.

Figure 23 Adding Block of IPv4 Addresses for KVM Access Part 2
Create Block of IPv4 Addresses

From SRR Size S =
Subnet Mask ; (25352552550 Default Gateway : | 10.13.1.7
Prirnany DS ; |0.0.0.0 Secondary OMS ; |0.0.0.0

6. Click OK to create the IP block.

7. Click OK in the message box.

Enable Uplink Ports

To enable uplinks ports, follow these steps:

1. Select the Equipment tab on the top left of the window.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.

3. Expand the Unconfigured Ethernet Ports section.
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4. Select port 29-32 that is connected to the uplink switch, right-click, then select Reconfigure > Configure as Uplink Port.
5. Select Show Interface and select 40GB for Uplink Connection.
6. A pop-up window appears to confirm your selection. Click Yes then OK to continue.

7. SelectEquipment > Fabric Interconnects > Fabric Interconnect B (subordinate) >
Fixed Module.

8. Expandthe Unconfigured Ethernet Ports section.

9. Selectport number 29-32, which is connected to the uplink switch, right-click, then select Reconfigure >
Configure as Uplink Port.

10. Select Show Interface and select 40GB for Uplink Connection.
11. A pop-up window appears to confirm your selection. Click Ye s then OK to continue.

Figure 24  Enabling Uplink Ports Part1

Al G - . Fauinmant i Eahric lotarc... i Fabri
Disable
Port 22
Port 23 Configure as Uplink Port
Port 24 Configure as FCoE Uplink Port
Port 25 Configure as FCoE Storage Port
Port 26 Configure as Appliance Port 1
Port 27 Unconhgure
Port 28
Port 29
Port 30 1
Disabie Port
Port 32 Reconfigure v
» FC Ports Unconfigure
> PSUs Show Interface
» Fakvic Interconnect B [(subordinate)

Figure 25  Enabling Uplink Ports Part2

Port:29 Actions

Port 30
Disable Port

Bloi22 Reconfigure v

» FC Ports Unconfigure
Show Interface
» PSUs Show Interface G
» Fabric Interconnect B (subordinate)
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Figure 26 Enabling Uplink Ports Part 3
Properties for: Eth Interface 1/31 X

General Faults Events

Slet ID
Fabric ID A

-

Disable Interface

User Label
Transport Type Ether

Port tch-Afslot-1/switch-sther/port-31

Flow Control Policy - default v
Link Profile default

Adrin Speed 1 Gbps 10 Gbps e 40 Ghps

oK Cancel Help

Configure VLANs

VLANSs are configured as in shown in Table 7.

Table7  VLAN Configurations
VLAN NIC Port Function
VLAN13 etho Data

The NIC will carry the data traffic from VLAN13. A single vNIC is used in this configuration and the Fabric Failover feature in
Fabric Interconnects will take care of any physical port down issues. It will be a seamless transition from an application
perspective.

To configure VLANSs in the Cisco UCS Manager GUI, follow these steps:

1. Selectthe LAN tabin the left pane in the UCSM GUI.
2. Select LAN > LAN Cloud > VLANSs.
3. Right-click the VLANSs under the root organization.

4. SelectCreate VLANS to create the VLAN.
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Figure 27  Creatinga VLAN

9.

Al - LAN / LAN Cloud
VLANs
v LAN
v LAN Cloud T, Advanced Fiter
» Fabric A Name

Febric B | VLAN defaul

» QoS System CI
2 Lotk i VLAN wvian...

» LAN Pin Groups
» Threshold Policies

» VLAN Groups

Create VLANS

v Appliances
» Fabric A
Details
» Fabric B
T General
v Internal LAN Eneel Crsompmn

» Internal Fabric A

» Internal Fabric B

Enter vlani3 for the VLAN Name.

Keep multicast policy as <not set>.

Select Common/Global forvlani6.

Enter 13 in the VLAN 1Ds field for the Create VLAN IDs.

Click OK and then, click Finish.

10. Click OK in the success message box.

Figure 28  Creating VLAN for Data

Create VLANs

VLAN Name/Prefix  : |vlan13

<not set> v Create Multicast Policy

Multicast Policy Name :

(#) Common/Global () Fabric A () Fabric B () Both Fabrics Configured Differently

You are creating global VLANSs that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs.(e.g. " 2009-2019", " 29,35,40-45", " 23", " 23,34-45")

VLAN IDs: ‘ 13 ‘

Sharing Type : |-:_":l_j:-N0ne () Primary () Isolated () Community

11. Click OK and then click Finish.

43

?




Solution Design

Enable Server Ports

To enable server ports, follow these steps:

1.

9.

Select the Equipment tab on the top left of the window.

Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed
Module.

Expand the Unconfigured Ethernet Ports section.

Select all the ports that are connected to the Servers right-click them and select Reconfigure > Configure as
a Server Port.

A pop-up window appears to confirm your selection. Click Ye s then OK to continue.
Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.
Expand the Unconfigured Ethernet Ports section.

Select all the ports that are connected to the Servers right-click them and select Reconfigure > Configure as
a Server Port.

A pop-up window appears to confirm your selection. Click Yes, then OK to continue.

Figure 29  Enabling Server Ports

All v ... Equipment / Fabric Interc... / F
o
Pot 13 Configure as Uplink Port
Port 16 Configure as FCoE Uplink Port '
Port 17 Configure as FCoE Storage Port L
Port 18 Configure as Appliance Port
Port 19
Port 20
Port 21
Port 22
Port 24 Actions
Port 25
Port 26

After the Server Discovery, Port 29-32 will be a Network Port and 1-28 will be Server Ports.
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Figure30  Ports Status after the Server Discover
alaln

asco  UCS Manager

06 0Q000C6C

= Al v Equig / Fabric I ! Fabric | . | Fixed Module / Ethernet Ports
met Por
' v Fabric Interconnect A (primary)
3 T Advorced Fer 4 Brport @ Prie (11 [yl Unconfigured || Neswork |l Server [ FOGE Uplink | Unfed Uplink » o
» Fans 1
E% Slet Aggr. Port 1D Port IO MAC f Role If Type Overall Status Admin State
v Fixed Module
BIF3:00.. Serve Physica LT t tnabled
! =i 707DB2F3.00.. Serve Physical t t Enabled
70.70:B2F3.00.. Serve Physicsl LT t Enabled
Port 2 . =3 s
IDBIF3 erver hysica t te
W7 17082 F3 60 Serval Physica Up Enabled
7070BIF3 60 Server ty  Enable
- Port 4 g
=
Port & ¢ 7070 B9 F3 00 ey Physica LT t Ensbled
B Pot & 7070B3FI 00 Serve hysica t t Enable
Port 7 0 3 707083 F360.  Serve Physical L t Enabls
&) Port 8 1 0 3 707D0B9F360. Secver Physical LT t Enabls
Pot 9 0 0 707062 F3.60.. Server hysica tw t Enable

Create Pools for Service Profile Templates

Create an Organization

Organizations are used as a means to arrange and restrict access to various groups within the IT organization, thereby
enabling multi-tenancy of the compute resources. This document does not assume the use of Organizations; however, the

necessary steps are provided for future reference.

To configure an organization within the Cisco UCS Manager GUI, follow these steps:

1. ClickQuick Action icon onthe top right cornerin the right pane inthe Cisco UCS Manager GUI.

2. SelectCreate Organization from the options
3. Enteraname for the organization.

4. (Optional) Enter a description for the organization.
5. Click OK.

6. Click OK in the success message box.

alaln
cisco

UCS Manager

‘*‘ Al il Servers Create Service Profile (expert
E » vee-11 ‘ asyioe P Create VLANS
» uee-12 Failed Active Passeve Désassociaed Pending Heerarchica Pending Activities Create VSAN
E% » ucs-13 Y, Advarced Fer 4 Bipot & Pri
» uce-14 Narne User Labe Overall Status Assoc State erver
! » ucs-15 Senice Profi t or *
@ b w18 e A ) t o B J
» uce-17 svice Profi 5 + "
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Create Organization ? X

Name . lucy

Description

m (:ancel

Create MAC Address Pools

To create MAC address pools, follow these steps:

1. Selectthe LAN tab on the left of the window.

2. Select Pools > root > MAC Pools

3. Right-click MAC Pools under the root organization.

4. SelectCreate MAC Pool to create the MAC address pool. Enter ucs for the name of the MAC pool.
5. (Optional) Enter a description of the MAC pool.

6. Select Assignment Order Sequential.

7. Click Next.

8. Clickadd.

9. Specify a starting MAC address.

10. Specify a size of the MAC address pool, which is sufficient to support the available server resources.

11. Click OK.
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Al - LAN / Pools / ot / MAC Pools
MAC Pools
» vNIC Templates
-— Y. Advarced Fiker + Expont
» Sub-Organizations * = Ca
~ Poals feame
v root O MAC Pool default
v IP Pools » MAC Pool ucs
» |IP Pool ext-mamt
» |IP Podl iscsi-initiator-pool
MAC Pools
» Sub-Organizations Create MAC Pool
v Traffic Monitoring Sessions
» Fabric A
» Fabric B
Create MAC Pool 2 X
Define Name and Description Narms . lucs
Description :
Add MAC Addresses :
Assignment Order: | Default e Sequential
Next > Cancel

Figure31  Specifying first MAC Address and Size
Create a Block of MAC Addresses % X

First MAC Address: | 00:2%B%5:00.00.00 Size :

To ensure unigueness of MACs in the LAN fabric, you are strongly encouraged to use the following
MAC prefoc
00:25:B5 nox:oeoc

12. Click Finish.
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Create MAC Pool 2 X
Define Name and Description - - v, Advanced Fiter 4 BExport - Prirt fed
Nam= From To
[00:25:B5:00:00: 00:25 BS 00:00: 00 0258500 01:FF

%) Add u

«<=D < -

13. When the message box displays, click OK.

Create MAC Pool %

g:/ Successfully created MAC Pool ucs.

OK

Create a Server Pool

A server pool contains a set of servers. These servers typically share the same characteristics. Those characteristics can be
their location in the chassis, or an attribute such as server type, amount of memory, local storage, type of CPU, or local
drive configuration. You can manually assign a server to a server pool or use server pool policies and server pool policy
qualifications to automate the assignment.

To configure the server pool within the Cisco UCS Manager GUI, follow these steps:

1. Selectthe Servers tabin the left pane in the Cisco UCS Manager GUI.
2. Select Pools > root.

3. Right-clickthe Server Pools.

4. Select Create Server Pool.

5. Enteryourrequired name (ucs) for the Server Pool in the name text box.
6. (Optional) enter a description for the organization.

7. Click Next > to add the servers.
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Create Server Pool ? X
Set Narme and Description Name . ucy
Description :
Add Servers
Next > Cancel

8. Selectall the Cisco UCS C240Mg servers to be added to the server pool that was previously created (ucs), then Click
>>to add them to the pool.

Create Server Pool ?2 X
SetName and Description Servers Pooled Servers
£ o
C. Sl R ke PID AL S Bl C Sl Ra.. Us. PID Ad. Se. C
1 u. u. W No data available
2 u u
3 u u v
4 u u W
5 u u W
o U. u. W
7 u u. v
Model Medel
Serial Number: Serial Number.
Vendor Vendor:
T <

9. ClickFinish.

10. Click OK and then click Finish.

Create Policies for Service Profile Templates

Create Host Firmware Package Policy

Firmware management policies allow the administrator to select the corresponding packages for a given server
configuration. These include adapters, BIOS, board controllers, FC adapters, HBA options, and storage controller properties
as applicable.

49



Solution Design

To create a firmware management policy for a given server configuration using the Cisco UCS Manager GUI, follow these
steps:

1. Selectthe Servers tab inthe left pane in the Cisco UCS Manager GUI.
2. Select Policies > root.

3. Right-click Host Firmware Packages.

4. Select Create Host Firmware Package.

5. Enterthe required Host Firmware package name (ucs).

6. Select Simple radio button to configure the Host Firmware package.
7. Select the appropriate Rack package that has been installed.

8. Click OK to complete creating the management firmware package.

9. Click OK.

Create Host Firmware Package ? X

|»

Marne Toucs

Descrigtion :
How weould vou like to configure the Host Firrmware Package?

* Simple Advanced

Blade Package : | <not set» v
Rack Package 3.202ed v
Service Pack <not setx M

The images from Service Pack will take precedence over the images from Blade or Rack Pac kage

Excluded Components:

[T Flex Flash Controller =

GPUs

HEA Cption ROM

Host MIC

Host MIC Cption ROM —
+ | Local Disk

PsU

SAS Expander

SAS Expander Regular Firrmaare

=l

Create QoS Policies

To create the QoS policy for a given server configuration using the Cisco UCS Manager GUI, follow these steps:

Platinum Policy

To create the Platinum policy, follow these steps:

1. Selectthe LAN tab in the left pane in the Cisco UCS Manager GUI.
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2. Select Policies > root.
3. Right-click QoS Policies.

4. Select Create QoS Policy.

Aldl = LAN / Policies / root /] QoS Policies

QoS Policies

» LAN Cloud
¥, Advarced Fiter 4+ Export - Primt
- root OO

MName
Default vWNIC Behavior

QOS Policy piatinum
» Flow Control Policies

» Dynamic vNIC Connection Palicie:
» LACP Pdiicies

» LAN Connectivity Policies

» Link Protocol Policy

» Muiticast Policies

» Network Control Policies

QoS Podlicies

Threshold Policies = =
» VMO Connection Policies
» usNIC Connection Policies

» WNIC Tempiates

» Sub-Organizations

5. Enter Platinumasthe name of the policy.

6. Select P1atinum from the drop-down list.

7. KeeptheBurst (Bytes) field set to default (10240).

8. KeeptheRate (Kbps) field set to default (line-rate).

9. KeepHost Control radio button set to default (none).

10. When the pop-up window appears, click OK to complete the creation of the Policy.
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Create QoS Paolicy ?2 X

Name :  Platinum

Egress

Priority ‘ Iplahnum v

Burst(Bytes) . 10240
Rate(Kbps) : line-rate

Host Contral: |« None Full |

< -

Set Jumbo Frames

To set Jumbo frames and enable QoS, follow these steps:

1.

9.

|

Select the LAN tab in the left pane in the Cisco UCS Manager GUI.
Select LAN Cloud > QoS System Class.

In the right pane, select the General tab

Inthe Platinumrow, enter 9216 for MTU.

Check the Enabled Check box nextto Platinum.

Inthe Best Effort row, select none for weight.

Inthe Fiber Channel row, select none for weight.

Click Save Changes.

Click OK.

» LAN Pin Groups
Priority Enabled CoS Packet Weight
» Threshold Policies Drop
» VLAN Groups
» VLANS Platinum f 5
ances .
AP Gold ) N v ,
» FabncA
b FabncB Siver O 0 v .
» VLANS
Internal LAN Bronze i 1 ¥
» Internal Fabric A
» Internal Fabee B :;::' Any )
» Threshold Policses
Fibre .
i 3 none

Wolght MU
(%)

NIA 0218
m‘ oM
NIA

NIA
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Create the Local Disk Configuration Policy

To create local disk configuration in the Cisco UCS Manager GUI, follow these steps:

1. Selectthe Servers tab onthe left pane in the Cisco UCS Manager GUI.

2. GotoPolicies > root.

3. Right-clickLocal Disk Config Policies.

4. SelectCreate Local Disk Configuration Policy.

5. Enterucs asthe local disk configuration policy name.

6. ChangetheModetoAny Configuration. Checkthe Protect Configuration box.
7. KeeptheFlexFlash State fieldasdefault (Disable).

8. KeeptheFlexFlash RAID Reporting Statefieldasdefault (Disable).

9. Click OK to complete the creation of the Local Disk Configuration Policy.

10. Click OK.
Create Local Disk Configuration Policy ? X
Narne . lucs|
Description
Mode Any Configuration v
Protect Configuration ;@

if Protect Configuration is set, the local disk configuration is presenved if the senaice profie is
disassociated

with the server. In that case, a configuration error will be raised when a new service profile is associated with
that server if the local disk configuraion in that profile is different

FlexFlash

FlexFlash State ¢ | e Disable Enable

If FlexFlash State is disabled, SD cards will become unavalable immediately
Please ensure SD cards are not in use before disabling the FlexFlash State

FlexFlash RAID Reporting State : |« Disable Enable

D -

Create the Server BIOS Policy

The BIOS policy feature in Cisco UCS automates the BIOS configuration process. The traditional method of setting the
BIOS is manually and is often error-prone. By creating a BIOS policy and assigning the policy to a server or group of servers,
can enable transparency within the BIOS settings configuration.
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ﬂ BIOS settings can have a significant performance impact, depending on the workload and the applications. The BIOS
settings listed in this section is for configurations optimized for best performance which can be adjusted based on the
application, performance, and energy efficiency requirements.

To create a server BIOS policy using the Cisco UCS Manager GUI, follow these steps:

1. Selectthe Servers tabin the left pane in the UCS Manager GUI.
2. Select Policies > root.

3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. Enteryour preferred BIOS policy name (ucs).

6. Change the BIOS settings as shown in the following figures.

7. Only changes that need to be made are inthe Processor and RAS Memory settings.

asco. UCS Manager

-3 Al . Servers / Policies / mot / BIOS Policies / ucs
E b BICS Defauts ﬂ Main | Advanced | BootOptions  ServerManagemert  Events
v BICS Policies htelDirected 10 RASMemary  SeralPot USE POl QM LOMand PCleSlots  Trusted Plaforn Graphics Configuration
EuE SRIOY
T Acharcedt Fiter 4 Export /& Print it
ucs
. BIOS Setting Value
2 Ucs1
ushlic Altitude Platform Defaut v I—
@ » Boot Polices CPU Hardware Power Maragement Platfarm Defautt U
* Diagnoslics Poicies Boot Performance Mode Platform Defautt v e
E ¥ Graphics Card Policies
CPU Performance Enterprise v
v Host Firrmware Packages
E defat Core Multi Processing Al v
s DRAM Clock Throttling Perarmance v
Jﬁ ues-3.22h Direct Cache Access Enahled v
v IPMI Access Profies Energy Perdfarmance Tuning Platfarm Defautt v
b M t Pl
Bnegemert Friues Enhanced Intel Speedtep Tech Disabled v
v Lacal Disk Corfig Pelicies
Execute Disable Bit Platform Defaut v
» haintenance Policies j

54



Solution Design

Al v

v BICS Defautts ﬂ
v BIOS Palicies

SRIOV

ucs1

ushlIC

Boot Palicies

Dizgnostics Polcies

Graphics Card Policies

.

Host Firnmware Packages
default
ucs

ucs-3.22h

IPMI Access Profiles

KW Management Policies
Local Disk Config Palicies

Maintenance Policies

Servers [ Policies / mot [ BIOS Policies / ucs

Main Advanced Boot Options Server Management Events

Intel Directed 10 RAS Memary Serial Part UsE PCI QP LOM and PCle Slats Trusted Platfarm Graphics Canfiguration

Yo Achianced Fiter 4 Export & Prim fes
BIOS Setting Value

Frequency Floor Qwerride Platformn Defaul M =

Intel HyperThreading Tech Enabled )

Intel Turbo Boast Tech Enabled M

Intel Virtualization Technology Disabled J

Channel Interleaving Auto v | |

IMC Inteleave Platfarm Default L/

Memory Interleaving Platfarm Default v

Rank Interleaving Platfarm Default &

Sub MUMA Clustering Platfarm Default M

Local %2 Apic Platform Default D)

Al -
* BIOS Defautis d
* BIOS Policies
SRIOV

ucs1
ushIC

Boot Palicies

Diagnostics Policies

Graphics Card Policies

.

Host Firrimvare Packages
default
ucs

ucs-3.22h

IPMI Access Profles

I3 Managerment Policies

Local Disk Config Palicies

Mairtenance Policies

Servers / Policies | oot / BIOS Policies | ucs

Main Advanced Boot Options Server Management Events

Intel Cirscted |0 RAS Memory Serial Port uUsB Pl QP L2 and PCle Slots Trusted Platform Graphics Configuration

T, Acvanced Fiter 4 Export & Print Ee
BIOS Setting Value

Max Variable MTRR Setting Platform Default v -

P STATE Coordination HW ALL )

Package C State Limit Platform Defautt T

Pracessar G State Disabled W

Pracessar C1E Disabled v

Pracessor C3 Report Disabled v

Pracessor CB Report Disakbled 5

Processor C7 Report Disahled v .

Processar GMCI Platform Defautt v

Power Technalagy Performance W

Al -

BIOS Defauks d
BIOS Policies

“

SRICY

ucs
ushiIc

Boot Policies

Diagnostics Policies

Graphics Card Policies

4

Host Firrmiware Packages
default
ucs

ucs-3.220

IPMI Access Profiles

KM Management Policies
v Local Disk Corfig Policies

Servers / Policies / mat / BIOS Policies / ucs

ain Advanced Bact Options Server Management Events

Intel Directed 10 RAS Memany Serial Por UsB PCI (o] LOM and PCle Slots Trusted Plaffarm Graphics Configuration

Y, Acvarced Fiter 4 Export & Print be4
BIOS Setting Walug

Energy Performance Performance v 2

Adjacent Cache Line Prefelcher Enabled v

DCU IP Prefetcher Enabled v

DCU Strearner Prefetch Enahled A/

Hardware Prefetcher Enahled v

UPI Prefetch Enabled D)

LLG Prefetch Enablzd 5

APT Prefetch Enabled 5

Dernand Scrub Enabled v

Peatrol Scrub Enahled Y =
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Al . Servers [ Policies / mot f BIOS Policies [ ues
v Service Profile Templates | Main Advanced Boct Options  Server M anagement Events
* roa (G Intel Directed 10 RAS Memany Serial Part Use PCI (a2 LOM and PCle Slats Trusted Platform Graphics Configuration
» Senvice Template ues
Ty Achvanced Fiter 4 Export % Pri fed
» Sub-Organizations
v Policies BIOS Setting Value
* roct Adjacent Cache Line Prefetcher Enabled M -
» Adapter Palicies DCU IR Rrefatcher Enabled "
» BIOS Defauks
DCU Streamer Prefetch Enahled D)
v BIOS Policies
Hardware Prefetcher v
SRIOV Enahled
ucs1 LLC Prefetch Enabled v
usNIC HPT Prefetch Erihled v
»
Bnct Policies Dernand Scrub Enahled "
» Diagnostics Pdlicies
Patral Serub Enabled v
» Graphics Card Palicies
v —
* Host Firmuare Packagss Warkload Configuration Platform Defautt =

asco UCS Manager

o Al . Senvers | Policies / mot / BIOS Policies / ucs

v Senice Profle Templates d Ntain Advanced Baoot Options Server Managemert Events

v root Processor Intel Directed 10 Iﬁﬁm Serial Port Use FCI QPI LOM and PCle Slcts Trusted Platform Graphics Configuration

» Serice Temnplate ucs

e mm

Yo Acvarced Fiter 4 Bxport % Print
» Sub-Crganizations

0+ Policies BIGS Setting Value
L 3
v root @ CDR3 Voltage Selection Platfarm Default v
1w » Adapter Policies DRAM Refresh Rate I v
» BIOS Defaults
LW DDR Mode Platform Default M
] v BIOS Palicies
- Mirroring Mode Platform Default )
SRICY
= NUMA aptirmized Platform Default v
Wermary RAS configuration Naxirmurn Performance v

c
5
=
=

Create the Boot Policy

To create boot policies within the Cisco UCS Manager GUI, follow these steps:

1. Selectthe Servers tab in the left pane in the Cisco UCS Manager GUI.
2. Select Policies > root.
3. Right-clickthe Boot Policies.

4. Select Create Boot Policy.
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Al

> root O
» Service Template ucs
» Sub-Organizations
~ Policies
v root 5
» Adapter Pdlicies
» BIOS Defaults

» BIOS Policies

Boot Policies

Diagnostics Policies

| Create Boot Policy

» Graphics Card Policies

» Host Firmware Packages

Servers / Policies / root / BootPolicies

Boot Policies Events

4+ — TY,Advarced Fiker 4 Bxport # Print

Name Order wiNIC/HwHBA/S

'S Boot Poli
» Boot Poli
» Boot Poli...

» Boct Pali...

5. Enterucs as the boot policy name.

6. (Optional) enter a description for the boot policy.

7. Keep the Reboot on Boot Order Change check box unchecked.

8. Keep Enforce vNIC/VHBA/iSCSI Name check box checked.

9. Keep Boot Mode Default (Legacy).

10. Expand Local Devices > Add CD/DVD and select Add Local CD/DVD.

11. Expand Local Devices and select Add Local Disk.

12. Expand vNICs andselect Add LAN Boot andenter ethO.

13. Click OK to add the Boot Policy.

14. Click OK.
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Create Boot Policy ? X

Mame ucs

Description

Reboot on Boot Order Change r
Enforce wNICAHBAISCSI Name : ¥

Boot Mode o Legacy | o Uefi

WARNINGS:

The type [primanyisecondary) does not indicate a boat order presence.

The effective order of boot devices within the same device class [LAMN/Storage/iSCSI) is determined by PCle bus scan arder.

If Enforce vHICIvHBASISCS| Name is selected and the vHIC/WHBASISCS! does not exist, a config error will be reported. —
If it is not selected, the vRICsvHBAS are selected F they exist, athenwise the WNICAHBA with the lowest PCle bus scan order is used.

(=) Local Devices Boot Order
+ - Achvanced Fiter Export Frirt o [
harme Or.«  wMICH. Type WavN LUN .. Slot..  Boot .. Boot.. Descr..
Local CDJDVD 1
Local Disk 2
v LAN 3
LAN ethd eth Prirma...
Q@ -
Add LAN Boot ? X
vNIC: ethO

m (:anCEI

Create the Power Control Policy

To create Power Control policies within the Cisco UCS Manager GUI, follow these steps:

1. Selectthe Servers tab inthe left pane in the Cisco UCS Manager GUI.
2. Select Policies > root.
3. Right-click the Power Control Policies.

4. Select Create Power Control Policy.
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- LU Funvies
Power Control Policies

» Diagnostics Pdlicies

. .. —_ Y i
» Graphics Card Policies ¥ g encer

Al Servers /| Policies / root / Power Control Policies

Events

4 Export A& Print

» Host Firrmware Packages Name
» IPMI Access Profiles default
» KVM Management Policies ucs

» Local sk Config Policies
» Maintenance Policies

» Management Firmware Packages

» Memory Policy

Power Control Policies d
Create Power Control Policy
» Power Sync Policies
» Scrub Pdlicies

» Senal over LAN Policies

5. Enter ucs as the Power Control policy name.

6. (Optional) enter a description for the boot policy.
7. Select Performance for Fan Speed Policy.

8. SelectNo capforPower Capping selection.

9. Click OK to create the Power Control Policy.

10. Click OK.
Create Power Control Policy ? X
Name o ucs
Description
Fan Speed Policy :  Performance v

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its prionty
within its power group. Priority values range from 1 to 10, with 1 being the highest priority
If you choose no-cap, the server is exempt from all power capping.

[ NoCap ~ cap

Cisco UCS Manager only enforces power capping when the servers in a power group require
more power than is currently available, With sufficient power, all servers run at full capacity
regardless of their prionty.

OK Cancel
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Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root > Sub-Organization > UCS-HDP > BIOS Policies.
3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. Enter C240M5-BIOS as the BIOS policy name.

Figure32  BIOS Configuration

Create BIOS Policy

Name 1 | UCS-HDP-BIOS

Description : | BIOS for Cisco UCS Cluster

Reboot on BIOS Settings Change : ¥
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Policies / root / Sub-Organizations / TPC-BDA / BIOS Policies / BDA-BIOS

Main Advanced Boot Options

n intel Directed 10 RASMemory  Serial Port  USB  PCI  QPI

Server Management

Events

LOM and PCle Slots Trusted Platform

Graphics Configuration

Yo Advanced Filter 4 Export o Print

BIOS Setting Value
Alitude | Pratform Defautt |
CPU Hardware Power Management [Pnfo«m Default v ‘

Boot Performance Mode

CPU Performance

Core Multi Processing
DCPMM Firmware Downgrade
DRAM Clock Throttling

Direct Cache Access

Energy Performance Tuning
Enhanced Intel SpeedStep Tech
Execute Disable Bit
Frequency Floor Override

Intel HyperThreading Tech
Energy Efficient Turbo

Intel Turbo Boost Tech

Intel Virtualization Technology

Intel Speed Select

[Pratform Defaut

[ Enterprise

[an

[Plaﬁorm Default

l Performance

[Enabled

lPlatfonn Default

[Enabled

lPlalfotm Default

[Plalfovm Default

[Enabled

[Plauom Default

[Enabled

[Disabled

[Pratform Defaut

Channel Interleaving

IMC Inteleave

Memory Interleaving

Rank Interleaving

Sub NUMA Clustering
Local X2 Apic

Max Variable MTRR Setting
P STATE Coordination
Package C State Limit
Autonomous Core C-state
Processor C State
Processor C1E

Processor C3 Report
Processor C6 Report
Processor C7 Report
Processor CMCI

Power Technology
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‘ Platform Default

[Pratform Defautt

[Prattorm Defaut

|Pratiorm Default

[Pratform Defaut

|Pratform Defautt
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[Pratform Detaut

[Pratform Defaut

{Plaﬂorm Default
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Y, Advanced Filter 4 Export  # Print

8I0S Setting slue
H re Pr E
refe E
S PO Bost Platform Default
m Defa:
H o
s
T efa
efa
g |
Def
Mode Platform Default

Policies / root / Sub-Organizations / TPC-BDA / BIOS Policies / BDA-BIOS

Create the Service Profile Template

To create the Service Profile Template, follow these steps:

1. Selectthe Servers tabin the left pane in the Cisco UCS Manager GUI.
2. Right-click Service Profile Templates.

3. SelectCreate Service Profile Template.
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Al = Servers /| Service Profile Templates
Service Profile Templates
~ Servers
— i & Pri
> Sanice: Profles + ¥, Advarced Fiker 4+ Exporn & Print
Name

ervice Profile Termplates

ey Create Service Profile Template
» Policies He

» Pools

v Schedules
» default
» exp-bkup-outdate
» fi-reboot

» infra-fuw

The Create Service Profile Template window appears.
To identify the service profile template, follow these steps:

1. Name the service profile template as ucs. Select the Updating Template radio button.
2. Inthe UUID section, select Hardware Default asthe UUID pool.

3. Click Next to continue to the next section.

Create Service Profile Template ? X

e You must enter a name for the service profile template and specify the template type. You can also specify how & UUID will be assigned to this
CEIURCEIRERMBEREINEEEY  template and enter a description.

Storage Provisioning fiamsis Fice

The template will be created in the following organization, lts name must be unique within this organization,
Networking Where . org-root

The template will be created in the following organization. Its name must be unique within this organization.
SAN Connectivity Type :  lnitial Template (») Updating Template

Specify how the UUID will be assigned to the server associated with the service generated by this template.

uuip
Zoning
vNIC/HBA Placement WJID Assignment: _ HgdyarreﬂDrerfrmlrl v
The UUD assigned by the manufacturer will be used.

vMedia Policy Nete: This UUID will not be migrated if the service profile is moved to a new server.
Server Boot Order Optionally enter a description for the profile. The description can contain information about when and where the service profile should be used.
Maintenance Policy

Server Assignment
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Configure the Storage Provisioning for the Template

To configure storage policies, follow these steps:

1. Go to the Local Disk Configuration Policy tab and select ucs for the Local Storage.

2. Click Next to continue to the next section.

Identify Service Profile
Template

Storage Pro

Networking

SAN Connectivity

Zoning

vNICivHBA Plac ement

vhedia Policy

Server Boot Order

Maintenance Policy

Create Service Profile Template

Cptionally specify or create a Storage Profile, and select a local disk configuration policy.

Specific Storage Profile Storage Profile Policy

Local Storage:| yes v

Create Local Disk Configuration Policy

Local Disk Configuration Policy

Mode . Any Conhguration
Pratect Configuration : No

If Protect Configuration is set, the local disk confiquration is
presenved if the service profile is disassociated

with the senver. In that case, a configuration error will be
raized when a new service profile is associated with

that server if the local disk configuration in that profile is
different.

FlexFlash
FlexFlash State . Disable
If FlexFlagh State i= disabled, 3D cards will become
unavailable immediatehy.

Please ensure S0 cards are not in use before disabling the
FlexFlash State.

FlexFlash RAID Reporting State . Disable

3. Click Next once the Networking window appears to go to the next section.

Configure Network Settings for the Template

To configure the network settings for the templates, follow these steps:

1. Keepthe Dynamic vNIC Connection Policy field atthe default.

2. Select Expert radio button for the option how would you like to configure LAN connectivity?

3. Click Add toaddavNICto the template.
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Create Service Profile Template ? X
Ogptionally specify LAN configuration information

Identify Service Profile
Template

Dynammic vNIC Connection Policy. Select a Policy to use {no Dynamic vNIC Pdlicy by default) v
Storage Provisioning

Create Dynamec WNIC Connaction Policy

How would you like to configure LAN connectivity?

SAN tivil
Comnsctivity Simple o Expert No wNICs Use Connectivty Policy
Click Add to specify one or more WNICs that the server should use to connect to the LAN
i
iy Name MAC Address Fabric ID Naive VLAN
No data avalable
¥NICivHBA Placement
vMedia Policy
Server BootOrder
Maintenance Policy
& Add

Server Assignment $Pvev Next> m Concel

4. The Create vNIC window displays. Name the vNIC as e thO.

5. Selectucs inthe Mac Address Assignment pool.

6. Selectthe Fabric A radiobuttonandcheckthe Enable failover check box forthe FabricID.
7. Checkthe VLAN13 check box for VLANs and select the Native VLAN radio button.

8. SelectMTU sizeas 9000.

9. Select adapter policy as Linux.

10. Select QoS Policy as Platinum.

11. Keep the Network Control Policy as Default.

12. Click OK.
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Create vNIC

Marne :  ethd

MAC Address

MAC Address Assignment: ycs(512/512) v

Create MAC Pool

Use wMNIC Ternplate : -

Fabric ID: (e Fabric A ) Fabric B

WA RS WLAN Groups

L vlan13_data

default

rlan14

The MAC address will be autoratically assigned from the selected pool.

Enable Failowver

VLAM in LAN cloud will take the precedence cwer the Appliance Cloud when there is a name clash

= <5 1
Create vNIC ?2 X
CON Source : (e wNIC Name User Defined
MTU - 8000
Warning
Make sure that the MTU has the same value in the QoS System Class
corresponding to the Egress prionty of the selected QoS Palicy.
Pin Group :  <not set> v Create LAN Pin Group
(#) Operational Parameters
Adapter Performance Profile
Adapter Palicy : \ Linux v Create Ethernet Adapter Policy
QoS Policy i [ platinum Create QoS Policy
Network Control Policy: | default w Create Network Control Policy
Connection Policies
Cancel
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Create Service Profile Template ? X
Cptionally specify LAN configuration infor mation.
Identify Service Profile
Template
Dynaric vNIC Connection Palicy:| Select a Palicy to use [no Dynamic vNIC Palicy by defaulf) v =
Storage Provisioning
Create Dynamic vIC Connection Palicy
Metworking
SAN Connectivity How would you like to configure LAN connectivity?
Simgle o) Expert ) Mo whICs ) Use Connectivity Policy
Zoning Click Add to specify one or more vM Cs that the server should use to connect to the LAN.
Marme MAC Address Fabric 1T Mative VLAN =
vNIC/yHBA Placement » ¥NIC ethd Derived AE
vMedia Policy
Server Boot Order
Maintenance Policy
() Add Rahd|

Server Assignment

< Prey Next » m Cancel

ﬁ Optionally, Network Bonding can be setup on the vNICs for each host for redundancy as well as for increased
throughput.

13. Click Next to continue with SAN Connectivity.

14. Select no vHBAs for How would you like to configure SAN Connectivity?

Create Service Profile Template ? X
Cptionally specify disk policies and SAN corfiguration information.
Identify Service Profile
Template
How would you like to configure SAN connectiviy?
Storage Provisioning Sirmple ) Expert (o) NowHBAs | Use Connectivity Policy
Netwrorking This server associated with this service profile will not be connected to a storage area network.

Connectivity
Zoning

vHIC/vHBA Placement
vMedia Policy

Server Boot Order
Maintenance Policy

Server Assignment

< Prev Nest = m Cancel
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15. Click Next to continue with Zoning.

Create Service Profile Template

Specify zoning information
Identify Service Profile

Template
Zoning configuration invakees the following steps:
1. Select vHBA Intiztors) (VHBAs are created on storage page)
Storage Provisioning 2. Select vHBA Initistor Groupls)
3. Add selected Intiator(s) to selected Initiator Group(s)

yNIC/vHBA Placement

Networking
Select vHBA Initiators Select vHBA InitiatorGroups
SAN Connectivity MNarne Mame Storage Connection Paolicy Ma.. =
_ Mo data available Mo data availakle
£oning

vMedia Policy
Server Boot Order |
() Add -
Maintenance Policy
Server Assignment
< Prev Mest » m Cancel
16. Click Next to continue with vNIC/VvHBA placement.
Create Service Profile Template 5 X
Specify how vNICs and vHBAs are placed on physical network adapters

Identify Service Profile
Template

WNIC/VHBA Placement specifies how vNICs and vHBAs are placed on physical network adapters (mezzanine)

in @ server hardware configuration independent way.
Hoewur Eraeionieo Select Let Systern Perform Placement v | Creste Placement Palicy

Placement:
Networking System will perform automatic placement of vNICs and vHBAs based on PCI order.
Name Address Order

SAN Connectivity wvNIC ethO Derived
Zoning
wNIC/vHBA Placement
vMedia Policy
Server BootOrder
Maintenance Policy

Server Assignment

17. Click Next to configure vMedia Policy.

Configure the vMedia Policy for the Template

To configure the vMedia policy for the template, follow these steps:
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1.

Click Next once the vMedia Policy window appears to go to the next section.

Create Service Profile Template

Cptionally specify the Scriptable wiedia policy for this service profile template.
Identify Service Profile

Template

. vMedia Palicy, Select wWedia Palicy touse v
Storage Provisioning

. Create uhedia Palicy
Networking

The default boot policy will be used for this service profile.
SAN Connectivity
Zoning
vNICfvHBA Placement
viedia Policy
Server Boot Order

Maintenance Policy

Server Assignment
< Prev Next »

Cancel

Configure the Server Boot Order for the Template

To set the boot order for the servers, follow these steps:

1.

Select ucs in the Boot Policy name field.

Review to make sure that all of the boot devices were created and identified.
Verify that the boot devices are in the correct boot sequence.

Click OK.

Click Next to continue to the next section.
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Create Service Profile Template T X
Optionally specify the boot palicy for this service profile template.
Identify Service Profile
Template
Boct Policy: = d
Vi ucs v Create Boot Policy
Storage Provisioning
Marme T ucs
Description j
Networking
Reboot on Boot Crder Change @ Yes
Enforce wMICAHBANSCSl Mame © Yes
SAN Connectivity
Boot Mode . Legacy
WARNINGS:
Zoning The type (primany/secondary) does not indicate a boct order prasence.
The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.
If Enforce vHIC/YHBASISCSI Name is selected and the wNIC/WHBA/SCS] does not exist, a config ermor will be reported
vNICAHBA Placement IFit is nct selected, the wNICs/vHBAS are selected I they exist, otherwise the wNIC/wHBA with the lowest PCle bus scan order is used
Boot Order
vMedia Policy
+ — T,Advarced Fiter 4 Expont & Print fe)
er Boct Order Mame ~  wNICWH.  Type WWH LUM Marme  Slot Mumn..  BootMa..  BootPath Descripti..
COOVD 1
Maintenance Policy Lacal Disk P
v LaN 3 =
Server Assignment
< Prev Next » m Cancel

6. Inthe Maintenance Policy window, apply the maintenance policy.

7. Keepthe Maintenance policy at no policy used by default. Click Next to continue to the next section.

Create Service Profile Template ? X
. . Specify how disruptive changes such as reboats, network interruptions, and firmware upgrades should be applied tothe server associated with this
Identify Service Profile senvice profile.
Template
Storage Provisioning 'E:‘ Maintenance Folicy
Select a maintenance policy toinclude with this service profile or create a new maintenance policy that will be accessible to all service profiles.
Networking Maint Pui
aintenance Policy: i v
Select [no policy used by defaut) Crezte Maintenance Policy
SAN Connectivity
Zoning
Mo maintenance policy is selected by default
wHIC/HBA Placement The service profile will immed iately reboot when disruptive changes are applied
vMedia Policy
Server Boot Order
Maintenance Policy
Server Assignment
< Prev Next » m Cancel

Configure the Server Assignment for the Template

To assign the servers to the pool, In the Server Assignment window, follow these steps:
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Select ucs for the Pool Assignment field.

Select the power state to be Up.

Keep the Server Pool Qualification field set to <not set>.

Check the Restrict Migration check box.

Select ucs in Host Firmware Package.

Identify Service Profile
Template

Storage Provisioning

Metworking

SAN Connectivity

Zoning

¥NIC{vHBA Placement

vMedia Policy

Senver Boot Order

Maintenance Policy

Create Service Profile Template 7 X

Cptionally specify a server pool for this service profile template.

Pool Assignment: yes w Creste Sercer Pool

Select the power state to be applied when this profile is associated
with the senver.

» Up  Down

The service profile template will be associated with one of the senvers in the selected pool.
If desired, you can specify an additional server pool policy qualification that the selected server must meet. To do so, select the qualific ation
from the list.

Server Pool Qualification | enot gete v

Restrict Migration v

~

(=) Firrmaare Managerment (8105, Disk Cantroller, Adapter)

=

IF you select a host firmware palicy for this service profile, the profile will update the firrmware on the server that it is associated with.
Otherwise the system usesthe firmware already installed on the associated server.

Host Firmware Package: g

< Prev Nest = m Cancel

=l

Configure the Operational Policies for the Template

To configure the operational policies for the template, in the Operational Policies Window, follow these steps:

1.

2.

Select ucs inthe BIOS Policy field.

Select ucs in the Power Control Policy field.
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Create Service Profile Template ? X

Optionally specify information that afects how the system operates.
Identify Service Profile

Template

| »

(=) BIOS Configuration

Storage Provisioning
[f you wart to averride the default BIOS settings, select a BIOS palicy that will be associated with this service profile

Networking BICS Policy: | s v

4| |
SAN Connectivity

() External IPMI Management Configuration

Zoning

) Management |P Address
vNIC/rHBA Placement

(%) Monitoring Configuration (Thresholds]
vMedia Policy

(=) Power Control Palicy Caonfiguration
Server Boot Order

Power control palicy determines power allocation for a server in a given power group.

Maintenance Policy Powier Control Palicy | s v Create Power Control Palicy

Server Assignment

Ooerational Policies

3. Click Finish to create the Service Profile template.

4. Click OK in the pop-up window to proceed.

5. Selectthe Servers tab in the left pane of the Cisco UCS Manager GUI.
6. GotoService Profile Templates > root.

7. Right-click Service Profile Templates ucs.

8. SelectCreate Service Profiles From Template.
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All

~ Servers
» Sernce Profiles

v Service Profile Templates

v root OF

rvice Template ucs
» ISCSI vNICs
» vHBAs
» wNICs
» Sub-Organizations
» Podlicies
» Pools
v Schedules
» default
» exp-bKup-outdate
» fA-reboot

» infra-fw

Servers / Service Profile Templat.. / root /
General Storage Network ISCSI1
Actions

Create Sernvice Profiles From Template

Create a Clone

Create Service Profiles From Template

Create 3 Clone

Assaociate with Server Pool

Change UUID

Change World Wide Node Name
Change Local Disk Configuration Policy
Change Dynamic vNIC Connection Policy

Change Serial over LAN Policy

Modify vNIC/vHBA Placement

Copy

Ao oo A AL

The Create Service Profiles from Template window appears.

Create Service Profiles From Template ? X
Naming Prefr © ucs
Narne Suffix Starting Number: 1
Nurnber of Instances 24|
D -

‘& Association of the Service Profiles will take place automatically.

Install Red Hat Enterprise Linux 7.6

This section provides detailed procedures to install Red Hat Enterprise Linux 7.6 using Software RAID (OS based Mirroring)
on Cisco UCS C240 Mg servers. There are multiple ways to install the Red Hat Linux operating system. The installation
procedure described in this deployment guide uses the KVM console and virtual media from Cisco UCS Manager.

‘ﬁ This installation requires RHEL 7.6 DVD/ISO.

To install the Red Hat Linux 7.6 operating system, follow these steps:

1. Loginto the Cisco UCS 6332 Fabric Interconnect and launch the Cisco UCS Manager application.
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2. Selectthe Equipment tab.
3. Inthe navigation pane expand Rack-Mounts and then Servers.

4. Intheright pane, click the KVYM Console >>.

All v ‘ Servers / Service Profiles / root / Service Profile ucs1

v Servers | General | Storage Network iSCSI vNICs

v Service Profiles

v oot e Actions
» ucs10
> ucsli Shutdown Server
» ucs12 Reset
» ucs13 KVM Console >>
» ucsl4
» ucsl15 Rename Service Profile
» ucsl6 Create a Clone

5. Click OK onthe KVM Console — Select IP address pop-up window.

KVM Console-Select |IP Address X

Equipment derived:
(e) 10.16.1.82 (Outband)

[} Launch Java KVM Console OK Cancel

6. Click the link to launch the KVM console.

fredirect_url=https://10.16.1.10/app/4_0_2 80a/kvm.htmI%3F%26kvmipAddr’%3D10.16,1.82

KVM server certificate has been accepted. Click this link to continue loading the KVM client application:

7. Pointthe cursor over the top right corner, select the Virtual Media tab.

74



Solution Design

Activate Virtual Dewices

(N

8. C(lickthe Activate Virtual Devices foundin Virtual Media tab.

9. Click the Virtual Media tab again to select CD/DVD.

a «| O

B =CGxa ?2 &
Create Image

Deactivate

Removable Disk

No Signal

10. SelectChoose Fileinthe Virtual Disk Management windows.
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Virtual Disk Management

CD/DVD Choose File |No file chosen
Read Only

\Map Drive

To share files/folders you can drag and drop them in the area below or in the video display
area.

Drop files/folders here

11. Browse to the Red Hat Enterprise Linux Server 7.6 installer ISO image File.

# The Red Hat Enterprise Linux 7.6 DVD is assumed to be on the client machine.

c Open

T J » ThisPC » Local Disk (C:) » 150s v &

| Search I50s o |

Organize « Mew folder == |_ﬂ (7]

y - a Mame Date modified Type Size
[ Favorites N

Bl Desktop 4] rhel-server-7.5-x86_64-dvd 10/10/2018 %:44 AM  Disc Image File 4,509,696 KB
& Downloads

5 Recent places

1™ This PC
m Desktop
| Documents
& Downloads
W Music
= Pictures
& Videos
=g Local Disk (C:}
¥ DVD Drive (D7) IR

Gi_i Metwork w

File name: | rhel-server-7.5-x86_64-dvd v| |Di5c Image File v|

| Qpen |v| | Cancel |

12. Click Open to add the image to the list of virtual media.

13. Click Map Drive after selecting the .iso file.
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Virtual Disk Management X
CD/DVD Choose File |rhel-server-7..6_64-dvd.iso

Read Only

Map Drive

To share files/folders you can drag and drop them in the area below or in the video display
area.

Drop files/folders here

14. Inthe KVM window, select the KVM tab to monitor during boot.

15. Inthe KVM window, selectthe Macros > Static Macros > Ctrl-Alt-Del buttoninthe upper left corner.
16. Click OK.

17. Click OK to reboot the system.

18. Press F6 key on the keyboard to select install media.

# Press F6 on your keyboard as soon as possible when the screen below appears to avoid the server reboot again.

i)
CISCO

19. Onreboot, the machine detects the presence of the Red Hat Enterprise Linux Server 7.6 install media.
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_MTFDDAY

DO _MTFDDAY
D1.24
HDD1.24

hell

selectior
ot device

g defaults

20. Select the Install Red Hat Enterprise Linux 7.6.

Red Hat Enterprise Linux 7.5

Install Red Hat Enterprise Linux 7.5
Test this media & install Hed Hat Enterprise Linux 7.5

Troubleshooting

Auntomatic boot in 55 seconds. ..

21. Skip the Media test and start the installation. Select 1anguage of installation and click Continue.
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Afrikaans
AcF
aw
ST
Asturianu
Benapyckan
Bbnrapckun
BIRG|
Bosanski
Catala
Cestina
Cymraeg
Dansk

Deutsch

Afrikaans

Ambharic

RED HAT ENTERPRISE LINUX 7.5 INSTALLATION

WELCOME TO RED HAT ENTERPRISE LINUX 7.5.

What language would you like to use during the installation process?

English English English (United States)

English (United Kingdom)
English (India)

English (Australia)

English (Canada)

English (Denmark)

English (Ireland)

English (New Zealand)
English (Nigeria)

English (Hong Kong SAR China)
English (Philippines)
English (Singapore)

English (South Africa)
English (Zambia)

English (Zimbabwe)

English (Botswana)

Enalish fAntiaua & Barbuda)

Quit

22. Select Date and time, which pops up another window as shown below:
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INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.5 INSTALLATION
ER us Help!

LOCALIZATION

KEYBOARD
English (US)

LANGUAGE SUPPORT

English (United States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Minimal Install

SYSTEM *

c INSTALLATION DESTINATION KDUMP
‘. No disks selected Kdump is enabled
NETWORK & HOST NAME SECURITY POLICY
6 Not connected No profile selected

RED HAT ENTERPRISE LINUX 7.5 [NSTALLATION

Region: Americas w  City: Los Angeles - Network Time OFF |
I""
/
v
0
~ A
- 4-ho
15:47 & o 1% | 20 4| 2018 =
. AM/PM
v v
=
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24. Click INSTALLATION DESTINATION.

INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.5 |NST.I"‘,L.I'\T|ON
B us Help!

LOCALIZATION

DATE & TIME KEYBOARD

Americas/New York timezone English (US)
E LANGUAGE SUPPORT

English (United States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Minimal Install
SYSTEM

o INSTALLATION DESTINATION KDUMP
No disks selected Kdump is enabled
+ NETWORK 8 HOST NAME n SECURITY POLICY

Not connected No profile selected

it

25. This opens a new window with the boot disks. Make the selection and choose I will configure partition-
ing. Click Done.

INSTALLATION DESTINATION RED HAT ENTERPRISE LINUX 7.5 INSTALLATION

Device Selection

Select the device(s) you'd like to Install to. They will be left untouched until you click on the main menu's "Begin Installation” button

Local Standard Disks

1676.72 GiB 1676.72 GiIB 223,57 GiB 223,57 GIB
1MO008 SEAGATE ST1800MMOO08 SEAGATE ST1800MMOO08 ATA Mircon_5100_MTFD ATA Mircon_.5100_MTFD
B free sdf / 1676.72 GiB free sdg / 1676.72 GiB free sdh / 1592.5KiB free sdl / 1592.5KiB free

Disks left unselected here will not be touched

Specializad & Network Disks

=
Add a disk...

Disks left unselected here will not be touched

Other Storage Options
Partitioning

Automatically configure partitioning ®) | will configure partitioning

Encryption

Encrypt my data

26. This opens the new window for creating the partitions. Click the + sign to add a new partition as shown below, boot
partition of size 2048 MB.
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27. ClickAdd Mount Point toadd the partition.

ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below

Mount Point: /boot

Desired Capacity: 2048MB

Add mount point

28. Change the Device type to RAID and make sure the RAID Level is RAID1 (Redundancy) and click Update Settings to
save the changes.

MANUAL PARTITIONING
B

~ New Red Hat Enterprise Linux 7.5 Installation sdll

Mount Point: Device(s):

/boot
Desired Capacity: ATA Mircon_5100_MTFD (sdl) and 1

other
1953 MmB
Modify.

Device Type: RAID Level:

RAID ¥ | ] Encrypt RAID1 (Redundancy) -
File System:

L3 xts - v Re vat
Label: Name-
boot

Update Settings
Noate The settings you make on this screen will not
+ -_— c be appled until you click on the main menu's ‘Begn
Installation’ button

TOTAL SPACE

447.14 GiB

2 storage dewvices selected Reset All

29. Click the + sign to create the swap partition of size 2048 MB as shown below.
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ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below.

L3
Mount Point: swap

Desired Capacity: 2048MB

Cancel Add mount point

30. Change the Device type to RAID and RAID level to RAID1 (Redundancy) and click Update Settings.

MANUAL PARTITIONING

Done

~ New Red Hat Enterprise Linux 7.5 Installation rhel-swap
b d i Mount Point Device(s):
/boot 1953 MiB
boot
other
1952 MB
Modify
Device Type: RAID Level:
. Sa0 ¥ | ] Enceypt RAID1 (Redundancy) -
File System:
swap -  Re —
Label: Name:
swap
Update Settings
Note The settings you make on this screen will not
+ — o be applied until you click on the main menu's ‘Begn
e ey installation” button.
TOTAL A
447.14 GiB
2 storage devices selected Reset All

31. Click + to add the / partition. The size can be left empty, so it uses the remaining capacity and click Add Mount
Point.
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ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below

Mount Point: /

Desired Capacity:

Cancel Add mount point

32. Change the Device type to RAID and RAID level to RAID1 (Redundancy). Click Update Settings.

MANUAL PARTITIONING

~ New Red Hat Enterprise Linux 7.5 Installation rhel-root
2 Mount Point: Device(s):
/boot 1953 MiB
boot !
other
4395 GB
swap 1952 MiB
swap
Modify..
Device Type: RAID Level:
RAID ¥ | [ Encrypt RAID1 (Redundancy) ~
File System:
s ol (A Re -
Label: Name:
root
3
Update Settings
Naote The settings you meke on this screen will not
-+ - (<] be applied until you click on the main menu's '‘Begn
Instaillation’ button,
AVAILASLE SPACE TOTAL E
3185 KiB 447.14 GiB
2 storage devices selected Reset Al

33. Click Done to return to the main screen and continue the Installation.
34. Click SOFTWARE SELECTION.
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INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.5 INSTALLATION
ERus Help

LOCALIZATION

DATE & TIME KEYBOARD
Americas/Los Angeles timezone English (US)
E LANGUAGE SUPPORT

English (United States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Mirimal Install
INSTALLATION DESTINATION KDUMP
No disks selected Kdump is enabled

Not connected No profile selected

» NETWORK & HOST NAME a SECURITY POLICY

Quit

35. Select Infrastructure Server and select the Add-Ons as noted below. Click Done.

SOFTWARE SELECTION RED HAT ENTERPRISE LIN
Base Environment Add-Ons for Selected Environment
Minimal Install  Java support for the Red Hat Enterprise Linux Server and Desktop Platforms.

Basic functionality. Large Systems Performance

O Infrastructure Server Performance support tools for large systems.
Server for operating network infrastructure services. Load Balancer

File and Print Server Load balancing support for network traffic.

File, print, and storage server for enterprises. MariaDBE Database Server

Basic Web Server The MariaDB SOL database server, and associated packages.

Server for serving static and dynamic internet content, + Network File System Client

Virtualization Host Enables the system to attach te netwerk storage,

Minimal virtualization host. + Performance Tools

Server with GUI Tools for diagnosing system and application-level performance problems.

Server for operating network infrastructure services, with a GUI, PostgreSQL Database Server

The PostgreSQL SOL database server, and associated packages
Print Server
Allows the system to act as a print server.
Remote Management for Linux
Remote management interface for Red Hat Enterprise Linux, including
OpenLMI and SNMP.
| Virtualization Hypervisor
Smallest possible virtualization host installation.
' Compatibility Libraries
Compatibility libraries for applications built on previous versions of Red Hat
Enterprise Linux
+ Development Tools
A basic development environment.
(] Security Tools
Security tools for integrity and trust ver
Smart Card Support
Support for using smart card authentication.

tion.

System Administration Tools
Utilities useful in system administration

36. Click NETWORK & HOSTNAME and configure Hostname and Networking for the Host.
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INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.5 INSTALLATION
B us Helpl

LOCALIZATION

DATE & TIME KEYBOARD

Americas/Los Angeles timezone English (US)
E LANGUAGE SUPPORT

English (United States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Infrastructure Server
SYSTEM
INSTALLATION DESTINATION KDUMP
Custom partitioning selected Kdump is enabled

SECURITY POLICY
No profile selected

Ouit Begin Installation

37. Typeinthe hostname as shown below.

NETWORK & HOST NAME RED HAT ENTERPRISE LINUX 7.5 INSTALLATION

Ethernet (enp65s0 -
Cuca s,.:.m.(n..: \r:-‘lc Eﬂmr}n-i NIC (VIC 1385 PCla Etharnat NIC) /_| B L | i

Disconnected

Hardware Address 00:25:B5:00:00:13
Speed 40000 Mh's

Subnet Mask 127.0.0.1

+ _ Configure...

Host name: | rhell hdp3 cisco.com Apply Current host name:  rhell hdp3 . cisco.com

38. Click Configure to open the Network Connectivity window. Click IPV4Settings.
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NETWORK & HOST NAME RED HAT ENTERPRISE LINL

Ethernet (eon&

Editing enp&5s0 S
Connection name:
General Ethernet 802.1X Security DCB Proxy IPv4 Settings IPv6 Settings
Method: | Automatic (DHCP) -
Additional static addresses
Add
Delete
Additional DNS servers:
Additional search domains:
DHCP client ID
Require IPv4 addressing for this connection to complete
Routes..,
+ _ Configure...
Cancel Save
Host name: | rhel20.hdp3.cisco.com Apply Current host name: rhel20.hdp3.cisco.com

39. Change the Method to Manual and click Add to enter the IP Address, Netmask, and Gateway details.

NETWORK & HOST NAME RED HAT ENTER!

Ethernet

Cisco Systems Editing enp65s0 i
Connection name: enp85s0
General Ethernet B02.1X Security DCB Proxy IPv4 Settings IPv6 Settings
Method: Manual -
Addresses
Add
10.16.1.31 255.255.255.0 10.16.1.1
Delete
DNS servers:
Search domains:
F Tl
Require IPv4 addressing for this connection to complete
Routes...
+ _ Configure.
Cancel Save
Heost name: | rhel20.hdp3.cisco.com Apply Current host name: rhel20.hdp3.cisco.com
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4o. Click Save and update the hostname and turn Ethernet ON. Click Done to return to the main menu.

NETWORK & HOST NAME REL 5 INSTALLATION
Pl Ethernet (enp65s0) —
~ Cisee Systems Inc VIC Ethernet NIC (VIC 1385 PCle Ethermet NIC) //G l?th TR () n—]
G Connected

Hardware Address 00:25:85:00:00:13
Speed 40000 Mb/s
IP Address 10.16.1.50
Subnet Mask 255.255.255.0

Default Route 10.16.1.1

DNS
. Configure.
Host name: | rhel20.hdp3.cisco.com Apply Current host name: rhel20.hdp3.cisco.com
41. Click Begin Installation on the Main menu.
L3
INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.5 INSTALLATION

BT us Help!

LOCALIZATION
DATE & TIME KEYBOARD
Americas/Los Angeles timezone English (US)
E LANGUAGE SUPPORT
English (United States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Infrastructure Server
SYSTEM
INSTALLATION DESTINATION KDUMP
-Custom partitioning selected Kdump is enabled
9 NETWORK & HOST NAME SECURITY POLICY
6 Wired (enp65s0) connected No profile selected

8

Cuit Begn Installation

42. Select Root Password in the User Settings.
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USER SETTINGS

ROOT PASSWORD [ ] USER CREATION
'l No user will be created

D Installing langtable-dsts {14/751)

redhat MANAGE MORE. STRESS LESS.

- RED HAT SATELLITE

COMNFIGURATION RED HAT ENTERPRISE LINUX 7.5 INSTALLATION

Help!

43. Enterthe Root Password and click Done.

The root account Is used for administering the system. Enter a password for the root user.

Root Passwerd ssssssssssss

Strong

Confirm: ssssssssssss

44. When the installation is complete reboot the system.
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CONFIGURATION RED HAT ENTERPRISE LINUX 7.5 INSTALLATION
@ - Helpt

45. Repeat the steps to install Red Hat Enterprise Linux 7.6 on the remaining servers.

# The OS installation and configuration of the nodes that is mentioned above can be automated through PXE boot
or third-party tools.

The hostnames and their corresponding IP addresses are shown in Table 8.

Table8 Hostnames and IP Addresses

Hostname etho

rhel1 10.16.1.31
rhel2 10.16.1.32
rhel3 10.16.1.33
rhels 10.16.1.34
rhel1 10.16.1.35
rhel6 10.16.1.36
rhely 10.16.1.37
rhel8 10.16.1.38
rhelg 10.16.1.39
rhelio 10.16.1.40
rhel11 10.16.1.41
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Hostname etho

rhel12 10.16.1.42
rhel13 10.16.1.43
rheli4 10.16.1.44
rhelig 10.16.1.45
rhel16 10.16.1.46
rhel24 10.16.1.54

ﬂ Multi-homing configuration is not recommended in this design, so please assign only one network interface on each

host.

# For simplicity outbound NATing is configured for internet access when desired such as accessing public repos and/or
accessing Red Hat Content Delivery Network. However, configuring outbound NAT is beyond the scope of this docu-

ment.

Post OS Install Configuration

Choose one of the nodes of the cluster or a separate node as the Admin Node for management such as HDP installation,
Ansible, creating a local Red Hat repo and so on. In this document, rhel1 has been used for this purpose.

Configure /etc/hosts

Setup /etc/hosts on the Admin node; this is a pre-configuration to setup DNS as shown in the
next section.

# For the purpose of simplicity, /etc/hosts file is configured with hostnames in all the nodes. However, in large scale pro-
duction grade deployment, DNS server setup is highly recommended. Furthermore, /etc/hosts file is not copied into
containers running on the platform.

Below are the sample A records for DNS configuration within Linux environment.

rhell A 10

SORIGIN hdp3.

rhel28 A 10.

cisco.com.

.16.1.31
rhel?2 A 10.
rhel3 A 10.

16.1.32
16.1.33

16.1.59

To create the host file on the admin node, follow these steps:

1. Loginto the Admin Node (rhelz).
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#ssh 10.16.1.31

2. Populate the host file with IP addresses and corresponding hostnames on the Admin node (rhel1) and other nodes as
follows:

3. On Admin Node (rhelz):

# cat /etc/hosts

127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomainé
HE localhost localhost.localdomain localhost6 localhost6.localdomainé
10.16.1.31 rhell rhell.hdp3.cisco.com

10.16.1.32 rhel2 rhel2.hdp3.cisco.com

10.16.1.33 rhel3 rhel3.hdp3.cisco.com

10.16.1.34 rhel4 rheld4.hdp3.cisco.com

10.16.1.35 rhel5 rhel5.hdp3.cisco.com

10.16.1.36 rhel6 rhel6.hdp3.cisco.com

10.16.1.37 rhel7 rhel7.hdp3.cisco.com

10.16.1.38 rhel8 rhel8.hdp3.cisco.com

10.16.1.39 rhel9 rhel9.hdp3.cisco.com

10.16.1.40 rhell0 rhellO.hdp3.cisco.com

10.16.1.41 rhelll rhelll.hdp3.cisco.com

10.16.1.42 rhell2 rhell2.hdp3.cisco.com

10.16.1.43 rhell3 rhell3.hdp3.cisco.com

10.16.1.44 rhelld rhell4d.hdp3.cisco.com

10.16.1.45 rhell5 rhell5.hdp3.cisco.com

10.16.1.46 rhell6 rhell6.hdp3.cisco.com

10.16.1.47 rhell7 rhell7.hdp3.cisco.com

Set Up the Passwordless Login

To manage all of the cluster nodes from the admin node password-less login needs to be setup. It assists in automating
common tasks with Ansible, and shell-scripts without having to use passwords.

To enable a passwordless login across all the nodes when Red Hat Linux is installed across all the nodes in the cluster, follow
these steps:

1. Loginto the Admin Node (rhelz).

‘#ssh 10.13.1.31

2. Runthe ssh-keygen command to create both public and private keys on the admin node.

‘# ssh-keygen -N '' -f ~/.ssh/id rsa
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Figure 33 ssh-keygen

=llaa i — B &

3. Runthe following command from the admin node to copy the public key id_rsa.pub to all the nodes of the cluster.
ssh-copy-id appends the keys to the remote-host’s .ssh/authorized keys.

# for i in {1..17}; do echo "copying rhel$i.hdp3.cisco.com"; ssh-copy-id -i
~/.ssh/id rsa.pub root@rhel$i.hdp3.cisco.com; done;

4. EnteryesforAre you sure you want to continue connecting (yes/no)?

5. Enter the password of the remote host.

Create the Red Hat Enterprise Linux (RHEL) 7.6 Local Repository

To create the repository using RHEL DVD or ISO on the admin node (in this deployment rhel1 is used for this purpose),
create a directory with all the required RPMs, run the createrepo command and then publish the resulting repository.

1. Loginto rhel1. Create a directory that would contain the repository.

# mkdir -p /var/www/html/rhelrepo
Copy the contents of the Red Hat DVD to /var/www/html/rhelrepo

2. Alternatively, if you have access to a Red Hat ISO Image, Copy the ISO file to rhel1.

Log back into rhell and create the mount directory.
# scp rhel-server-7.6-x86 64-dvd.iso rhell:/root/

# mkdir -p /mnt/rheliso

# mount -t is09660 -o loop /root/rhel-server-7.6-x86 64-dvd.iso /mnt/rheliso/
Copy the contents of the ISO to the /var/www/html/rhelrepo directory:

# cp -r /mnt/rheliso/* /var/www/html/rhelrepo

3. Onrhel1create a .repo file to enable the use of the yum command:
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# vi /var/www/html/rhelrepo/rheliso.repo
[rhel7.6]

name=Red Hat Enterprise Linux 7.6
baseurl=http://10.16.1.31/rhelrepo
gpgcheck=0

enabled=1

4. Copy rheliso.repo file from fvarfwww/html/rhelrepo to [etc/yum.repos.d on rhela:

# cp /var/www/html/rhelrepo/rheliso.repo /etc/yum.repos.d/

# Based on this repo file yum requires httpd to be running on rhela for other nodes to access the repository.

To make use of repository files on rhell without httpd, edit the baseurl of repo file
/etc/yum.repos.d/rheliso.repo to point repository location in the file system.

# This step is needed to install software on Admin Node (rhel1) using the repo (such as httpd, create-repo, and so
on.)

# vi /etc/yum.repos.d/rheliso.repo
[rhel7.6]

name=Red Hat Enterprise Linux 7.6
baseurl=file:///var/www/html/rhelrepo
gpgcheck=0

enabled=1

Create the Red Hat Repository Database

To create the Red Hat repository database, follow these steps:

1. Install the createrepo package on admin node (rhel1). Use it to regenerate the repository database(s) for the local
copy of the RHEL DVD contents:

# yum -y install createrepo

2. Run createrepo on the RHEL repository to create the repo database on admin node:

# cd /var/www/html/rhelrepo
# createrepo

Figure34  createrepo
[rootlirhell rhelrepol$# createrepo
Spawning worker 0 with 3763 pkgs
Workers Finished

Gathering worker results

Saving Primary metadata
Saving file lists metadata
Saving other metadata
Generating sqlite DBs
Sqlite DBs complets
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Set Up Ansible

To set up Ansible, follow these steps:

1. Download Ansible rpm from the following link:

https://releases.ansible.com/ansible/rpm/release/epel-7-x86_64/ansible-2.4.6.0-1.el7.ans.noarch.rpm

# wget https://releases.ansible.com/ansible/rpm/release/epel-7-x86 64/ansible-2.4.6.0-
l.el7.ans.noarch.rpm

ﬂ For more information about to download and install Ansible engine, please follow the link
https://access.redhat.com/articles/3174981

2. Runthe following command to install ansible:

# yum localinstall -y ansible-2.4.6.0-1.el7.ans.noarch.rpm

3. Verify Ansible installation by running the following commands:

# ansible —-version
# ansible localhost -m ping

[WARNING] : provided hosts list is empty, only localhost is available. Note that the implicit
localhost does not match 'all'

localhost | SUCCESS => {
"changed": false,
"failed": false,
"ping": "pong"

4. Prepare the host inventory file for Ansible as shown below. Various host groups have been created based on any specif-
ic installation requirements of certain hosts:

[root@rhell ~]# cat /etc/ansible/hosts
[admin]
rhell.hdp3.cisco.com

[namenodes]

rhell.hdp3.cisco.com
rhel2.hdp3.cisco.com
rhel3.hdp3.cisco.com

[datanodes]

rheld .hdp3.cisco.com
rhel5.hdp3.cisco.com
rhel6.hdp3.cisco.com
rhel7.hdp3.cisco.com
rhel8.hdp3.cisco.com
rhel9.hdp3.cisco.com
rhell0.hdp3.cisco.com
rhelll.hdp3.cisco.com
rhell2.hdp3.cisco.com
rhell3.hdp3.cisco.com
rhell4.hdp3.cisco.com
rhell5.hdp3.cisco.com
rhell6.hdp3.cisco.com
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rhel24 .hdp3.cisco.com
rhel25.hdp3.cisco.com
rhel26.hdp3.cisco.com
rhel27.hdp3.cisco.com
rhel28.hdp3.cisco.com
rhel29.hdp3.cisco.com
rhel30.hdp3.cisco.com
rhel31l.hdp3.cisco.com

[gpunodes]

Rhell8.hdp3.cisco.com
Rhell9.hdp3.cisco.com
Rhel20.hdp3.cisco.com
rhel2l.hdp3.cisco.com
rhel22.hdp3.cisco.com
rhel23.hdp3.cisco.com

[nodes]

rhell.hdp3.cisco.com
rhel2.hdp3.cisco.com
rhel3.hdp3.cisco.com
rhel4.hdp3.cisco.com
rhel5.hdp3.cisco.com
rhel6.hdp3.cisco.com
rhel7.hdp3.cisco.com
rhel8.hdp3.cisco.com
rhel9.hdp3.cisco.com
rhell0.hdp3.cisco.com
rhelll.hdp3.cisco.com
rhell2.hdp3.cisco.com
rhell3.hdp3.cisco.com
rhell4.hdp3.cisco.com
rhell5.hdp3.cisco.com
rhell6.hdp3.cisco.com
rhell7.hdp3.cisco.com
rhell8.hdp3.cisco.com
rhell9.hdp3.cisco.com
rhel20.hdp3.cisco.com
rhel2l.hdp3.cisco.com
rhel22.hdp3.cisco.com
rhel23.hdp3.cisco.com
rhel24 .hdp3.cisco.com
rhel25.hdp3.cisco.com
rhel26.hdp3.cisco.com
rhel27.hdp3.cisco.com
rhel28.hdp3.cisco.com
rhel29.hdp3.cisco.com
rhel30.hdp3.cisco.com
rhel31l.hdp3.cisco.com

5. Verify host group by running the following commands. Figure 35 shows the outcome of the ping command:

# ansible gpunodes -m ping
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Figure 35 Ansible —Ping Hosts

Install httpd

Setting up the RHEL repository on the admin node requires httpd. To set up RHEL repository on the admin node, follow
these steps:

1. Install httpd on the admin node to host repositories:

‘ﬂ The Red Hat repository is hosted using HTTP on the admin node; this machine is accessible by all the hosts in the
cluster.

# yum -y install httpd

2. Add ServerName and make the necessary changes to the server configuration file:

# vi /etc/httpd/conf/httpd.conf
ServerName 10.16.1.31:80

3. Start httpd:

# service httpd start
# chkconfig httpd on

Set Up All Nodes to Use the RHEL Repository

To set up all noes to use the RHEL repository, follow these steps:

# Based on this repository file, yum requires httpd to be running on rhela for other nodes to access the repository.

1. Copy the rheliso.repo to all the nodes of the cluster:

‘# ansible nodes -m copy -a “src=/var/www/html/rhelrepo/rheliso.repo dest=/etc/yum.repos.d/.”

2. Copy the /etc/hosts file to all nodes:

‘# ansible nodes -m copy -a “src=/etc/hosts dest=/etc/hosts”
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3. Purge the yum caches:

# ansible nodes -a “yum clean all”
# ansible nodes -a “yum repolist”

# While suggested configuration is to disable SELinux as shown below, if for any reason SELinux needs to be enabled
on the cluster, then ensure to run the following to make sure that the httpd is able to read the Yum repofiles.

‘ #chcon -R -t httpd sys content t /var/www/html/

Upgrade the Cisco Network Driver for VIC1387

The latest Cisco Network driver is required for performance and updates. The latest drivers can be downloaded from the
link below:

https://software.cisco.com/download/home/283862063/type/283853158/release/4.0.2

1. InthelSOimage, the required driver kmod-enic-.....rpm can be located at Net-
work\Cisco\VIC\RHEL\RHEL7.6.

2. From anode connected to the Internet, download, extract and transfer kmod-enic-.rpm to rhel1(adminnode).

3. Copy the rpm on all nodes of the cluster using the following Ansible commands. For this example, the rpm is assumed
to be in present working directory of rhela:

[root@rhell ~]# ansible all -m copy -a "src=/root/kmod-enic-3.2.210.22-
738.18.rhel7u6.x86 64.rpm dest=/root/."

4. Use the yum module to install the enic driver rpm file on all the nodes through Ansible:

[root@rhell ~]# ansible all -m yum —-a “name=/root/kmod-enic-3.2.210.22-
738.18.rhel7u6.x86 64.rpm state=present”

Make sure that the above installed version of kmod-enic driver is being used on all nodes by
running the command "modinfo enic" on all nodes:

[root@rhell ~]# ansible all -m command -a “modinfo enic”

5. Itis recommended to download the kmod-megaraid driver for higher performance. The RPM can be found in the same
package at: \Linux\Storage\LSI\Cisco Storage 12G SAS RAID controller\RHEL\RHEL7.6

Install xfsprogs

From the admin node rhel1 run the command shown below to Install xfsprogs on all the nodes for xfs filesystem:

# ansible all -m yum -a “name=xfsprogs state=present”

Set Up JAVA
To setup JAVA, follow these steps:

ﬂ HDP 3.1.0 requires JAVA 8.
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1. Download jdk-7u76-linux-x64.rpm and src the rpm to admin node (rhel1) from the link
(http://www.oracle.com/technetwork/java/javase/downloads/jdk8-downloads-2133151.html )

2. Copy JDK rpm to all nodes:

# ansible nodes -m copy -a "src=/root/jdk-8u20l-linux-x64.rpm dest=/root/."

3. Extract and Install JDK on all nodes:

# ansible all -m command -a "rpm -ivh jdk-8u20l-linux-x64.rpm"

4. Create the following files java-set-alternatives.sh and java-home.sh on admin node (rhel1):

vi java-set-alternatives.sh

#!/bin/bash

for item in java javac javaws jar Jjps javah javap Jjcontrol jconsole jdb; do
rm -f /var/lib/alternatives/$item

alternatives --install /usr/bin/$item $item /usr/java/jdkl.8.0 18l-amdé64/bin/Sitem 9
alternatives --set $item /usr/java/jdkl.8.0 18l-amd64/bin/$item

done

vi java-home.sh
export JAVA HOME=/usr/java/jdk1l.8.0 181l-amdé64

5. Make the two java scripts created above executable:

chmod 755 ./java-set-alternatives.sh ./java-home.sh

6. Copying java-set-alternatives.sh to all nodes.

ansible nodes -m copy -a “src=/root/java-set-alternatives.sh dest=/root/.”
ansible nodes -m file -a "dest=/root/java-set-alternatives.sh mode=755"
ansible nodes -m copy -a “src=/root/java-home.sh dest=/root/.”

ansible nodes -m file -a "dest=/root/java-home.sh mode=755"
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7. Setup Java Alternatives

‘[root@rhell ~]# ansible all -m shell -a "/root/java-set-alternatives.sh"

8. Make sure correct java is setup on all nodes (should point to newly installed java path):

‘# ansible all -m shell -a "alternatives --display java | head -2"

9. Setup JAVA_HOME on all nodes:

‘# ansible all -m shell -a "source /root/java-home.sh"

10. Display JAVA_HOME on all nodes:

‘# ansible all -m command -a "echo $JAVA HOME"

11. Display current java —version:

‘# ansible all -m command -a "java -version"

Configure NTP

The Network Time Protocol (NTP) is used to synchronize the time of all the nodes within the cluster. The Network Time
Protocol daemon (ntpd) sets and maintains the system time of day in synchronism with the timeserver located in the admin
node (rhel1). Configuring NTP is critical for any Hadoop Cluster. If server clocks in the cluster drift out of sync, serious
problems will occur with HBase and other services.

‘# ansible all -m yum -a “name=ntp state=present”

# Installing an internal NTP server keeps your cluster synchronized even when an outside NTP server is inaccessible.

1. Configure /etc/ntp.conf on the admin node only with the following contents:

# vi /etc/ntp.conf

driftfile /var/lib/ntp/drift
restrict 127.0.0.1

restrict -6 ::1

server 127.127.1.0

fudge 127.127.1.0 stratum 10
includefile /etc/ntp/crypto/pw
keys /etc/ntp/keys

2. Create [root/ntp.conf on the admin node and copy it to all nodes:
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# vi /root/ntp.conf

server 10.16.1.31

driftfile /var/lib/ntp/drift
restrict 127.0.0.1

restrict -6 ::1

includefile /etc/ntp/crypto/pw
keys /etc/ntp/keys

3. Copy ntp.conf file from the admin node to /etc of all the nodes by executing the following commands in the admin
node (rhela):

# ansible nodes -m copy -a “src=/root/ntp.conf dest=/etc/ntp.conft”

4. Runthe following to syncronize the time and restart NTP daemon on all nodes:

ansible all -m service -a “name=ntpd state=stopped”
ansible all -m command -a “ntpdate rhell.hdp3.cisco.com”
ansible all -m service -a “name=ntpd state=started”

H o

5. Make sure to restart of NTP daemon across reboots:

# ansible all -a "systemctl enable ntpd"

6. Verify NTP is up and running in all nodes by running the following commands:

# ansible all -a “systemctl status ntpd”

# Alternatively, the new Chrony service can be installed, that is quicker to synchronize clocks in mobile and virtual
systems.

7. Install the Chrony service:

# ansible all -m yum -a “name=chrony state=present”

8. Activate the Chrony service at boot:

# ansible all -a “systemctl enable chronyd”

9. Startthe Chrony service:

# ansible all -m service -a “name=chronyd state=started”systemctl start chronyd
The Chrony configuration is in the /etc/chrony.conf file, configured similar to
/etc/ntp.conf.
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Enable Syslog

Syslog must be enabled on each node to preserve logs regarding killed processes or failed jobs. Modern versions such as
syslog-ng and rsyslog are possible, making it more difficult to be sure that a syslog daemon is present.

One of the following commands should suffice to confirm that the service is properly configured:

# ansible all -m command -a “rsyslogd -v”
# ansible all -m command -a “service rsyslog status”

Set ulimit

On each node, ulimit -n specifies the number of inodes that can be opened simultaneously.
With the default value of 1024, the system appears to be out of disk space and shows no
inodes available. This value should be set to 64000 on every node.

Higher values are unlikely to result in an appreciable performance gain.
To set ulimit, follow these steps:

1. Forsetting the ulimit on Redhat, edit /etc/security/limits.conf on admin node rhel1 and add the following lines:

‘root soft nofile 64000
‘root hard nofile 64000

[rootfrhell ~]# cat /etc/security/limits.conf | grep 64000
root soft nofile 64000

root hard nofile 64000

2. Copythe [etc/security/limits.conf file from admin node (rhel1) to all the nodes using the following command:

# ansible nodes -m copy -a “src=/etc/security/limits.conf dest=/etc/security/limits.conf”

3. Make sure that the Jetc/pam.d/su file contains the following settings:

#%$PAM-1.0

auth sufficient pam_rootOK.so

# Uncomment the following line to implicitly trust users in the "wheel" group.
#auth sufficient pam wheel.so trust use uid

# Uncomment the following line to require a user to be in the "wheel" group.
#auth required pam wheel.so use uid

auth include system-auth

account sufficient pam_succeed if.so uid = 0 use_ uid quiet
account include system—-auth

password include system-auth

session include system-auth

session optional pam_xauth.so

# The ulimit values are applied on a new shell, running the command on a node on an earlier instance of a shell will show
old values.

Disable SELinux

SELinux must be disabled during the install procedure and cluster setup. SELinux can be enabled after installation and while

the cluster is running.
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SELinux can be disabled by editing /etc/selinux/config and changingthe SELINUX line to
SELINUX=disabled.

To disable SELinux, follow these steps:

1. The following command will disable SELINUX on all nodes:

# ansible nodes -m shell -a "sed -i 's/SELINUX=enforcing/SELINUX=disabled/g'
/etc/selinux/config"

# ansible nodes -m shell -a "setenforce 0"

The command (above) may fail if SELinux is already disabled. This require reboot to take effect.

2. qthe machine, if needed for SELinux to be disabled in case it does not take effect. It can be checked using the following
command:

# ansible nodes —-a “sestatus”

Set TCP Retries

Adjusting the tcp_retries parameter for the system network enables faster detection of failed nodes. Given the advanced
networking features of UCS, this is a safe and recommended change (failures observed at the operating system layer are
most likely serious rather than transitory).

To set TCP retries, follow these steps:

# On each node, set the number of TCP retries to 5 can help detect unreachable nodes with less latency.

1. Edit the file Jetc/sysctl.conf and on admin node rhel1 and add the following lines:

net.ipvéd.tcp retries2=5

Copy the /etc/sysctl.conf file from admin node (rhell) to all the nodes using the following
command :

# ansible nodes -m copy -a “src=/etc/sysctl.conf dest=/etc/sysctl.conf”

2. Load the settings from default sysctl file /etc/sysctl.conf by running the following command:

# ansible nodes -m command -a “sysctl -p”

Disable the Linux Firewall

The default Linux firewall settings are far too restrictive for any Hadoop deployment. Since the UCS Big Data deployment
will be in its own isolated network there is no need for that additional firewall.

# ansible all -m command -a "firewall-cmd --zone=public --add-port=80/tcp --permanent"
# ansible all -m command -a "firewall-cmd --reload"
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‘# ansible all -m command -a “systemctl disable firewalld”

Disable Swapping

To disable swapping, follow these steps:

1. Inorderto reduce Swapping, run the following on all nodes. Variable vim. swappiness defines how often swap
should be used, 60 is default:

# ansible all -m shell -a “echo 'vm.swappiness=1' >> /etc/sysctl.conf"

2. Load the settings from default sysctl file /etc/sysctl.conf and verify the content of sysctl.conf:

# ansible all -m shell -a "sysctl -p"
# ansible all -m shell -a “cat /etc/sysctl.conf”

Disable Transparent Huge Pages

Disabling Transparent Huge Pages (THP) reduces elevated CPU usage caused by THP.
To disable Transparent Huge Pages, follow these steps:

1. The following commands must be run for every reboot, so copy this command to /etc/rc.local so they are executed au-
tomatically for every reboot:

# ansible all -m shell -a "echo never > /sys/kernel/mm/transparent hugepage/enabled”
# ansible all -m shell -a "echo never > /sys/kernel/mm/transparent hugepage/defrag"

2. Onthe Admin node, run the following commands:

#rm -f /root/thp disable

#echo "echo never > /sys/kernel/mm/transparent hugepage/enabled" >>
/root/thp disable

#echo "echo never > /sys/kernel/mm/transparent hugepage/defrag " >>
/root/thp_disable

3. Copy file to each node:

# ansible nodes -m copy -a “src=/root/thp disable dest=/root/thp disable”

4. Append the content of file thp_disable to /etc/rc.local:
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# ansible nodes -m shell -a “cat /root/thp disable >> /etc/rc.local”

Disable IPv6 Defaults

To disable IPv6 defaults, follow these steps:

1. Disable IPv6 as the addresses used are IPvy:

# ansible all -m shell -a "echo 'net.ipvé6.conf.all.disable ipv6 = 1' >> /etc/sysctl.conf"
# ansible all -m shell -a "echo 'net.ipvé6.conf.default.disable ipvée = 1' >> /etc/sysctl.conf"
# ansible all -m shell -a "echo 'net.ipvé6.conf.lo.disable ipv6 = 1' >> /etc/sysctl.conf"

2. Load the settings from default sysctl file fetc/sysctl.conf:

‘# ansible all -m shell -a "sysctl -p"

Configure Data Drives on Name Node and Other Management Nodes

This section describes the steps to configure non-OS disk drives as RAID1 using the StorCli command. All drives are part of a
single RAID1 volume. This volume can be used for staging any client data to be loaded to HDFS. This volume will not be
used for HDFS data.

To configure data drives on Name node and other nodes, follow these steps:

1. From the website download storcli Error! Hyperlink reference not
valid.https://www.broadcom.com/support/download-search/?pg=&pf=&pn=&po=&pa=&dk=storcli.

2. Extract the zip file and copy storcli-1.14.12-1.noarch.rpm from the linux directory.

3. Download storcli and its dependencies and transfer to Admin node:

‘#scp storcli-1.14.12-1.noarch.rpm rhell:/root/

4. Copy storcli rpm to all the nodes using the following commands:

‘# ansible all -m copy -a “src=/root/storcli-1.14.12-1.noarch.rpm dest=/root/.”

5. Runthis command to install storcli on all the nodes:

‘# ansible all -m shell -a “rpm -ivh storcli-1.14.12-1.noarch.rpm”

6. Runthis command to copy storcli6s to root directory:

‘# ansible all -m shell -a “cp /opt/MegaRAID/storcli/storcli6d /root/.”

7. Run this command to check the state of the disks:

‘# ansible all -m shell -a "./storcli6d4 /cO show"

# If the drive state shows up as JBOD, creating RAID in the subsequent steps will fail with the error “The specified
physical disk does not have the appropriate attributes to complete the requested command.”

8. If the drive state shows up as JBOD, it can be converted into Unconfigured Good using Cisco UCSM or storcli64 com-
mand. Following steps should be performed if the state is JBOD.
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9. Getthe enclosure id as follows:

ansible all -m shell -a "./storcli6d pdlist -a0 | grep Enc | grep -v 252 | awk '{print $4}' |
sort | uniq -c | awk '{print $2}'"

# It is observed that some earlier versions of storcli64 complains about above mentioned command as if it is depre-
cated. In this case, please ./storcli64 [co show all| awk '{print $1}'| sed -n '/[0-9]:[0-9]/p'|awk '{print sub-
str($1,1,2)}|sort -u command to determine enclosure id.

10. Convert to unconfigured good:

ansible datanodes -m command -a "./storcli6d /cO /e66 /sall set good force"

11. Verify status by running the following command:

# ansible datanodes -m command -a ", /storcli6d /cO /e66 /sall show"

12. Run this script as root user on rhela to rhel3 to create the virtual drives for the management nodes:

#vi /root/raidl.sh

./storcli6d -cfgldadd
r1[($1:1,%$1:2,%$1:3,%1:4,$1:5,%$1:6,%1:7,$1:8,%$1:9,%$1:10,%1:11,%$1:12,$1:13,$1:14,%$1:15,%$1:16,%$1:17,51:18,951:
19,%$1:20,$1:21,$1:22,5%1:23,5%1:24] wb ra nocachedbadbbu strpsz1024 -al
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# The script (above) requires enclosure ID as a parameter.

13. Run the following command to get enclosure id:

#./storcli6d pdlist -a0 | grep Enc | grep -v 252 | awk '{print $4}' | sort | unig -c | awk '{print $2}'
#chmod 755 raidl.sh

14. Run MegaCli script:

#./raidl.sh <EnclosureID> obtained by running the command above
WB: Write back

RA: Read Ahead

NoCachedBadBBU: Do not write cache when the BBU is bad.
Strpsz1024: Strip Size of 1024K

# The command (above) will not override any existing configuration. To clear and reconfigure existing configurations
refer to Embedded MegaRAID Software Users Guide available: www.broadcom.com.

15. Run the following command. State should change to Online:

ansible namenodes -m command -a "./storcli6d4 /c0 /e66 /sall show"

16. State can also be verified in UCSM as show below in Equipment>Rack-Mounts>Servers>Server # under Invento-
ry/Storage/Disk tab:
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Equipment /| Rack-Mounts / Servers /| Server 8

General nventory Virtual Machines Hybrid Display nstalled Firmware SEL CIMC Sessions VIF Paths Power Control M

otherboard CIMC CPUs GPUs Memory HBAs NICs

Storage

MB Senal Operability Dnive State Presence

Details

Configure Data Drives on Data Nodes

To configure non-OS disk drives as individual RAIDo volumes using StorCli command, follow these steps. These volumes
will be used for HDFS Data.

1. Issue the following command from the admin node to create the virtual drives with individual RAID o configurations on
all the data nodes:

[root@rhell ~]# ansible datanodes -m command -a "./storcli64 -cfgeachdskraid0 WB RA direct
NoCachedBadBBU strpsz1024 -a0"

rhel7.hdp3.cisco.com | SUCCESS | rc=0 >>
Adapter 0: Created VD 0

Configured physical device at Encl-66:Slot-7.
Adapter 0: Created VD 1

Configured physical device at Encl-66:Slot-6.
Adapter 0: Created VD 2

Configured physical device at Encl-66:Slot-8.
Adapter 0: Created VD 3

Configured physical device at Encl-66:Slot-5.
Adapter 0: Created VD 4

Configured physical device at Encl-66:Slot-3.
Adapter 0: Created VD 5

Configured physical device at Encl-66:Slot-4.
Adapter 0: Created VD 6

Configured physical device at Encl-66:Slot-1.
Adapter 0: Created VD 7

Configured physical device at Encl-66:Slot-2.
...... Omitted Ouput

24 physical devices are Configured on adapter 0.

Exit Code: 0x00

‘ﬁ The command (above) will not override existing configurations. To clear and reconfigure existing configurations, refer
to the Embedded MegaRAID Software Users Guide available at www.broadcom.com.
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Configure the Filesystem for NameNodes and Datanodes

The following script formats and mounts the available volumes on each node whether it is NameNode or Data node. OS
boot partition will be skipped. All drives are mounted based on their UUID as /data/diska, /data/disk2, etc. To configure the
filesystem for NameNodes and DataNodes, follow these steps:

1. Fromthe Admin node, create partition tables and file systems on the local disks supplied to each of the nodes, run the
following script as the root user on each node:

# The script assumes there are no partitions already existing on the data volumes. If there are partitions, delete them
before running the script. This process is documented in section Delete Partitions.

#vi /root/driveconf.sh

#!/bin/bash

[[ "-x" == "${1}" ]] && set -x && set -v && shift 1
count=1

for X in /sys/class/scsi_host/host?/scan
do

echo '- - -' > ${X}

done

for X in /dev/sd?

do

list+=$(echo $X " ")

done

for X in /dev/sd??

do

list+=$(echo $X " ")

done

for X in $list

if [[ -b ${X} && “/sbin/parted -s ${X} print quit|/bin/grep -c boot -

then

echo "$X bootable - skipping."

continue

else

Y=${X##*/}1

echo "Formatting and Mounting Drive => ${X}"

166

/sbin/mkfs.xfs —-f ${X}

(( $? )) && continue

#Identify UUID

UUID="blkid ${X} | cut -d ™ " -f2 | cut -d "=" -f2 | sed 's/"//g""
/bin/mkdir -p /data/disk${count}

(( $? )) && continue

echo "UUID of ${X} = ${UUID}, mounting ${X} using UUID on
/data/diskS{count}"

/bin/mount -t xfs -o inode64,noatime,nobarrier -U ${UUID}
/data/disk${count}

(( $? )) && continue

echo "UUID=${UUID} /data/disk${count} xfs inode64,noatime,nobarrier 0
0" >> /etc/fstab

((count++))

fi

done

Run the following command to copy driveconf.sh to all the nodes:
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chmod 755 /root/driveconf.sh
ansible datanodes -m copy -a “src=/root/driveconf.sh dest=/root/.”
ansible nodes -m file -a "dest=/root/driveconf.sh mode=755"

+ oW =

2. Runthe following command from the admin node to run the script across all data nodes:

# ansible datanodes -m shell -a “/root/driveconf.sh”

3. Runthe following from the admin node to list the partitions and mount points:

ansible datanodes -m shell -a “df -h”
ansible datanodes -m shell -a “mount”
ansible datanodes -m shell -a “cat /etc/fstab”

+ o3

Delete Partitions

To delete a partition, follow these steps:

Run the mount command (‘mount’) to identify which drive is mounted to which device /dev/sd<?>
umount the drive for which partition is to be deleted and run fdisk to delete as shown
below.

‘ﬂ Do not to delete the OS partition since this will wipe out the OS.

# mount
# umount /data/diskl € (diskl shown as example)
# (echo d; echo w;) | sudo fdisk /dev/sd<?>

Cluster Verification

This section describes the steps to create the script cluster verification.sh that helps to
verify the CPU, memory, NIC, and storage adapter settings across the cluster on all nodes.
This script also checks additional prerequisites such as NTP status, SELinux status, ulimit
settings, JAVA HOME settings and JDK version, IP address and hostname resolution, Linux
version and firewall settings.

To verify a cluster, follow these steps:

1. Create the script cluster_verification.sh as shown, on the Admin node (rhela):

#vi cluster verification.sh
#!/bin/bash

shopt -s expand aliases,

# Setting Color codes
green='\e[0;32m'
red='\e[0;31m’

NC='\e[Om' # No Color

echo -e "${green} === Cisco UCS Integrated Infrastructure for Big Data and Analytics \
Cluster Verification === S${NC}"

echo m

echo mn

echo -e "${green} ==== System Information ==== ${NC}"

echo mn

echo m

echo -e "${green}System ${NC}"

clush -a -B " ‘which dmidecode’ |grep -A2 '~System Information'"
echo mn

echo m
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echo -e "${green}BIOS S${NC}"

clush -a -B " “which dmidecode®™ | grep -A3 '~BIOS I'"

echo m

echo ""

echo -e "${green}Memory S${NC}"

clush -a -B "cat /proc/meminfo | grep -i “memt | uniqg"

echo ""

echo ""

echo -e "${green}Number of Dimms ${NC}"

clush -a -B "echo -n 'DIMM slots: '; ‘which dmidecode’ |grep -c \ '"“[[:space:]]*Locator:"'"

clush -a -B "echo -n 'DIMM count is: '; “which dmidecode”™ | grep \ "Size"| grep -c "MB""
clush -a -B " ‘which dmidecode’ | awk '/Memory Device$/,/”$/ {print}' |\ grep -e '“Mem' -e
Size: -e Speed: -e Part | sort -u | grep -v -e 'NO \ DIMM' -e 'No Module Installed' -e
Unknown"

echo ""

echo ""

# probe for cpu info #
echo -e "${green}CPU S${NC}"

clush -a -B "grep '“model name' /proc/cpuinfo | sort -u"

echo mwn

clush -a -B "'which lscpu’ | grep -v -e op-mode -e "“Vendor -e family -e\ Model: -e Stepping:
-e BogoMIPS -e Virtual -e "Byte -e '~NUMA node(s)'"

echo mm

echo mwn

# probe for nic info #
echo -e "${green}NIC S${NC}"

clush -a -B "'which ifconfig® | egrep ' (%el|”p)' | awk '{print \S$1}' | \ xargs -1 ‘“which
ethtool”™ | grep -e "Settings -e Speed"

echo ""

clush -a -B " which lspci® | grep -i ether"

echo ""

echo ""

# probe for disk info #

echo -e "${green}Storage S${NC}"

clush -a -B "echo 'Storage Controller: '; ‘which lspci® | grep -i -e \ raid -e storage -e
lsi"

echo ""

clush -a -B "dmesg | grep -i raid | grep -i scsi"

echo ""

clush -a -B "lsblk -id | awk '{print \$1,\$4}'|sort | nl"

echo ""

echo m

echo -e "${green} Software S{NC}"
echo ""

echo ""

echo -e "${green}Linux Release S${NC}"
clush -a -B "cat /etc/*release | unig"
echo ""

echo ""

echo -e "${green}Linux Version S${NC}"
clush -a -B "uname -srvm | fmt"

echo ""

echo ""

echo -e "S${green}Date ${NC}"

clush -a -B date

echo m

echo ""

echo -e "${green}NTP Status ${NC}"
clush -a -B "ntpstat 2>&1 | head -1"
echo m

echo ""

echo -e "${green}SELINUX S${NC}"
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clush -a -B "echo -n 'SElinux status: '; grep "SELINUX= \ /etc/selinux/config 2>&1"
echo mmn

echo mwn

clush -a -B "echo -n 'CPUspeed Service: '; ‘“which service' cpuspeed \ status 2>&1"
clush -a -B "echo -n 'CPUspeed Service: '; “which chkconfig®™ --list \ cpuspeed 2>&1"
echo mwn

echo m

echo -e "${green}Java Version${NC}"

clush -a -B 'java -version 2>&l; echo JAVA HOME is ${JAVA HOME:-Not \ Defined!}’
echo mmn

echo m

echo -e "${green}Hostname LoOKup${NC}"

clush -a -B " ip addr show"

echo mmn

echo ""

echo -e "${green}Open File Limit${NC}"

clush -a -B 'echo -n "Open file limit (should be >32K): "; ulimit -n'

2. Change permissions to executable:

‘# chmod 755 cluster verification.sh

3. Runthe Cluster Verification tool from the admin node. This can be run before starting Hadoop to identify any discrep-
ancies in Post OS Configuration between the servers or during troubleshooting of any cluster / Hadoop issues:

‘#./cluster_verification.sh

Install HDP 3.1.0

HDP is an enterprise grade, hardened Hadoop distribution. HDP combines Apache Hadoop and its related projects into a
single tested and certified package. HPD 3.1.0 components are depicted in below. This section details how to install HDP
3.1.0 on the cluster.

Ongoing Innovation in Apache o

HDP 3.1
Q42018

HDP 3.0.0
Q32018

HDP2.6.5
Q22018

HDP 2.6.4'")
Q42017

HDP2.5
Aug 2016

=
c §
= k-1 o -
oz 8 a ™ T [ c = ] o o S .
LR ﬁ w 2 H b g8 35 &8 8 8 5 ¢ 8 g 4 3 % E g 2 3 =
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HOP
Search

Apache Solr is available as an add-on product HDP Search
Spark 2.2 is GA
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Prerequisites for HDP Installation

This section details the prerequisites for the HDP installation, such as setting up HDP repositories.

Hortonworks Repository

1. From a host connected to the Internet, create a Hortonworks folder and download the Hortonworks repositories as
shown below, then transfer it to the admin node:

# If the admin node is connected to the internet via outbound NAT, repositories can be downloaded directly into the
admin node.

# mkdir -p /tmp/Hortonworks/
# cd /tmp/Hortonworks

2. Download Hortonworks HDP repo:

# wget http://public-repo-1.hortonworks.com/HDP/centos7/3.x/updates/3.1.0.0/HDP-3.1.0.0-
centos7-rpm.tar.gz

--2018-10-13 11:02:02-- http://public-repo-
1.hortonworks.com/HDP/centos7/3.x/updates/3.1.0.0/HDP-3.1.0.0-centos7-rpm.tar.gz
Resolving public-repo-1l.hortonworks.com (public-repo-1l.hortonworks.com)... 13.35.121.8¢,
13.35.121.14, 13.35.121.127,

Connecting to public-repo-1l.hortonworks.com (public-repo-

1.hortonworks.com) |13.35.121.86|:80... connected.

HTTP request sent, awaiting response... 200 OK

ength: 8964079720 (8.3G) [application/x-tar]

Saving to: ‘HDP-3.1.0.0-centos7-rpm.tar.gz’

100% [

>] 8,964,079,720 50.3MB/s in 2m 42s

2018-10-13 11:04:44 (52.9 MB/s) - ‘HDP-3.1.0.0-centos7-rpm.tar.gz’ saved
[8964079720/8964079720]

3. Download Hortonworks HDP-Utils repo:

# wget http://public-repo-1.hortonworks.com/HDP-UTILS-1.1.0.22/repos/centos7/HDP-UTILS-
1.1.0.22-centos7.tar.gz

--2018-10-13 11:05:30-- http://public-repo-1l.hortonworks.com/HDP-UTILS~-
1.1.0.22/repos/centos7/HDP-UTILS-1.1.0.22-centos7.tar.gz
Resolving public-repo-1l.hortonworks.com (public-repo-1l.hortonworks.com)... 13.35.121.8¢,

13.35.121.127, 13.35.121.14,

Connecting to public-repo-1l.hortonworks.com (public-repo-
1.hortonworks.com) |13.35.121.86|:80... connected.

HTTP request sent, awaiting response... 200 OK

Length: 90606616 (86M) [application/x-tar]

Saving to: ‘HDP-UTILS-1.1.0.22-centos7.tar.gz’

100%[

>] 90,606,616 45.0MB/s in 1.9s
2018-10-13 11:05:33 (45.0 MB/s) - ‘HDP-UTILS-1.1.0.22-centos7.tar.gz’ saved
[90606616/90606616]

4. Download HDP-GPL repo:
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# wget http://public-repo-1.hortonworks.com/HDP-GPL/centos7/3.x/updates/3.1.0.0/HDP-GPL-
3.1.0.0-centos7-gpl.tar.gz

--2018-10-13 12:10:45-- http://public-repo-1.hortonworks.com/HDP-
GPL/centos7/3.x/updates/3.1.0.0/HDP-GPL-3.1.0.0-centos7-gpl.tar.gz

Resolving public-repo-1l.hortonworks.com (public-repo-1.hortonworks.com)... 13.35.121.120,
13.35.121.127, 13.35.121.86¢,

Connecting to public-repo-1l.hortonworks.com (public-repo-

1l.hortonworks.com) |13.35.121.120]:80... connected.

HTTP request sent, awaiting response... 200 OK

Length: 162054 (158K) [application/x-tar]

Saving to: ‘HDP-GPL-3.1.0.0-centos7-gpl.tar.gz’

100% ([

>] 162,054 --.-K/s in 0.1s

2018-10-13 12:10:45 (1.27 MB/s) - ‘HDP-GPL-3.1.0.0-centos7-gpl.tar.gz’ saved [162054/162054]

5. Download the Ambari repo:

# wget http://public-repo-1.hortonworks.com/ambari/centos7/2.x/updates/2.7.1.0/ambari-
2.7.1.0-centos7.tar.gz

6. Copy the repository directory to the admin node (rhel1):

# scp -r /tmp/Hortonworks/ rhell:/var/www/html/

7. Extract the tar ball:

[root@rhell Hortonworks]# tar -zxvf HDP-3.1.0.0-centos7-rpm.tar.gz
[root@rhell Hortonworks]# tar -zxvf HDP-UTILS-1.1.0.22-centos7.tar.gz
[root@rhell Hortonworks]# tar -zxvf HDP-GPL-3.1.0.0-centos7-gpl.tar.gz
[root@rhell Hortonworks]# tar -zxvf ambari-2.7.1.0-centos7.tar.gz

8. Create HDP repo with the following contents:

[root@rhell]l# cat /etc/yum.repos.d/hdp.repo

[HDP-3.1.0.0]

name= Hortonworks Data Platform Version - HDP-3.1.0.0

baseurl= http://rhell.hdp3.cisco.com/Hortonworks/HDP/centos7/3.1.0.0-187
gpgcheck=0

enabled=1

priority=1

[HDP-GPL-3.1.0.0]

name=Hortonworks GPL Version - HDP-GPL-3.1.0.0

baseurl= http://rhell.hdp3.cisco.com/Hortonworks/HDP-GPL/centos7/3.1.0.0-187
gpgcheck=0

enabled=1

priority=1

[HDP-UTILS-1.1.0.22]

name=Hortonworks Data Platform Utils Version - HDP-UTILS-1.1.0.22

baseurl= http://rhell.hdp3.cisco.com/Hortonworks/HDP-UTILS/centos7/1.1.0.22
gpgcheck=0

enabled=1

priority=1

'ﬁ To verify the files, go to: http://rhel1.hdp3.cisco.com/Hortonworks.
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9. Create the Ambarirepo:

vi /etc/yum.repos.d/ambari.repo

[Updates—-ambari-2.7.1.0]

name=ampbari-2.7.1.0 - Updates
baseurl=http://rhell.hdp3.cisco.com/Hortonworks/ambari/centos7/2.7.1.0-169

gpgcheck=0

enabled=1

priority=1

From the admin node copy the repo files to /etc/yum.repos.d/ of all the nodes of the
cluster:

# ansible nodes -m copy -a "src=/etc/yum.repos.d/hdp.repo dest=/etc/yum.repos.d/."

# ansible nodes -m copy -a "src=/etc/yum.repos.d/ambari.repo dest=/etc/yum.repos.d/."

Downgrade Snappy on All Nodes

Downgrade snappy on all data nodes by running this command from admin node:

‘# ansible all -m command -a “yum -y downgrade snappy”

HDP Installation

To install HDP, complete the following the steps:

Install and Setup Ambari Server on rhel1

1. Runthe following command in rhela to install ambary-server:

#yum -y install ambari-server

Loaded plugins: langpacks, product-id, search-disabled-repos, subscription-manager

This system is not registered with an entitlement server. You can use subscription-manager to
register.

Resolving Dependencies

--> Running transaction check

-—--> Package ambari-server.x86 64 0:2.7.1.0-169 will be installed

--> Processing Dependency: postgresgl-server >= 8.1 for package: ambari-server-2.7.1.0-
169.x86 64

--> Running transaction check

-—--> Package postgresqgl-server.x86 64 0:9.2.23-3.el7 4 will be installed

—-—> Processing Dependency: postgresqgl-libs(x86-64) = 9.2.23-3.el7 4 for package: postgresqgl-
server-9.2.23-3.el7 4.x86 64
-—> Processing Dependency: postgresql (x86-64) = 9.2.23-3.el7 4 for package: postgresql-

server-9.2.23-3.el7 4.x86 64

--> Processing Dependency: libpg.so.5() (64bit) for package: postgresqgl-server-9.2.23-
3.e17 4.x86 64

--> Running transaction check

---> Package postgresqgl.x86 64 0:9.2.23-3.el7 4 will be installed

-—-> Package postgresqgl-libs.x86 64 0:9.2.23-3.el7 4 will be installed

--> Finished Dependency Resolution

Dependencies Resolved

Package Arch Version
Repository Size
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Installing:

ambari-server x86 64 2.7.1.0-169
Updates-ambari-2.7.1.0 353 M

Installing for dependencies:

postgresqgl x86 64 9.2.23-3.el7 4
rhel7.6 3.0 M

postgresgl-1libs x86 64 9.2.23-3.el7 4
rhel7.6 234 k

postgresgl-server x86 64 9.2.23-3.el7 4
rhel7.6 3.8 M

Transaction Summary

Install 1 Package (+3 Dependent packages)

Total download size: 360 M

Installed size: 452 M

Downloading packages:

(1/4): postgresqgl-1ibs-9.2.23-3.el7 4.x86 64.rpm
| 234 kB 00:00:00

(2/4): postgresql-9.2.23-3.el7 4.x86 64.rpm

| 3.0 MB 00:00:00

(3/4) : postgresqgl-server-9.2.23-3.el7 4.x86 64.rpm
| 3.8 MB 00:00:00

(4/4): ambari-server-2.7.1.0-169.x86 64.rpm

| 353 MB 00:00:03

Total
109 MB/s | 360 MB 00:00:03
Running transaction check
Running transaction test
Transaction test succeeded
Running transaction
Installing : postgresql-1ibs-9.2.23-3.el7 4.x86 64
1/4
Installing : postgresql-9.2.23-3.el7 4.x86 64
2/4
Installing : postgresqgl-server-9.2.23-3.el7 4.x86 64
3/4
Installing : ambari-server-2.7.1.0-169.x86 64
4/4
Verifying : postgresql-9.2.23-3.el7 4.x86 64
1/4
Verifying : postgresqgl-l1ibs-9.2.23-3.el7 4.x86 64
2/4
Verifying : postgresqgl-server-9.2.23-3.el7 4.x86 64
3/4
Verifying : ambari-server-2.7.1.0-169.x86 64
4/4

Installed:
ambari-server.x86 64 0:2.7.1.0-169

Dependency Installed:
postgresqgl.x86 64 0:9.2.23-3.el7 4 postgresgl-libs.x86 64 0:9.2.23-3.el7 4
postgresqgl-server.x86 64 0:9.2.23-3.el7 4

Complete!
Install PostgreSQL in rhel?2

The PostgreSQL database is used by Ambari, Hive, and Oozie services.
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The rhel2 hosts the Hive and Oozie services and Ambari Server is installed on rhel1. To install, follow these steps:

2. Logintorhel2.

3. Install Red Hat Package Manager (RPM) according to the requirements of your operating system:

yum install https://yum.postgresqgl.org/9.6/redhat/rhel-7-x86 64/pgdg-redhat96-9.6-
3.noarch.rpm

4. Install PostgreSQL version 9.5 or later:

yum install postgresql96-server postgresgl96-contrib postgresgl96

5. Initialize the database as shown in the below figure by running the following command:

/usr/pgsgl-9.6/bin/postgresgl96-setup initdb

6. Start PostgreSQL:

# systemctl enable postgresqgl-9.6.service
# systemctl start postgresgl-9.6.service

7. Open Jvar/lib/pgsql/g.6/data/postgresql.conf and update to the following:

listen addresses = '*'

8. Update these files on rhelz in the location chosen to install the databases for Hive, Oozie and Ambari, using the host ip
addresses:

[root@rhel2 ~]4# cat /var/lib/pgsql/9.6/data/pg hba.conf|tail -n 20

# TYPE DATABASE USER ADDRESS METHOD
# "local" is for Unix domain socket connections only

#local all all peer

# IPv4 local connections:

#host all all 127.0.0.1/32 ident
# IPv6 local connections:

host all all ::1/128 ident

# Allow repl

ication connections from localhost, by a user with the

# replication privilege.

#local replication postgres peer
#host replication postgres 127.0.0.1/32 ident
#host replication postgres ::1/128 ident
local all postgres peer

local all all md5

host all postgres,hive,cozie 10.16.1.32/24 md5

host all ambari 10.16.1.31/24 md5
[root@rhel2 ~]#
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# Before adding new entries, comment the old entries as mentioned above.

9. Restart PostgreSQL:

# systemctl stop postgresqgl-9.6.service
# systemctl start postgresgl-9.6.service

10. Run the following:

sudo -u postgres psqgl

‘ﬂ For more information about setting up PostgreSQL, go to: https://docs.hortonworks.com/HDPDocuments/Ambari-
2.7.1.0/bk_ambeari-installation/content/install-postgres.html

Create Database for Ambari

To create the database for Ambari, follow these steps:

1. Run the following commands mentioned below in bold to create and prepare database for Ambari:

[root@rhel2 ~]# sudo -u postgres psqgl

could not change directory to "/root": Permission denied
psgl (9.6.10)

Type "help" for help.

postgres=# \dt

No relations found.

postgres=#

postgres=#

postgres=# create database ambari;

CREATE DATABASE

postgres=# create user ambari with password 'bigdata';

CREATE ROLE

postgres=# grant all privileges on database ambari to ambari;
GRANT

postgres=# \connect ambari;

You are now connected to database "ambari" as user "postgres".
ambari=# create schema ambari authorization ambari;

CREATE SCHEMA

ambari=# alter schema ambari owner to ambari;

ALTER SCHEMA

ambari=# alter role ambari set search path to 'ambari', 'public';
ALTER ROLE -

ambari=# \q

2. Restart PostgreSQL:

[[root@rhel2 ~]# systemctl restart postgresgl-9.6.service

3. Verify the ambari user by logging into psql:
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# psgl -U ambari -d ambari

4. Loadthe Ambari Server database schema:

# Pre-load the Ambari database schema into your PostgreSQL database using the schema script.

5. Findthe Ambari-DDL-Postgres-CREATE. sql fileinthe /var/lib/ambari-server/resources/ direc-
tory of the Ambari Server host after you have installed Ambari Server.

Copy /var/lib/ambari-server/resources/ from rhell to rhel2:/tmp/.
[root@rhell ~]# scp -r /var/lib/ambari-server/resources/* rhel2:/tmp/

6. Runthe following command to launch the Ambari-DDL-Postgres-CREATE.sqgl script:

[root@rhel2 tmpl# cd /tmp

[root@rhel2 tmpl# psgl -U ambari -d ambari
Password for user ambari:

psgl (9.6.10)

Type "help" for help.

ambari=> \1i Ambari-DDL-Postgres-CREATE.sqgl
CREATE TABLE

CREATE TABLE

CREATE TABLE

...... OUTPUT OMITTED —----

7. Check the table is created by running \dt command:

~ i
i
i
i

~ i

i

-3
3
i

e

-3

i

8. Restart PostgreSQL:
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[root@rhel2 ~]# systemctl restart postgresqgl-9.6.service

Create Database for Hive

Run the following command as shown in bold to create and prepare database for Hive:

[root@rhel2 ~]# sudo -u postgres psql

could not change directory to "/root": Permission denied
psgl (9.6.10)

Type "help" for help.

postgres=# create database hive;

CREATE DATABASE

postgres=# create user hive with password 'bigdata';
CREATE ROLE

postgres=# grant all privileges on database hive to hive;
GRANT

postgres=# \qg

[root@rhel2 ~1#

Create Database for Oozie

Run the following command to create and prepare database for Oozie:

[root@rhel2 ~]# sudo -u postgres psqgl
could not change directory to "/root": Permission denied
psgl (9.6.10)
Type "help" for help.

postgres=# create database oozie;

CREATE DATABASE

postgres=# create user oozie with password 'bigdata';
CREATE ROLE

postgres=# grant all privileges on database oozie to oozie;
GRANT

postgres=# \gq

[root@rhel2 ~1#

Setup Ambari Server On Admin Node(Rhelz)

To setup the Ambari server, follow these steps:

1. Install the PostgreSQL JDBC driver:

[root@rhell 2.7.1.0-169]# yum -y install postgresgl-jdbc*

Loaded plugins: langpacks, product-id, search-disabled-repos, subscription-manager

This system is not registered with an entitlement server. You can use subscription-manager to
register.

Resolving Dependencies

--> Running transaction check

---> Package postgresgl-jdbc.noarch 0:9.2.1002-5.el17 will be installed

--> Processing Dependency: Jjpackage-utils for package: postgresgl-jdbc-9.2.1002-5.el7.noarch
--> Processing Dependency: java for package: postgresqgl-jdbc-9.2.1002-5.el7.noarch

--> Running transaction check

---> Package java-1.8.0-openjdk.x86 64 1:1.8.0.161-2.bl4.el7 will be installed

2. Configure Ambari server to use the JDBC driver for connectivity to Ambari database in PostgreSQL:

[root@rhell 2.7.1.0-169]1# ambari-server setup --jdbc-db=postgres --jdbc-
driver=/usr/share/java/postgresql-jdbc.jar
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Using python /usr/bin/python

Setup ambari-server

Copying /usr/share/java/postgresqgl-jdbc.jar to /var/lib/ambari-server/resources/postgresql-
jdbc.jar

If you are updating existing jdbc driver jar for postgres with postgresgl-jdbc.jar. Please
remove the old driver jar, from all hosts. Restarting services that need the driver, will
automatically copy the new jar to the hosts.

JDBC driver was successfully initialized.

Ambari Server 'setup' completed successfully.

3. Setup Ambari Server by running the following command:

[root@rhell ~]# ambari-server setup -j SJAVA HOME

Using python /usr/bin/python

Setup ambari-server

Checking SELinux...

SELinux status is 'disabled'

Customize user account for ambari-server daemon [y/n] (n)? n

Adjusting ambari-server permissions and ownership...

Checking firewall status...

Checking JDK...

WARNING: JAVA HOME /usr/java/jdkl.8.0 18l-amd64 must be valid on ALL hosts

WARNING: JCE Policy files are required for configuring Kerberos security. If you plan to use
Kerberos,please make sure JCE Unlimited Strength Jurisdiction Policy Files are valid on all
hosts.

Check JDK version for Ambari Server...

JDK version found: 8

Minimum JDK version is 8 for Ambari. Skipping to setup different JDK for Ambari Server.
Checking GPL software agreement...

GPL License for LZO: https://www.gnu.org/licenses/old-licenses/gpl-2.0.en.html

Enable Ambari Server to download and install GPL Licensed LZO packages [y/n] (n)? y
Completing setup...

Configuring database...

Enter advanced database configuration [y/n] (n)? y

Configuring database...

Choose one of the following options:

- SQL Anywhere
- BDB

[1] - PostgreSQL (Embedded)

[2] - Oracle

[3] - MySQL / MariaDB

[4] - PostgreSQL

[5] - Microsoft SQL Server (Tech Preview)
1
]

Enter choice (4):

Hostname (rhel2.hdp3.cisco.com) :

Port (5432):

Database name (ambari):

Postgres schema (ambari):

Username (ambari):

Enter Database Password (bigdata):

Configuring ambari database...

Configuring remote database connection properties...

WARNING: Before starting Ambari Server, you must run the following DDL against the database
to create the schema: /var/lib/ambari-server/resources/Ambari-DDL-Postgres-CREATE.sqgl
Proceed with configuring remote database connection properties [y/n] (y)? y
Extracting system views...

Adjusting ambari-server permissions and ownership...

Ambari Server 'setup' completed successfully.
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4. Startthe Ambari Server:

[root@rhell ~]# ambari-server start

5. To check status of Ambari Server, run the following command:

# ambari-server status

Launch the Ambari Server

When the Ambari service starts, access the Ambari Install Wizard through the browser. To launch the Ambari server, follow
these steps:

1. Point the browser to http://<ip address for rhel1>:8080 or http://rhel1.hdp3.cisco.com:8080

The Ambari Login screen opens.
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¢« C @ Notsecure  rhell.hdp3ciscocom #/logn Q & O
@ Ambari
Sign in
Username
Password

2. Logintothe Ambari Server using the default username/password: admin/admin. This can be changed at a later period
of time.

3.  When logged in the "“Welcome to Apache Ambari” window opens.

[ C @ Hatsecure | rhelthdpl.dsco.com:

@ Ambari Admin/ Cluster Information

& Cluster Management
Cluster Information Welcome to Apache Ambari

W Users

Create a Cluster

LAUNCH INSTALL WIZARD

Create the Cluster

To create the cluster, follow these steps:

1. Tocreate acluster, click "LAUNCH INSTALL WIZARD."
2. From the Get started page type “Cisco_HDP” for the name for the cluster.

3. Click Next.
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&« c @ Notsecure | rhell.hdp3.cisco.com:8080/#/installer/stepC

Get Started

Name your cluster Learn more

Cisco_HDP|

Select Version

To select the version, follow these steps:

1. Inthe Select Version section, choose the HDP 3.1.0. version.

< C (@ Notsecure | rhell.hdp3.cisco.com:8080/#/installer/step

Select Version
HDP-3.0
HOP-3.0.1.0 ~
Accumulo 1.7.0
Infra Solr 010
Ambari Metrics 010
Atlas 1.00
Druid 0121
HBase 200
Repositories
©Q Use Public Repository Uz Local Repository

Provide Base URLs for the Operating Systems you are configuring

2. Under Repositories, select “*Use Local Repository.”
3. Update the Redhat 7 HDP-3.0 URL to http://rhel1.hdp3.cisco.com/Hortonworks/HDP/centos7/3.1.0.0-187/
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4. Update the Redhat 7 HDP-3.0-GPL URL to http://rhel1.hdp3.cisco.com/Hortonworks/HDP-GPL/centos7/3.1.0.0-187/

5. Update the Redhat 7 HDP-UTILS-1.1.0.22 to http://rhel1.hdp3.cisco.com/Hortonworks/HDP-UTILS/centos7/1.1.0.22/

# Make sure there are no trailing spaces after the URLs.

Select Hosts

To build up the cluster, you need to provide the general information about how you want to set up the cluster. This requires
providing the Fully Qualified Domain Name (FQDN) of each of the hosts. You also need to provide access to the private key
file that was created in Set Up Password-less SSH; this is used to locate all the hosts in the system and to access and
interact with them securely.

To select hosts, follow these steps:

1. Use the Target Hosts text box to enter the list of host names, one per line. Ranges inside brackets can also be used to
indicate larger sets of hosts.

2. Select the option Provide your SSH Private Key in the Ambari cluster install wizard.

3. Copy the contents of the file /root/.ssh/id rsaonrhel1and paste it in the text area provided by the Ambari
cluster install wizard.

[rooti@drhell ~1# cat /roots/.ssh/id rsa
BEGSGIN RSA PRIVATE EKEY

ITEoIBAAKCAQEAVDOITRbkAmMBErizcO /fgOoM2i ¥y T2hdvxkIxA / uavwiVEPEthFreUdgT
Zehw/ogtdk7meeqghggsHmb 1l CriFO0msS SHvPEXWZoGoAXTEhEWwTuDIRIOlwvks oY UMD
BRgSTHMEfUMKEID7tknkGEkgS5N+ YHsPCoONILlL =2/ Wgeol hEZ20oticCmrxeRNPES1JIY 74 /Dl
A0 BewMuNajAoVPppPpPDScLESFS f NKORpPEDUNCUweS5pCRVStko+g=zBeBFS5oecsS6Yas6eI'7
NSO0HPplIIXVOiMv23SHNUwlEecswhgLdrr3ates YRievmnme f P1rEKMplo2t=z0lmH ZMBgS

1RJTILYOgWOgpRpSg7HOBGeM 7 sXdVeom=avwdvmzw I BIwWwKCAQEAgA4+TETI4+Oo2 P KWVOuSD
2 h+HXEWwMUXC I3 KoNEYEREpr2n] 7ExckYas /fSoLNSBlpYROUBEXN 2 ¥ E2Wos hBwuL.T+ J0OMk
hrGHMALgWDJtHULOYy X /S HD I Ml DyTo2 k8 LvwP Y2 g8 =qgqvHNJI+3Jisio2Dspo0l xRRXQ

npofjaml CDXESWHNp4dMEZ Yy XoHyvnCcKkmheFefobLysogloxdSdeHWlyvobOoxUldh7h=o
PR+ XpdFWl sHYFbhbwvekTuCHUAe ZF44+uBTSFOPMIiD7PwervbXXKASS5ABue=zvwvagg2 /IT1
PekIkRvbosniFbhbBUIiZZOoS1lul / gsaZgmSQo9gTrarJl Ve zMysK31 ILETcOckl 2LEHRXS
S5 sEXewWwRKBgOD2CiKcOHFiulrOWWS e LTDJIJUSWETIiNKAMS 1l b2 LOohfFuzfluial3Rerlr

ALeMIIE3ZASHMNMNOSpCRYXMI: X PF4t2iuLhE34+3tCsr1lT=Pml4WTr+Fipa2sh+3 JZ2HKgm

CguARdoFRK40oP3 /v YQg9hbgieZSCc9sBO0z6 zvVohdyNUvnkiMboSvwil3wKBgQDKiyTi
TUud21 OwsYRKEFE7YjomjREUFaHACKENnvJIvl1I SHM3WwFPRNZJA4ABRBUaMgODaTxr2twWwadsi+4
T8 MBSO FHGHYyMSREILO LY ZEMImmwUEt I C LN Z0Fgfegl Nowvelk XXX LOiU=zel SPLE3 Z0H
AeBj0 /fGLO3SSFE /fPESWMokCwNtaJovV/ x1dBdAdI sgEQKBgEERPBIMXEBUVEINZS Z¥YWVgtMYO
OSKEsUSEXS2x0adlvVvpHEETsSmol kviOosTEE4+Scwdl FExEj+vwHwxh+bjo=zBj30 /Dwoc
GEEhrobrkiKscs5HLLE Z54+0gtwERPEBE4d4hiOnUKwNVVHPLOMJIASSSEI YxCAd=7 KHL yviongao

KWQFKhUT2ZQEIUVivDKuRl AoGASzr /A EKIAtLtUFFbEGdAdbjOondva3Y¥yseShb7k¥y3wvNE1BhsSm
rk7ADAdTN =N Z3 LO8gAf S TweS+ppfx+ =zTf NI NOMFMN Y1 ¥YSEpyJs08 /ladLEOTroWu
sC8J8bu/5SRAWKES 24+ 29 s5 2wlrdStxT2e Y1l I8 L1 KQGtHyUPxovVoe /oo FENASLP872S
TNSCgYAFREASHBE4ALSP2mMiIiR1I4+gNCiihM2 N+ FmHMmMCP f w0 L/ MoAYOoHBLTNS CWwWL
1+ =judbWEU ZvnSMi>OwpEUS zVBra+vShh309ITwijiP /1l kpCHNW=z7CX+ /uISFY+ sl 2T
t5P /A howvUKMhRFIIXFQoYSyglUkaswvIusS8glunl SN2 T hEgwl g——

END RSA PRIVATE EKEY

4. Click the Register and Confirm to continue.
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Figure36  Install Options
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Confirm Hosts

Confirm Hosts helps ensure that Ambari has located the correct hosts for the cluster and checks those hosts to make sure
they have the correct directories, packages, and processes to continue the install.

To confirm host, follow these steps:

1. Ifany host was selected in error, remove it by selecting the appropriate checkboxes and clicking the grey Remove Se-
lected button.

2. Toremove asingle host, click the small white Remove button in the Action column.

3.  Whenthe list of hosts is confirmed, click Next.

& C @ Motsecure | rhelt.hdp3.ciscocomB080/# installer/step3 a & 8

Canfiem Hosts

Show. IR nstelieg (01 | Begaterns 0 | Sucoees (1] | Saililh

.

Whes Registered Hosts

Please wait while the hasts are being checked for potential problems.

Choose Services

HDP is made up of a number of components. Go to Hortonworks Understand the Basics for more information.
To choose services, follow these steps:

1. Selectallto preselect all items.

2. When you have made your selections, click Next.
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€« @ (@ Netsewre | rhell hepd.cisco.cam #finst s a « 0
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Assign Masters

The Ambari installation wizard attempts to assign the master nodes for various services that have been selected to
appropriate hosts in the cluster, as listed in Table g. The right column shows the current service assignments by host, with
the hostname and its number of CPU cores and amount of RAM indicated.

1. Reconfigure the service assignments to match Table g.

Tableg  Reconfigure the Service Assignments

Service Name Host
NameNode rhelz, rhel3 (HA)
SNameNode rhel2

History Server rhel2

App Timeline Server rhel2

Resource Manager rhel2, rhel3 (HA)
Hive Metastore rhel2

WebHCat Server rhel2
HiveServer2 rhel2

HBase Master rhel2

Oozie Server rhelx
Zookeeper rhels, rhel2, rhel3
Spark History Server rhel2
SmartSense HST Server rhel1
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Service Name Host
Grafana rhela
Atlas Metadata Server rhel2
Metrics Collector rhel1
2. Click Next.

Assign Slaves and Clients

The Ambari install wizard attempts to assign the slave components (DataNodes, NFSGateway, NodeManager,
RegionServers, Supervisor, and Client) to appropriate hosts in the cluster.

To assign slaves and clients, follow these steps:

1. Reconfigure the service assignment to match the values shown in Table 10.

2. Assign DataNode, NodeManager, RegionServer, and Supervisor on nodes rhel3- rhel28.
3. Assign Client to all nodes.

4. Click Next.

Table 10 Services and Hostnames

Client Service Name Host

DataNode rhel4-rhel16; rhel24-rhel31
NFSGateway rhel1

NodeManager rhel4-rhel16; rhel24-rhel31
RegionServer rhelg-rhel13; rhel24-rhel31
Supervisor rhelg-rhel13; rhel24-rhel31
Client All nodes, rhel1-rhel31
Submarine Nodes rhel13-rhel16

CDSW Nodes rhel18-rhel23
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Customize Services

This section shows the tabs that manage configuration settings for Hadoop components. The wizard attempts to set
reasonable defaults for each of the options here, but this can be modified to meet specific requirements. The following
sections provide configuration guidance that should be refined to meet specific use case requirements.

The following changes need to be made:
e Memory and service level settings for each component and service level tuning.

e Customize the log locations of all the components to make sure growing logs do not cause the SSDs to run out of
space.

Credentials

Specify the credentials as per your organizational policies for services in CREDENTIALS tab as shown below:
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o B % 8

il CREDENTIALS EOATABAIES WORECTORES B ACTOUNTS AL CONFGURATIONS

Databases
In the DATABASES tab, to configure the database for DRUID, HIVE, OOZIE, and RANGER, follow these steps:

1. Configure DRUID as shown below:

DRUID META DATA STORAGE

Druid Metadata storage database name

druid

Druid Metadsta storage type

POSTGRESQL -

retadata storage user

druid

hietadata storage passwaord

lietadata storage hostname

rhel2 hdp3.cisco.com

retadata storage port

5432

metadata storage connector url

jdbe-postgresgl //rhel2 hdp3 cisco com-5432/druid

2. Change the default log location by finding the Log Dir property and modifying the /var prefix to /data/diska.

druid_log_dir /data/disk1/log/druid

Druid PID dir var/run/druic
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3. Configure HIVE:

a.

b.

Select Existing PostgreSQL database in the Hive Database drop-down list.
Enter Database Name as hive

Enter Database Username as hive

Enter Database URL as jdbc:postgresql://rhel2.hdp3.cisco.com/hive

Enter Database password (use the password created during hive database setup in earlier steps; for example, big-
data)

Click TEST CONNECTION to verify the connectivity

In Advanced tab, Change the default log location by filtering the Log Dir property and modifying the /var prefix to
/data/diskz.

Change the WebHCat log directory by filtering the Log Dir property and modifying the /var prefix to /data/diska.
A admin -

# CREDENTIALS B DATARASES WORECTORIES A ACCOUNTS & ALL CONFIGLIRATIONS

TESTCONNECTION BRI o

4. Configure OOZIE:

Select Existing PostgreSQL database in the Hive Database drop-down list.
Enter Database Name as oozie.

Enter Database Username as oozie.

Enter Database URL as jdbc:postgresql://rhel2.hdp3.cisco.com/oozie.

Enter Database password (use the password created during hive database setup in earlier steps; for example, big-
data).

Click TEST CONNECTION to verify the connectivity.

In Advanced tab, Change the default log location by filtering the Log Dir property and modifying the /var prefix to
/data/diska.

132



Solution Design

< & (D Notsecure | rhell hopd.cisco.com o a % 8

il cREDENTIALS EDaTaARAcES WORECTORIES L ACCOUNTS # ALL CONFIGLIRATIONS

TEST CONNECTION Cannection 0K o

Advanced oozie-env

Oozie Log Dir /data/disk1/log/oozie

5. Configure RANGER:

a. Select POSTGRES from DB FLAVOR drop-down list.

b. Provide a Ranger DB name. For example, ranger.

c. Provide Ranger DB Username such as rangeradmin.

d. Enter JDBC connect string for a Ranger Database as jdbc:postgresql//rhel2.dhp3.cisco.com:54323/ranger.
e. Ranger DB Host as rhel2.hdp3.cisco.com.

f.  Enter Ranger DB password. (Ranger database is not previously created. provide password string that would be
configured in the DB. For example, bigdata).

g. Select"“Yes" for Setup Database and Database User.
Enter “postgres” in Database Administrator (DBA) username.
i. Enter Database Administrator (DBA) password.
j. Enter jdbc:postgresql://rhel2.hdp3.cisco.com:5432/postgres in JDBC connect string for root user.

k. Update Ranger Admin Log Dir from /var to /data/diskz.
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HDFS

1. In Ambari, select the HDFS Service tab and use the “Search” box to filter for the properties mentioned in Table 11and
update their values.

2. Update the following HDFS configurations in Ambari.

Table11 HDFS Configurations in Ambari

Property Name Value
NameNode Java Heap Size 4096
Hadoop maximum Java heap size 4096
DataNode maximum Java heap size 4096
Datanode failed disk toleration 5

3. Change the default log location by filtering the Log Dir property and modifying the /var prefix to /data/diska.
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Advanced hadoop-env

Hadoop PID Dir Prefix
Hadoop Root Logger

Hadoop Log Dir Prefix

MapReduce2

INFORFA

fdata/disk1 /log/hadoop

1. In Ambari, choose the MapReduce Service tab and update the values as shown below.

2. Under the MapReduce2 tab, change the default log location by finding the Log Dir property and modifying the /var pre-

fix to /data/diska.

SETTINGS  ADVANCED

MapReduce

MapReduce Framework
Map Memory

[ 458 )

MapReduce AppMaster
AppMaster Memary

[ 438 ]

Advanced mapred-env

Mapreduce Log Dir Prefix

Mapreduce PID Dir Prefix

YARN

Reduce Memory Sort Allocation Memaory

& e

/data/disk1 /log/hadoop-mapreduce

1. In Ambari, select the YARN Service, and update the following as shown in Table 12.

Table12 YARN Configuration

Property Name Value
ResourceManager Java heap size 4096
NodeManager Java heap size 2048
YARN Java heap size 4096
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Resource Manager

ResourceManager Java heap size 4096 ME

Node Manager

Nodedanager Java heap size 2048 ME

Application Timeline Server
General

YARM Java heap size 4096 MEB

2. Under YARN tab, change the default log location by filtering the Log Dir property and modifying the /var prefix to
/data/diska.

YARN Log Dir Prefix /data/disk] /log/h

YARN PID Dir Prefix

# YARN requires other configurations such as config group, node labeling, enabling docker runtime, CPU/GPU schedul-

ing and isolation, and so on, which can be found in section High Availability for HDFS NameNode and YARN Re-
sourceManager.

# High Availability for NameNode and YARN Resource Manager can be configured using Ambari or also on non-Ambari

clusters. This deployment guide explains the configuration of high availability using Ambari — Use the Ambari wizard in-
terface to configure HA of the components.

The Ambari web Ul provides a wizard-driven user experience that allows to configure high availability of the components in
many Hortonworks Data Platform (HDP) stack services. The high availability of the components are achieved by setting up
primary and secondary components. In the event that the primary component fails or becomes unresponsive, services
failover to secondary component. After configuring the high availability for a service, Ambari enables you to manage and
disable (roll back) the high availability of components within that service.

Configure the HDFS NameNode High Availability

The HDFS NameNode high availability feature enables you to run redundant NameNodes in the same clusterin an
Active/Passive configuration with a hot standby. This eliminates the NameNode as a potential single point of failure (SPOF)
in an HDFS cluster. With the release of Hadoop 3.0, you can configure more than one backup NameNode.

Prior to the release of Hadoop 2.0, the NameNode represented a single point of failure (SPOF) in an HDFS cluster. Each
cluster had a single NameNode, and if that machine or process became unavailable, the cluster as a whole would be
unavailable until the NameNode was either restarted or brought up on a separate machine. This situation impacted the
total availability of the HDFS cluster in two major ways:

¢ Inthe case of an unplanned event such as a machine crash, the cluster would be unavailable until an operator
restarted the NameNode.

e Planned maintenance events such as software or hardware upgrades on the NameNode machine would result in
periods of cluster downtime.
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HDFS NameNode High Availability avoids this by facilitating either a fast failover to one or more backup NameNodes
during machine crash, or a graceful administrator-initiated failover during planned maintenance.

# Secondary NameNode is not required in high availability configuration because the Standby node also performs the
tasks of the Secondary NameNode.

HBase

Under the HBase tab, change the default log location by finding the Log Dir property and modifying the /var prefix to
/data/diska.

HBase Log Dir Prefix /data/disk1/log/hbase
Zookeeper
Under the Zookeeper tab, change the default log location by filtering the Log Dir property and modifying the /var prefix to
/data/diska.

Advanced zookeeper-env

ZooKeeper Log Dir data/disk1flog/zookeeper

ZooKeeper PID Dir

Storm

Under the Storm tab, change the default log location by finding the Log Dir property and modifying the /var prefix to
/data/diska.

Advanced storm-env

Storm Log directory /data/disk1/log/storm

Storm PID directory /var/run/storm

Ambari Metrics

1. Choose the Ambari Metrics Service and expand the General tab and make the changes shown below.

2. Enterthe Grafana Admin password as per organizational policy.

3. Change the default log location for Metrics Collector, Metrics Monitor and Metrics Grafana by finding the Log Dir prop-
erty and modifying the fvar prefix to /data/diska.

4. Change the default data dir location for Metrics Grafana by finding the data Dir property and modifying the /var prefix
to /data/diska.
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General
Metrics Service operation mode embedded
Metrics Collector log dir /data/disk1/log/ambari-metrics-collector
Metrics Collector pid dir /var/run/ambari-metrics-collector
Metrics Monitor log dir /data/disk1/log/ambari-metrics-monitor
Metrics Monitor pid dir /var/run/ambari-metrics-monitor
Grafana Admin Username admin

Grafana Admin Password

Advanced ams-grafana-env

Metrics Grafana data dir /data/disk1/lib/ambari-metrics-grafana
Metrics Grafana log dir /data/disk1/log/ambari-metrics-grafana
Metrics Grafana pid dir /var/run/ambari-metrics-grafana

Advanced ams-hbase-env

HBase Log Dir Prefix (data/disk1/log/ambari-metrics-collector

Accumulo

Select Accumulo Service and change the default log location by finding the Log Dir property and modifying the jvar prefix
to /data/diska.

Advanced accumulo-env

Accumulo Log Dir /data/disk1/log/accumulo

Atlas

Under the Atlas tab, change the default log location by finding the Log Dir property and modifying the /var prefix to
/data/diska.
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Advanced atlas-env

Metadata Data directory Jvar/lib/atlas/data
Metadata Log directory /datasdisk/log/atlas
Metadata PID directory Jvar/run/atlas
Kafka
Under the Kafka tab, change the default log location by finding the Log Dir property and modifying the /var prefix to
/data/diska.

Advanced kafka-env

Kafka Log directory /data/disk1/log/kafka

Knox

1. Select the Knox Service tab and expand the Knox gateway tab and make the changes shown below.
2. Enter the Knox Master Secret password as per organizational policy.

3. ForKnox, change the gateway port to 8444 to ensure no conflicts with local HTTP server.
Knox Gateway

Knox Gateway host rhel1.hdp3.cisco.com

Knox MasterSecret 00| sessssssssssssssesssssssssmsasssssas | ssssssssssssssssssssssssssssssssesss

Advanced gateway-site

gateway.port 8444

SmartSense

The SmartSense account requires the Hortonworks support subscription. Subscribers can populate the properties as shown
below:
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SmartSense Account Local Storage
Customer account name Bundle storage directory
unspecified © Jvar/lib/smartsense/hst-server/data

SmartSense ID Server temporary data directory

unspecified ° Mvar/lib/smartsense/hst-server/tmp
Notification Email Agent temporary data directory

unspecified ° Jvar/lib/smartsense/hst-agent/data/imp

Enable Flex Subscription

Spark

Select the Spark tab, change the default log location by finding the Log Dir property and modifying the /var prefix
to /data/diskl.

Advanced livy2-env

Livy2 Log directory /data/disk1/log/livy2

Livy2 PID directory [var/run/livy2

Advanced spark2-env

Spark Log directory /data/disk1/log/spark2
Spark PID directory [var/run/spark2
Review

The assignments that have been made are displayed. Check to make sure all is correct before clicking the Deploy button. If
any changes are necessary, use the left navigation bar to return to the appropriate screen.
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2. Follow the onscreen installation process. Watch for warnings and failures by clicking the link as shown below:
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High Availability for HDFS NameNode and YARN ResourceManager

High availability for NameNode and YARN Resource Manager can be configured using Ambari or also on non-Ambari
clusters. This deployment guide covers the configuration of high availability using Ambari — Use the Ambari wizard
interface to configure HA of the components.

The Ambari web Ul provides a wizard-driven user experience that allows to configure high availability of the components in
many Hortonworks Data Platform (HDP) stack services. The high availability of the components are achieved by setting up
primary and secondary components. In the event that the primary component fails or becomes unresponsive, services
failover to secondary component. After configuring the high availability for a service, Ambari enables you to manage and
disable (roll back) the high availability of components within that service.

Configure the HDFS NameNode High Availability

The HDFS NameNode high availability feature enables you to run redundant NameNodes in the same clusterin an
Active/Passive configuration with a hot standby. This eliminates the NameNode as a potential single point of failure (SPOF)
in an HDFS cluster. With the release of Hadoop 3.0, you can configure more than one backup NameNode.

Prior to the release of Hadoop 2.0, the NameNode represented a single point of failure (SPOF) in an HDFS cluster. Each
cluster had a single NameNode, and if that machine or process became unavailable, the cluster as a whole would be
unavailable until the NameNode was either restarted or brought up on a separate machine. This situation impacted the
total availability of the HDFS cluster in two major ways:

¢ Inthe case of an unplanned event such as a machine crash, the cluster would be unavailable until an operator
restarted the NameNode.

e Planned maintenance events such as software or hardware upgrades on the NameNode machine would result in
periods of cluster downtime.

HDFS NameNode HA avoids this by facilitating either a fast failover to one or more backup NameNodes during machine
crash, or a graceful administrator-initiated failover during planned maintenance.

ﬂ Secondary NameNode is not required in high availability configuration because the Standby node also performs the
tasks of the Secondary NameNode.

Active NameNode honors all the client requests and the Standby NameNode acts as a backup. The Standby NameNode
keeps its state synchronized with Active NameNode through a group of JournalNodes(JNs). When the Active node
performs any namespace modification, the Active node durably logs a modification record to a majority of these JNs. The
Standby node reads the edits from the JNs and continuously watches the JNs for changes to the edit log.

Prerequisites for NameNode High Availability

The following are the prerequisites for NameNode high availability:
e NameNode Machine: Hardware for Active and Standby node should be exactly identical.

e JournalNodes Machine: JournalNode daemon is relatively lightweight, therefore it can be co-located on machines
with other Hadoop daemons; it is typically located on the management nodes.

e There MUST be at least three JournalNodes, because the edit log modifications must be written to a majority of JNs.
This allows the system tolerate failure of a single machine. You may also run more than three JournalNodes, but in
order to increase the number of failures that the system can tolerate, you must run an odd number of JNs (3, 5, 7,
and so on).
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e ZooKeeper Machines: For automatic failover capability, an existing Zookeeper cluster must exist. The Zookeeper
service can also co-exist with other Hadoop daemons.

e InHA Cluster, the Standby NameNode also performs the checkpoints of the namespace state, therefore do not
deploy a Secondary NameNode, CheckpointNode, or BackupNode in an high availability cluster.

Deploy the NameNode High Availability Cluster

To deploy the NameNode high availability on a Ambari managed cluster, follow these steps:

ﬂ High availability cannot accept HDFS cluster names that include underscore (_).

1. Loginto Ambari. Click HDFS > CONFIGS. Click the ACTIONS drop-down list and click Enable NameNode HA to launch

the wizard.

Figure37  Enable NameNode HA

SUMMARY HEATMAPS CONFIGS

version: 9 -

SETTINGS  ADVANCED

No properties 10 display

Config Group | Defautt (17)

ADQ = 2 admin ~
ACTIONS =

P Start

W Stop

© Restart Al

@ Restant DataModes

(@ Restart NFSGaeways

# Move NameNode

# Move SNameNode

& Add New HDFS Namespace
o5 Aun Service Check

18 Tum On Maintenance Mode
£ Rebalance HOFS

@ Refresh Nodes

& Download Client Configs

X Delete Service

2. Step1launchesthe Enable NameNode HA wizard. On the Get Started page, specify the Nameservice ID as shown be-

low. Click Next.
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Figure38  Enable NameNode HA Wizard — Get Started

Enable NameNode HA Wizard

Get Started

I you have HBase runnang, please exit this wizard and stop HBase fust

Nameservice ID: CiscoHDP

=23

3. Onthe Select Hosts page, select the Additional NameNode and JournalNode. Click Next.

Figure3g  Enable NameNode HA Wizard — Select Hosts

Enable NameNode HA Wizard

Select Hosts

Current NameNode

Addiional NameNode

JournalNode

JournalNode

JournalNode:

4. Onthe Review page, confirm the selection. To change any values, click Back, or to continue click Next.
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Figure 40  Enable NameNode HA Wizard — Review

Review

Confirm your host selections

Current NameNode: rhell hdp3 cisco.com
Secondary NameNode: rhel2 hdp3.cisco.com = TO BE DELETED
Additional NameNode: rhel3 hdp3 cisco.com = TO BE INSTALLED

JournalNode: rhell hdp3 cisco.com « TO BE INSTALLED
thel2 hdp3.cisco.com «» TO BE INSTALLED
rhel3 hdp3.cisco.com « TO BE INSTALLED

Review Configuration Changes.
The following lists the configuration changes that will be made by the Wizard to enable NameNode HA This information is for
review only and is not editable except for the dfs.journalnode.edits.dir property

HDFS A

5. Create a checkpoint on the NameNode on the linux server (rhel1.hdp3.cisco.com) as shown below:

Figure 41 Enable NameNode HA Wizard — Create Checkpoint

Enable NameNode HA Wizard

Manual Steps Required: Create Checkpoint on NameNode

1. Login to the NameMode host thel1.hdp3.cisco.com.

2 Put the NameNode in Safe Mode (read-only mode):

sude =u hdfs -1 -c 'hdfs dfsadmin

sudo su

4 You will be able to proceed once Ambari detects that the NameNode is in Safe Mode and the Checkpoint has been create

successfully.

If the Next button is er
p

d before you run the "Step 4: Create a Checkpoint” command, it means there is a recent Checkpoint
ceed without running the "Step 4: Create a Checkpoint® com

already and you may

6. SSHto current NameNode, rhel1.hdp3.cisco.com and run the following commands:

[root@rhell ~]# sudo su hdfs -1 -c 'hdfs dfsadmin -safemode enter'
Safe mode is ON
[root@rhell ~]# sudo su hdfs -1 -c 'hdfs dfsadmin -saveNamespace'
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Save namespace successful
[root@rhell ~]#

Fi Current NameNode — Safe Mode and Create Checkpoint Command

7. Return to the Ambari web Ul, verify that the Checkpoint was created. Click Next.
8. See the progress bar on the Configure Components page. When the configuration steps are completed, click Next.

Figure 43  Enable NameNode HA Wizard — Configure Components

Enable NameNode HA Wizard

itk

Please wail while NameNode HA is being deployed

£} stop All Services k\‘ %

Configure Co

9. Initialize the JournalNodes as shown below:
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Figure 44  Enable NameNode HA Wizard — Initialize JournalNodes

Enable NameNode HA Wizard

Manual Steps Required: Initialize JournalNodes

Login to the NameMode host rhel.hdp3.cisco.com

nitialize the JournalModes by ranning

Initialize Journall

10. SSHto the current NameNode, for example rhel1i.hdp3.cisco.com.

11. Run the following command:

[root@rhell ~]1# sudo su hdfs -1 -c 'hdfs namenode -initializeSharedEdits'

12. Returnto the Ambari Ul, when Ambari detects success, click Next.

13. On the Start Components page, when completed, click Next.
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Figure 46  Enable NameNode HA Wizard — Start Components

Enable NameNode HA Wizard

Please proceed to the next step

' Start ZookKeeper Servers
& Start Ambari Infra
o/ Start Ranger

 Start NameNode

14. On the Initialize Metadata page, add the information as shown below:

Figure 47  Enable NameNode HA Wizard — Initialize Metadata

Enable NameNode HA Wizard

1. Login 1o the NameNede host rhell.hdp3.cisco.com.

2 Initialize the metadata for NameNode automatic failover by running

3. Login to the Additional NameMode host rhel3.hdp3.cisco.com.

Important! Be sure to login to the Additional NameNode host.
This is a different host from the Steps 1 and 2 above

4. Initialize the metadata for the Additional NameNode by running

ode -bootstrapStandby'

Please proceed once you have completed the steps above

15. SSH to rhel1.hdp3.cisco.com and run the following command:

[root@rhell ~]# sudo su hdfs -1 -c 'hdfs zkfc -formatzK'
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Figure 48 Initialize the Metadata for NameNode
N e P

16. SSH to an additional NameNode, for example, rhel3.hdp3.cisco.com and run the following command:

[root@rhel3 ~]# sudo su hdfs -1 -c 'hdfs namenode -bootstrapStandby'

Figure 49  Initialize the Metadata for Additional NameNode

IN namenode ode STAR

EX XXX XXX XA XX A XX T A XXX XA A XA AL AL XX

17. Return to the Ambari web Ul, click NEXT. Click OK on the confirmation pop-up window. Make sure the initialization of
metadata was performed in NameNode and an additional NameNode as mentioned in step 15 and 16.

Figure so  Enable NameNode HA Wizard — Confirmation for Initialize the Metadata

Enable NameNode HA Wizard |

Confirmation

Impartant!

Initialize

18. On the Finalize HA Setup page, you can see the progress bar as the high availability completes.
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Figure51  Enable NameNode HA Wizard — Finalize High Availability Setup

Enable NameNode HA Wizard

dr 4

Please wait while NameNode HA is being seployed

s+ 2 - BN - DR - 2R - 2 - - B - B - S

19. Click COMPLETE when done.

20. Click HDFS > SUMMARY tab, verify the Active and Standby NameNode. The Quick Links pane also shows that
rhel1.hdp3.cisco.com is running the Active NameNode and rhel3.hdp3.cisco.com is running in Standby NameNode.

Figure 52 Ambari— HDFS — Summary Information

A/ Service 2 Q = Lamine
SUMMARY  HEATMAPS  CONFIGS  METRICS ACTID "?H
Summary Quick Links
Components © Started © Started © Started © Started "

2m 42 10.8% e
NAMENDDE UPTIME
Node UI
15/15 Started 3/3 Live 1/1 Started -
ad St
T DES STATL
5 0 0

Configure the YARN ResourceManger HA

This section provides instructions on setting up the ResourceManager (RM) HA feature in a HDFS cluster. The Active and
Standby ResourceManagers embed the ZooKeeper based ActiveStandbyElector to determine which RM should be active.

Prerequisites for ResourceManager HA

The following are the prerequisites for ResourceManager HA:
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e The servers where Active and Standby RMs are run should have identical hardware.

e Forautomated failover configurations, there must be an existing Zookeeper cluster available. The ZooKeeper
service nodes can be co-located with the other Hadoop daemons.

ﬂ At least three ZooKeeper servers must be running.

Deploy the ResourceManager HA

ResourceManager HA can be configured manually or through Ambari. These instructions are based on configuring
ResourceManager HA using Ambari.

To setup ResourceManager HA, follow these steps:

1. From the Ambari web Ul, click Services > YARN. Click the ACTIONS drop-down list and select Enable ResourceManag-
er HA.

Figure53  Services/YARN - Enable ResourceManger HA

1) ices / YARN H0 AQ 3 | 2admin-
SUMMARY HEATMAPS CONFIGS METRICS ACTIONS ~
P Start
5 - W Stop
_ Restart Required: 1 Component on 1 Host
. Refresh YARN Capacity Scheduler
© Restart All
(O Restart NodeManagers
Summary &4 A Move Timeline Service V1.5

 Move ResourceManager

os B siniod éis 40 3 J # Move Timeline Service V2.0 Reader
Components tarted tart tarte A Stoppe:
omeonen PP A Move YARN Registry DNS

TIMELIN CEV ESOURCEMANA IMELINE SERVICE V2 YARN REGISTRY DN
:

&R vice Chec

16/16 Started 18 Installed MR stesX

NODEMANAGER YARN CLIENT 181 Turn On Maintenance Mode
& Dowinload Client Configs

6m 165 ¥ Delete Service

2. Thislaunches the ResourceManager HA wizard as shown below. Click NEXT.

Figure 54  Enable ResourceManager HA Wizard — Get Started

Enable ResourceManager HA Wizard

Get Started

Rl B L L T

3. From the Select Host page, select the host for Additional Resource Manager. Click NEXT.
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Figure 55 Enable ResourceManger HA Wizard — Select Host

Enable ResourceManager HA Wizard

Select Host

Cument esourcelianager hall hdp3 cisce com (1254 64,

Additional FiesourceManager: | (013 13 risco.com (125 4 GB, 56 cores

4. Proceed to the Review page.

Figure 56  Enable ResourceManager HA Wizard - Review
Enable ResourceManager HA Wizard

Review

Current RescerceManager.  thel2 hdp3

Additional Resou

Aeview Configuratin Changes.
The fellawing lists the configuration changes that wil be mae by the Wizard to ensske AessureeManager Ha. This information is for review enly and is not esitatle

YARMN ~

5. The Configure Components page shows the progress bar as the Additional ResourceManager is being deployed.
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Figure 57 Enable ResourceManager HA Wizard — Configure Components

Enable ResourceManager HA Wizard

Configure Components

Please wait while ResourceManager HA is being deployed

Configure S {:} Install Additional 35%

6. Click COMPLETE when done.

'ﬁ It was observed that in certain circumstances, services might fail to restart. Click COMPLETE and restart the ser-
vices in Ambari dashboard.

7. Verify the ResourceManger HA setup by clicking Services > YARN > SUMMARY tab. The Quick Links pane identifies Ac-
tive and Standby ResourceManager.
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Figure 58  Services/YARN/Summary — Verify ResourceManger HA
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Bill of Materials

This section provides the BOM for the 16 Nodes Hadoop Base Rack, 6 Nodes Data Science (Al/ML) Rack and 8 Nodes
Hadoop tiered storage. See Table 13 for BOM for the Hadoop Base rack, Table 14 for BOM for Data Science(Al/ML)
Expansion Rack, Table 15 for BOM for Hadoop Tiered Storage. Table 16, Table 17, and Table 18 for software components.
Table 19 lists Cloudera SKUs available from Cisco.

ﬂ If UCS-SP-CPA4-P2 is added to the BOM all the required components for 16 servers only are automatically added. If
not customers can pick each of the individual components that are specified after this and build the BOM manually.

Table 13  Bill of Materials for C240M5SX Hadoop Nodes Base Rack

Part Number Description Qty
UCS-SP-C240M5-A2 SP C240 M5SX w/2x6132,6x32GB mem,VIC1387 16
CON-OSP-C240M5A2 SNTC 24X7X40S UCS C240 M5 A2 16
UCS-CPU-16230 2.1 GHz 6230/125W 20C/27.5MB Cache/DDR4 2933MHz 32
UCS-MR-X32G2RT-H 32GB DDR4-2933-MHz RDIMM/2Rx4/1.2v 192
UCSC-PCl-1-C240M5g Riser 1 including 3 PCle slots (x8, x16, x8); slot 3 required CPU2 16
UCSC-MLOM-C40Q-03 Cisco VIC 1387 Dual Port 40Gb QSFP CNA MLOM 16
UCSC-PSU1-1600W Cisco UCS 1600W AC Power Supply for Rack Server 32
CAB-gK12A-NA Power Cord, 125VAC 13A NEMA 5-15 Plug, North America 32
UCSC-RAILB-M4 Ball Bearing Rail Kit for C220 & C240 M4 & M5 rack servers 16
CIMC-LATEST IMC SW (Recommended) latest release for C-Series Servers. 16
UCSC-HS-C240M5 Heat sink for UCS C240 M5 rack servers 150W CPUs & below 32
UCSC-BBLKD-S2 UCS C-Series M5 SFF drive blanking panel 416
UCSC-PCIF-240M5 C240 M5 PCle Riser Blanking Panel 16
CBL-SC-MR12GMs5P Super Cap cable for UCSC-RAID-M5HD 16
UCSC-SCAP-Mg Super Cap for UCSC-RAID-Ms5, UCSC-MRAID1GB-KIT 16
UCSC-RAID-M5HD Cisco 12G Modular RAID controller with 4GB cache 16
UCS-SP-FI6332-2X UCS SP Select 2 x 6332 FI 1
UCS-SP-FI6332 (Not sold standalone) UCS 6332 1RU Fl/12 QSFP+ 2
CON-OSP-SPFI6332 S;\IUS/I;E 24X7X4 (Not sold standalone) UCS 6332 1RU FI/No ,
UCS-PSU-6332-AC UCS 6332 Power Supply/100-240VAC 4
CAB-gK12A-NA Power Cord, 125VAC 13A NEMA 5-15 Plug, North America 4
QSFP-H40G-CU3M 40GBASE-CR4 Passive Copper Cable, 3m 16
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Part Number Description Qty
QSFP-40G-SR-BD QSFP40G BiDi Short-reach Transceiver 8
N10-MGTo1g UCS Manager v3.2(1) 2
UCS-ACC-6332 UCS 6332 Chassis Accessory Kit 2
UCS-FAN-6332 UCS 6332 Fan Module 8
QSFP-H40G-CU3M= 40GBASE-CR4 Passive Copper Cable, 3m 32
UCS-HD24TB10oK4KN 2.4 TB 12G SAS 10K RPM SFF HDD (4K) 312
UCS-SP-H1P8TB 1.8 TB 12G SAS 10K RPM SFF HDD (4K) 384
UCS-SP-HD-1P8T-2 1.8TB 12G SAS 10K RPM SFF HDD (4K) 2 Pack 15
Table 14 Bill of Materials for Hadoop Nodes Expansion Rack

Part Number Description Qty
UCS-SP-C240M5-A2 SP C240 M5SX w/2x6132,6x32GB mem,VIC1387 6
CON-OSP-C240M5A2 SNTC 24X7X40S UCS C240 M5 A2 6
UCS-CPU-6132 2.6 GHz 6132/140W 14C/19.25MB Cache/DDR4 2666 MHz 16
UCS-MR-X32G2RS-H 32GB DDR4-2666-MHz RDIMM/PC4-21300/dual rank/x4/1.2v 48
UCSC-PCl-1-C240M5g Riser 1 including 3 PCle slots (x8, x16, x8); slot 3 required CPU2 8
UCSC-MLOM-C40Q-03 Cisco VIC 1387 Dual Port 40Gb QSFP CNA MLOM 8
UCSC-PSU1-1600W Cisco UCS 1600W AC Power Supply for Rack Server 16
CAB-gK12A-NA Power Cord, 125VAC 13A NEMA 5-15 Plug, North America 16
UCSC-RAILB-Mg4 Ball Bearing Rail Kit for C220 & C240 M4 & M5 rack servers 8
CIMC-LATEST IMC SW (Recommended) latest release for C-Series Servers. 8
UCSC-HS-C240M5 Heat sink for UCS C240 M5 rack servers 150W CPUs and below 16
UCSC-BBLKD-S2 UCS C-Series M5 SFF drive blanking panel 208
UCSC-PCIF-240M5g C240 M5 PCle Riser Blanking Panel 8
CBL-SC-MR12GMs5P Super Cap cable for UCSC-RAID-M5HD 8
UCSC-SCAP-Mg Super Cap for UCSC-RAID-Ms5, UCSC-MRAID1GB-KIT 8
UCSC-RAID-M5HD Cisco 12G Modular RAID controller with 4GB cache 8
UCS-SP-H1P8TB-4X UCS SP 1.8 TB 12G SAS 10K RPM SFF HDD (4K) 4Pk 48
UCS-SP-H1P8TB 1.8 TB 12G SAS 10K RPM SFF HDD (4K) 192
UCS-SP-HD-1P8T-2 1.8TB 12G SAS 10K RPM SFF HDD (4K) 2 Pack 8
UCS-SP-HD-1P8T SP 1.8TB 12G SAS 10K RPM SFF HDD (4K) 16
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Table 15  Bill of Materials for Hadoop Nodes Tiered Storage Rack

Part Number Description Qty
UCSS-S3260 Cisco UCS S3260 Storage Server Base Chassis 4
CON-OSP-UCSS3260 SNTC 24X7X40S, Cisco UCS S3260 Storage Server Base Chassis 4
UCSC-PSU1-1050W Cisco UCS 1050W AC Power Supply for Rack Server 16
CAB-N5K6A-NA Power Cord, 200/240V 6A North America 16
CIMC-LATEST IMC SW (Recommended) latest release for C-Series Servers. 4
UCSC-C3X60-RAIL UCS C3X60 Rack Rails Kit 4
UCSS-53260-BBEZEL Cisco UCS S3260 Bezel 4
N20-BBLKD-7MM UCS 7MM SSD Blank Filler 8
N20-BKVM KVM local 10 cable for UCS servers console port 8
UCSC-C3260-SI0C Cisco UCS C3260 System 10 Controller with VIC 1300 incl. 4
UCSC-C3260-SI10C Cisco UCS C3260 System 10 Controller with VIC 1300 incl. 4
UCS-S3260-M5SRB UCS S3260 M5 Server Node for Intel Scalable CPUs 4
UCS-53260-DRAID UCS S3260 Dual Raid based on LS13316 4
UCS-S3260-M5HS UCS S3260 Mg Server Node HeatSink 8
UCS-53260-M5SRB UCS S3260 M5 Server Node for Intel Scalable CPUs 4
UCS-S3260-DRAID UCS S3260 Dual Raid based on LSI 3316 4
UCS-53260-M5HS UCS S3260 M5 Server Node HeatSink 8
UCS-MR-X32G2RS-H 32GB DDR4-2666-MHz RDIMM/PC4-21300/dual rank/x4/1.2v 48
UCS-MR-X32G2RS-H 32GB DDR4-2666-MHz RDIMM/PC4-21300/dual rank/x4/1.2v 48
UCS-C3K-HD4TB UCS C3000 4TB NL-SAS 7200 RPM 12Gb HDD w Carrier- Top 224
Load

UCS-S3260-G3SD48 UCS S3260 480G Boot SSD (Micron 6G SATA) 16
UCS-53260-56HD4 Cisco UCS C3X60 Four row of drives containing 56 x 4TB 4
UCS-CPU-I5220 Intel 5220 2.2GHz/125W 18C/24.75MB DCP DDR4 2666 MHz )
UCS-CPU-I5220 Intel 5220 2.2GHz/125W 18C/24.75MB DCP DDR4 2666 MHz 8
RACK2-UCS2 Cisco R42612 standard rack, w/side panels 1
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Part Number Description Qty
CON-SNT-RCK2UCS2 SNTC 8X5XNBD, Cisco R42612 standard rack, w side panels 1
Table 16  Bill of Materials for CDSW Nodes Rack
Part Number Description Qty
UCS-SP-C240M5-A2 SP C240 M5SX w/2x6132,6x32GB mem, VIC1387 6
CON-OSP-C240M5A2 SNTC 24X7X40S UCS C240 M5 A2 6
UCS-CPU-16230 2.1 GHz 6230/125W 20C/27.5MB Cache/DDR4 2933MHz 12
UCS-MR-X32G2RT-H 32GB DDR4-2933-MHz RDIMM/2Rx4/1.2v 72
UCSC-PCl-1-C240M5g Riser 1including 3 PCle slots (x8, x16, x8); slot 3 required CPU2 6
UCSC-MLOM-C40Q-03 Cisco VIC 1387 Dual Port 40Gb QSFP CNA MLOM 6
UCSC-PSU1-1600W Cisco UCS 1600W AC Power Supply for Rack Server 12
CAB-gK12A-NA Power Cord, 125VAC 13A NEMA 5-15 Plug, North America 12
UCSC-RAILB-Mg4 Ball Bearing Rail Kit for C220, C240 M4 and M5 rack servers 6
CIMC-LATEST IMC SW (Recommended) latest release for C-Series Servers. 6
UCSC-HS-C240M5 Heat sink for UCS C240 Mg rack servers 150W CPUs & below 12
UCSC-BBLKD-S2 UCS C-Series M5 SFF drive blanking panel 156
CBL-SC-MR12GMs5P Super Cap cable for UCSC-RAID-M5HD 6
UCSC-SCAP-Mg Super Cap for UCSC-RAID-Ms5, UCSC-MRAID1GB-KIT 6
UCSC-RAID-M5HD Cisco 12G Modular RAID controller with 4GB cache 6
UCSC-PCl-2A-240M5 Riser 2A including 3 PCle slots (x8, x16, x16) supports GPU 6
UCS-SP-SD-1P6TB-4X UCS SP 1.6TB 2.5inch Ent. Perf 12G SAS SSD 6
(10Xendurance)4Pk
UCS-SP-SD-1P6TB 1.6TB 2.5inch Ent. Performance 12G SAS SSD (10X endurance) 24
UCSC-GPU-T4-16= NVIDIA Tesla T4 16GB 12
CON-SNT-CGPUT416 SNTC-24X7X40S NVIDIA T4 PCIE 75W 16GB 12
Table 17 Red Hat Enterprise Linux License
Part Number Description Qty
RHEL-252V-3A Red Hat Enterprise Linux 30
CON-ISV1-EL252V3A 3 year Support for Red Hat Enterprise Linux 30

Table 18 Cloudera Data Science Workbench Software

UCS-BD-CDSWB-=

UCS-BD-CDSWB-1Y

Cloudera Data Science Work Bench, 10-
user pack - 1 Year
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UCS-BD-CDSWB-=

UCS-BD-CDSWB-2Y

Cloudera Data Science Work Bench, 10-
user pack - 2 Year

UCS-BD-CDSWB=

UCS-BD-CDSWB-3Y

Cloudera Data Science Work Bench, 10-
user pack - 3 Year

Table1g9 Cloudera SKU’s available at Cisco

Cisco TOP SKU

Cisco PID with Duration

Product Name

UCS-BD-CEBN-BZ=

UCS-BD-CEBN-BZ-3Y

Cloudera Enterprise Basic Edition, Node License, Bronze Support - 3 Year

UCS-BD-CEBN-BZI=

UCS-BD-CEBN-BZI-3Y

Cloudera Enterprise Basic Edition + Indemnification, Node License,
Bronze Support - 3 Year

UCS-BD-CEBN-GD=

UCS-BD-CEBN-GD-3Y

Cloudera Enterprise Basic Edition, Node License, Gold Support - 3 Year

UCS-BD-CEBN-GDI=

UCS-BD-CEBN-GDI-3Y

Cloudera Enterprise Basic Edition + Indemnification, Node License, Gold
Support - 3 Year

UCS-BD-CEDEN-BZ=

UCS-BD-CEDEN-BZ-3Y

Cloudera Enterprise Data Engineering Edition, Node License, Bronze
Support - 3 Year

UCS-BD-CEDEN-GD=

UCS-BD-CEDEN-GD-3Y

Cloudera Enterprise Data Engineering Edition, Node License, Gold
Support - 3 Year

UCS-BD-CEODN-BZ=

UCS-BD-CEODN-BZ-3Y

Cloudera Enterprise Operational Database Edition, Node License, Bronze
Support - 3 Year

UCS-BD-CEODN-GD=

UCS-BD-CEODN-GD-2Y

Cloudera Enterprise Operational Database Edition, Node License, Gold
Support - 2 Year

UCS-BD-CEODN-GD=

UCS-BD-CEODN-GD-3Y

Cloudera Enterprise Operational Database Edition, Node License, Gold
Support - 3 Year

UCS-BD-CEADN-BZ=

UCS-BD-CEADN-BZ-3Y

Cloudera Enterprise Analytical Database Edition, Node License, Bronze
Support - 3 Year

UCS-BD-CEADN-GD=

UCS-BD-CEADN-GD-3Y

Cloudera Enterprise Analytical Database Edition, Node License, Gold
Support - 3 Year

UCS-BD-CEDHN-BZ=

UCS-BD-CEDHN-BZ-3Y

Cloudera Enterprise Data Hub Edition, Node License, Bronze Support - 3
Year

UCS-BD-CEDHN-GD=

UCS-BD-CEDHN-GD-3Y

Cloudera Enterprise Data Hub Edition, Node License, Gold Support - 3
Year
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Configure Data Drives on Name Node and Other Management Nodes

This section describes the steps needed to configure non-OS disk drives as RAID1 using the StorCli command. All drives are
part of a single RAID1 volume. This volume can be used for staging any client data to be loaded to HDFS. This volume will
not be used for HDFS data.

To configure data drives on Name node and other nodes, If the drive state shows up as JBOD, creating RAID in the
subsequent steps will fail with the error “The specified physical disk does not have the appropriate attributes to complete the
requested command.”

To configure data drives on Name Node and others, follow these steps:

1. Ifthe drive state shows up as JBOD, it can be converted into Unconfigured Good using Cisco UCSM or storcli64 com-
mand. Following steps should be performed if the state is JBOD.

2. Getthe enclosure id as follows:

ansible all -m shell -a "./storcli6d4 pdlist -a0 | grep Enc | grep -v 252 | awk '{print $4}' |
sort | uniq -c | awk '{print $2}'"

a0 | grep Enc | -v 252 | awk '{print §4)' t | unig -¢ | awk '{print §2}'"

# It is observed that some earlier versions of storcli64 complains about above mentioned command as if it is depre-
cated. In this case, pleaseuse". /storcli64 /c0 show all| awk '{print $1}'| sed -n '/[0-
9]1:[0-9]1/p'lawk '{print substr($1,1,2)}"'|sort -u”command to determine enclosure id.

'& In case of S3260 use -ao and -a1 or co and c1 as there are two controller per node.

3. Convert to unconfigured good:

‘ansible datanodes -m command -a "./storcli64 /cO /e66 /sall set good force"

4. Verify status by running the following command:

‘# ansible datanodes -m command -a "./storcli6d /cO0 /e66 /sall show"

5. Runthis script as root user on rhelox to rhel3 to create the virtual drives for the management nodes:

‘#vi /root/raidl.sh
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./storcli6d -cfgldadd
r1($1:1,$1:2,$1:3,$1:4,$1:5,$1:6,%$1:7,%$1:8,%$1:9,%$1:10,%$1:11,%1:12,$1:13,%1:14,$1:15,%1:16,51:
17,$1:18,$1:19,$1:20,$1:21,$1:22,$1:23,$1:24] wb ra nocachedbadbbu strpsz1024 -a0

ﬂ The script (above) requires enclosure ID as a parameter.

6. Run the following command to get enclosure id:

#./storcli6d pdlist -a0 | grep Enc | grep -v 252 | awk '{print $4}' | sort | unig -c | awk
"{print $2}'
#chmod 755 raidl.sh

7. Run MegaCli script:

#./raidl.sh <EnclosureID> obtained by running the command above
WB: Write back

RA: Read Ahead

NoCachedBadBBU: Do not write cache when the BBU is bad.
Strpsz1024: Strip Size of 1024K

'ﬁ The command (above) will not override any existing configuration. To clear and reconfigure existing configurations
refer to Embedded MegaRAID Software Users Guide available: www.broadcom.com.

8. Run the following command. State should change to Online:

ansible namenodes -m command -a "./storcli6d /c0 /e66 /sall show"

9. State can also be verified in UCSM as show below in Equipment>Rack-Mounts>Servers>Server # under Invento-
ry/Storage/Disk tab:

Configure Data Drives on Data Nodes

To configure non-0S disk drives as individual RAIDo volumes using StorCli command, follow these steps. These volumes
will be used for HDFS Data.

1. Issue the following command from the admin node to create the virtual drives with individual RAID o configurations on
all the data nodes:

[root@rhel0l ~]# ansible datanodes -m command -a "./storcli64 -cfgeachdskraidO WB RA direct
NoCachedBadBBU strpsz1024 -a0"

rhel7.hdp3.cisco.local | SUCCESS | rc=0 >>
Adapter 0: Created VD O
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Configured
Adapter O:
Configured
Adapter O:
Configured
Adapter O:
Configured
Adapter O:
Configured
Adapter O:
Configured
Adapter O:
Configured
Adapter O:
Configured
Omitted

Exit Code:

physical device
Created VD 1
physical device
Created VD 2
physical device
Created VD 3
physical device
Created VD 4
physical device
Created VD 5
physical device
Created VD 6
physical device
Created VD 7
physical device
Ouput

0x00

at

at

at

at

at

at

at

at

Encl-66:
Encl-66:
Encl-66:
Encl-66:
Encl-66:
Encl-66:
Encl-66:
Encl-66:

24 physical devices are Configured on

Slot-7.

Slot-6.

Slot-8.

Slot-5.

Slot-3.

Slot-4.

Slot-1.

Slot-2.

adapter 0.

ﬂ The command (above) will not override existing configurations. To clear and reconfigure existing configurations, refer
to the Embedded MegaRAID Software Users Guide available at www.broadcom.com.

Cloudera Data Science Workbench (CDSW)

Cloudera Data Science Workbench runs on one or more dedicated gateway / edge hosts on HDP clusters. A gateway host is
one that does not have any cluster services running on them. They only run the clients for cluster services (such as the HDFS
Client, YARN Client, Spark2 Client, and so on). These clients ensure that Cloudera Data Science Workbench has all the
libraries and configuration files necessary to securely access the HDP cluster and their respective services.

Browser

I ——| CDSW Master Node

HDP Gateway Node | | HD

Hortonworks Data Platform (HDP)

o

i

Worker Node

CDSW

cDsw

Worker Node

- AN

MNode

Mode

P Gateway | | HDP Gateway

Cloudera Data Science Workbench Nodes

HDP
Node

HDP
Node

HDP
Node

HDFS, Hive, HBase, Spark, Phoenix... /

Cloudera Data Science Workbench does not support running any other services on these gateway hosts. Each gateway host
must be dedicated solely to Cloudera Data Science Workbench. This is because user workloads require dedicated CPU and
memory, which might conflict with other services running on these hosts.

From the gateway hosts assigned to Cloudera Data Science Workbench, one will serve as the master host, which also runs
the CDSW web application, while others will serve as worker hosts. You should note that worker hosts are not required for a
fully-functional Cloudera Data Science Workbench deployment. For proof-of-concept deployments you can deploy a 1-host
cluster with just a Master host. The Master host can run user workloads just as a worker can.

CDSW has pre-requisites, one of which is CUDA. CUDA itself also has prerequisites. The order of installation is follows:

e CUDA pre-requisites

e CUDA
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e CDSW pre-requisites

e (CDSW

ﬂ This CVD incorporates 6x Cisco UCS C240 M5 with 2x T4 GPUs; the following steps in this section detail how to enable
GPU as a Hadoop resource.

ﬂ For supported platforms and requirements, go to: https://www.cloudera.com/documentation/data-science-
workbench/latest/topics/cdsw_hdp.html

Figure5g  Cisco UCS C240 M5 resource inventory as seen through Cisco UCS Manager
Equipment | Rack-Mounts | Servers | Server 23 (GPU-Group-6)

A i
g
|
|
1 PCI Slot 2 E
Expander Slot 1D © NA PID UCSC-GPU-T4-16GB-V1
s Supported Yes Ve nVidia |
n\Vidia T4 PG183-200 Seral 1561819010997
tunning Verson - 80.04.38.00.03|G183.0200.00.02 ‘civate Status © Ready
Compute Temperature @ 24

Install the Prerequisites for CUDA

To install the prerequisites for CUDA, follow these steps:

# Details to install CUDA can be found here: http://docs.nvidia.com/cuda/cuda-installation-quide-linux/index.html.

# These commands are run as root or sudo.

1. List GPUs and CPUs installed:

‘ [root@rhell ~]# ansible gpunodes -m shell -a "lspci | grep -i nvidia"
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~]# ansible gpunodes -m shell -a "lspci grep -1 nvidia”
3 com | SUCCESS
controller: NVIDIA Corp
controller: NVIDIA Corporation

NVIDIA Cor pG’dtLou

n1t, 64-bit
L1‘rﬂ- Endian

Bd Bl = B @

GenuineIntel

||_,|

Intel(R) Xeon(R) Gold 6132

¢ MHz RO . 0001
MHz : '

cPU(s):

Install GCC

To install GCC, follow these steps:

1. Make sure gccis installed in the system:

[root@rhell ~]# ansible gpunodes -m shell -a "gcc --version"
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a "gcc --version”

0o 0 e 10 1S NO
u%"”%ﬂfw; not eve (o ABI Y © FOR A ﬁAF"'lLMF PURPOSE.

=E conditions
ranty; not

nere 1s NO

ICULAR PURPOSE.

Install Kernel Headers and Installation Packages

The CUDA Driver requires that the kernel headers and development packages for the running version of the kernel are
installed at the time of the driver installation, as well as whenever the driver is rebuilt. For example, if your system is
running kernel version 3.17.4-301, the 3.17.4-301 kernel headers and development packages must also be installed.

ansible gpunodes -m shell -a "uname -r"

[roof@rhﬂll ~]# ansible -m -hr=11 -a “"uname -r"

rhe ' rc=0

[root@rhell ~]# ansible gpunodes -m yum -a "name=kernel-devel-$(uname -r) state=present"
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e gpunodes -m yum -a "name=kernel-devel-$(uname -r) state=present"

SUCCESS == 1

ernel-devel-3. ol 64 1s already 1installed'

-3.10.0 4p ng kernel-de

[root@rhell ~]# ansible gpunodes -m yum -a "name=kernel-headers-$ (uname -r) state=present"

gpunodes -m yum -a "name=kernel-headers-$(uname -r) state=present"

SUCCESS == 1

roviding kernel- 8 ; installed’

ding kernel-

providing kernel-he 3.10 ; s already installed'

Install DKMS

The NVIDIA driver RPM packages depend on other external packages, such as DKMS. Those packages are only available on
third-party repositories, such as EPEL.
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To install DKMS, follow these steps:

http://rpmfind.net/linux/rpm2html/search.php?query=dkms for RHEL 7.x

RHEL 7.x http://rpmfind.net/linux/epel/7/x86_64/Packages/d/dkms-2.7.1-1.el7.noarch.rpm

# wget http://rpmfind.net/linux/epel/7/x86 64/Packages/d/dkms-2.7.1-1.el7.noarch.rpm

1. Copy dkms rpm to all the GPU servers:

[root@rhell ~]# ansible gpunodes -m copy -a "src=/root/dkms-2.7.1-1.el7.noarch.rpm
dest=/root/."

2. Install dkms with yum install:

[root@rhell ~]# ansible gpunodes -m command -a "yum install -y /root/dkms-2.7.1-
l.el7.noarch.rpm"

Install NVIDIA GPU Drivers
To install the NVIDIA GPU drivers, follow these steps:

1. Download this NVIDIA GPU driver from https://www.nvidia.com/Download/index.aspx?lang=en-us

2. Forthe NVIDIA driver download, select the product type, Series, Product, OS, and CUDA toolkit.

'ﬁ For this deployment, select 10.1 for CUDA Toolkit.

DOWNLOAD DRIVERS

NVIDIA = Download Drivers

16: THE NEW NVIDIA Driver Downloads
SUPEREHARE ER Option 1: Manually find drivers for my NVIDIA products. He

Product Type: | Tesla

an

Product Series: | T-Series

ar

Product: | Tesla T4

A

Operating System: | Linux 64-bit

A
-

CUDA Toolkit: | 10.1

a

Language: | English {US)

RTX. IT'S ON.

3. Click SEARCH. The selected driver is shown below:

o
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DOWNLOAD DRIVERS

NVIDIA > DRIVERS > TESLA DRIVER FOR LINUX X64

LUV e Ll TESLA DRIVER FOR LINUX X64

Version: 418.87
Release Date: 2019.8.14
Operating System: Linux 64-bit
CUDA Toolkit: 10.1
Language: English (US)
File Size: 103.47 MB

nVIDIA DOWNLOAD

4. Click DOWNLOAD. The download link can be captured by right-clicking AGREE & DOWNLOAD as shown below.

DOWNLOAD DRIVERS

NYIDIA Home > Download Drivers » Download Confirmation

eIl  Download

By clicking the “"Agree & Download" button below, you are confirming that you have read and agree to be bound by
the License For Customer Use of NVIDIA Software for use of the driver. The driver will begin downloading
immediately after clicking on the "Agree & Download" button below. NVIDIA recommends users update to the latest
driver version. Please review NVIDIA Product Security for more information.

AGREE & DOWNLOAD DECLINE

nVIDIA

[root@rhell ~]# wget http://us.download.nvidia.com/tesla/418.67/nvidia-diag-driver-local-
repo-rhel7-418.67-1.0-1.x86 64.rpm

5. Copy the .rpm file in all the GPU nodes as shown below.

[root@rhell ~]# ansible gpunodes -m copy -a "src=/root/nvidia-diag-driver-local-repo-rhel7-
418.67-1.0-1.x86 64.rpm dest=/root/."

6. Install the driver by running the following command:

[root@rhell ~]# ansible gpunodes -m command -a "rpm —-ivh /root/nvidia-diag-driver-local-repo-
rhel7-418.67-1.0-1.x86_64.rpm"

rhell6.hdp3.cisco.com | SUCCESS | rc=0 >>

Preparing... B i i

Updating / installing...
nvidia-diag-driver-local-repo-rhel7-39#########F4H##H#HFHHFHFHFH#EHHFSEH S #warning:
/root/nvidia-diag-driver-local-repo-rhel7-418.67-1.0-1.x86 64.rpm: Header V3 RSA/SHA512
Signature, key ID 7fa2af80: NOKEY

Install CUDA
To install CUDA, follow these steps:

1. Download CUDA10.1.
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& TensorFlow needs CUDA; make sure that the version of CUDA is supported by TensorFlow before installing CUDA.
Earlier versions of CUDA are here: https://developer.nvidia.com/cuda-toolkit-archive.

The latest version of CUDA is available here:

https://developer.nvidia.com/cuda-
downloads?target_os=Linux&target _arch=x86_64&target_distro=RHEL &target_version=7&target_type=rpmlocal

Select Target Platform
L3

Click on the green buttons that describe your target platform. Only supported platforms will be shown.

Distribution Fedora OpenSUSE

Operating System

Architecture

nEo

Download Installer for Linux RHEL 7 x86_b4

The base installer is available for download below.

» Base Installer

Installation Instructions:

$ wget http://developer.download.nvidia.com/compute/cuda/10.1/Prod/local_installers/cuda-repo-rhel7-18-1-local-10.1.243-418.87.00-1.0-1.x
86_64.rpm

$ sudo rpm -i cuda-repo-rhel7-18-1-local-10.1.243-418.87.00-1.0-1.x86_64. rpm

$ sudo yum clean all

$ sudo yum -y install nvidia-driver-latest-dkms cuda

The CUDA Toolkit contains Open-Source Software. The source code can be found here.
The checksums for the installer and patches can be found in Installer Checksums.
For further information, see the Installation Guide for Linux and the CUDA Quick Start Guide.

[root@rhell ~]# wget

https://developer.nvidia.com/compute/cuda/10.1/Prod/local installers/cuda-repo-rhel7-10-1-
local-10.1.168-1.x86 64

2. Copy .rpm file to all GPU nodes as follows:

[root@rhell ~]# ansible gpunodes -m copy -a "src=/root/cuda-repo-rhel7-10-1-local-10.1.168-
1.x86 64.rpm dest=/root/."

3. Install CUDA in all GPU nodes by running the following set of commands:

[root@rhell ~]# ansible gpunodes -m shell -a "rpm -i cuda-repo-rhel7-10-1-local-10.1.168-
1.x86_64.rpm"

[root@rhell ~]# ansible gpunodes -m shell -a "yum clean all"
[root@rhell ~]# ansible gpunodes -m shell -a "yum -y install cuda"
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Download and Setup NVIDIA CUDA Deep Neural Network Library (cuDNN)

Download cuDNN 10.1

To download and set up NVIDIA cuDNN, follow these steps:

1. Download cuDNN from https://developer.nvidia.com/cudnn for the same CUDA version.

2. Copy cuDNN into all the GPU servers.

https://developer.nvidia.com/rdp/cudnn-archive

# This step may require joining the NVIDIA developer community.

3. Runthe following Ansible commands in all GPU nodes to setup cuDNN:

[root@rhell ~]# ansible
dest=/root/."
[root@rhell ~1# ansible
[root@rhell ~]1# ansible
10.1/include"
[root@rhell ~]1# ansible
10.1/1ib64"

[root@rhell ~]# ansible

gpunodes

gpunodes
gpunodes

gpunodes

gpunodes

—m

—m
—m

—m

—m

copy -a
shell -a
shell -a
shell -a
shell -a

/usr/local/cuda-10.1/1ib64/libcudnn*"

"src=/root/cudnn-10.1-1linux-x64-v7.1.tgz

"tar -xzvf cudnn-10.1-linux-x64-v7.1.tgz"
"cp /root/cuda/include/cudnn.h /usr/local/cuda-

"cp /root/cuda/lib64/libcudnn* /usr/local/cuda-

"chmod a+r /usr/local/cuda-10.1/include/cudnn.h

Post Installation Steps

1. Add CUDA in PATH and LD_LIBRARY_PATH variable in all the GPU nodes.

2. The PATH and LD_LIBRARY_PATH variable need to include fusr/local/<cuda>/bin:

export PATH=/usr/local/cuda-10.1/bin${PATH:+:S${PATH}}
export LDfLIBRARYiPATH=/usr/local/cuda—lO.1/lib64${LDiLIBRARYiPATH:+:${LD7LIBRARY7PATH}}

3. Reboot the GPU nodes:

‘# ansible gpunodes -a "/sbin/reboot"

‘ﬁ The SSH and Ansible connection will disconnect with this command.

# For more information, go to:

Verify Drivers

To verify the drivers have been installed, run the following commands in all GPU nodes as shown below:

Or on specific node

[root@rhell ~]# ansible gpunodes -a "nvidia-smi"

[root@rhell ~]# ansible gpunodes -a "nvidia-smi"
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. 168

. 168

‘ [root@rhell ~]# ansible gpunodes -m shell -a "export NVIDIA DRIVER VERSION=418.67"

Installation Prerequisites for CDSW

To install the prerequisites for CDSW, complete the steps in the following sections on all CDSW nodes:

# For more information, refer to: https://www.cloudera.com/documentation/data-science-
workbench/latest/topics/cdsw_requirements _supported versions.html#cdsw_requirements supported versions and
https://www.cloudera.com/documentation/data-science-workbench/1-6-x/topics/cdsw_install.html

Set Up a Wildcard DNS Subdomain

Cloudera Data Science Workbench uses subdomains to provide isolation for user-generated HTML and JavaScript, and
routing requests between services. To set up subdomains for Cloudera Data Science Workbench, configure your DNS server
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with an A record for a wildcard DNS name such as * . cdsw. <your domain>.comnforthe masterhost, and a second A
record for the root entry of cdsw. <your domain>.com.

You can also use a wildcard CNAME record if it is supported by your DNS provider.

# This Wildcard DNS subdomain need to be used by the jump host/edge node or the bastion server as well. For more in-
formation, refer to: https://www.cloudera.com/documentation/data-science-workbench/1-6-
x[topics/cdsw_install.html#wildcard dns

# For the Solution validation we had installed DNS server on windows 2012 R2 and setup DNS wild card configuration on
the same.

With dnsmasq, to add a wildcard DNS subdomain, do the following for just the master host:
1. Update /etc/dnsmasq.conf to enable Wildcard entry:
address=/cdsw/10.15.1.53

#service dnsmasqg restart

2. Testthe working of wildcard DNS with dig or nslookup:

#nslookup *.cdsw.<your domain>.com

#dig cdsw.<your domain>.com

#dig *.cdsw.<your domain>.com

# For more information, go to: https://www.cloudera.com/documentation/data-science-
workbench/latest/topics/cdsw_install.html#pre _install.

Supported JDK Version

The entire HDP cluster, including Cloudera Data Science Workbench gateway nodes, must use Oracle JDK. OpenJDK is not
supported by CDH, HDP Ambari, or Cloudera Data Science Workbench.

Spark 2 which is needed by CDSW to run Spark jobs (on Hadoop nodes) requires JDK 1.8. On CSD-based deployments, the
version of Java installed on Cloudera Data Science Workbench gateway hosts and also updating the JAVA home directory in
the “cdsw.conf” file located in /etc/cdsw/config directory..

To update the JDK version, go to “Changing the JDK version on an Existing HDP Cluster”

ﬂ For more details, go to: https://www.cloudera.com/documentation/enterprise/release-
notes/topics/rn_consolidated_pcm.html#pcm_jdk

IP Tables and Security on CDSW Nodes

Disable all pre-existing iptables rules. While Kubernetes makes extensive use of iptables, it is difficult to predict how
pre-existing iptables rules will interact with the rules inserted by Kubernetes. Therefore, Cloudera recommends you use the
following commands to disable all pre-existing rules before you proceed with the installation.

yum -y install iptables-service
yum install initscripts
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systemctl stop firewalld
systemctl mask firewalld
systemctl disable firewalld
systemctl enable iptables
systemctl start iptables
iptables -P INPUT ACCEPT
iptables -P FORWARD ACCEPT
iptables -P OUTPUT ACCEPT
iptables -t nat -F
iptables -t mangle -F
iptables -F

iptables -X

service iptables save

ﬂ For more information about Cloudera Data Science Workbench 1.5.x Requirements and Supported Platforms, go to:
https://www.cloudera.com/documentation/data-science-
workbench/latest/topics/cdsw_requirements_supported_versions.html

# Please refer to section Disable SELinux if SELinux is enabled.

Configure Block Devices

Docker Block Device

The Cloudera Data Science Workbench installer will format and mount Docker on each gateway host. Make sure there is no
important data stored on these devices. Do not mount these block devices prior to installation.

Application Block Device or Mount Point

The master host on Cloudera Data Science Workbench requires at least 500 GB for database and project storage. This
recommended capacity is contingent on the expected number of users and projects on the cluster. While large data files
should be stored on HDFS, it is not uncommon to find gigabytes of data or libraries in individual projects. Running out of
storage will cause the application to fail. Make sure you continue to carefully monitor disk space usage and I/O using HDP
3.1.0.

# To enable data resilience, enable this drive as RAID1 of SSDs (using commands as shown in configuring namenode).

Cloudera Data Science Workbench will store all application data at /var/1ib/cdsw. Ina CSD-based deployment, this
location is not configurable. Cloudera Data Science Workbench will assume the system administrator has formatted and
mounted one or more block devicesto /var/1ib/cdsw.

Regardless of the application data storage configuration you choose, /var/lib/cdsw must be stored on a separate block
device (the RAID1 of SSDs created for this).

Download and Install CDSW with HDP 3.1.0

To download and install CDSW, complete the following steps:

1. Logintothe Ambari Server
2. Gotothe Hosts page and select Actions > + Add New Hosts.

3. Onthe Install Options page, enter the fully-qualified domain names for your new hosts.
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The wizard also needs the private key file you created when you set up password-less SSH. Using the host names and key
file information, the wizard can locate, access, and interact securely with all the hosts in the cluster. Alternatively, you
can manually install and start the Ambari agents on all the new hosts.

4. Click Register and Confirm. For more detailed instructions, refer to
“https://docs.hortonworks.com/HDPDocuments/Ambari-2.6.2.2/bk _ambari-installation/content/install _options.html”

5. The Confirm Hosts page prompts you to confirm that Ambari has located the correct hosts for your cluster and to check
those hosts to make sure they have the correct directories, packages, and processes required to continue the install.
When you are satisfied with the list of hosts, click Next.

For detailed instructions, go to https://docs.hortonworks.com/HDPDocuments/Ambari-2.6.2.2/bk ambari-
installation/content/confirm hosts.html.

6. Onthe Assign Slaves and Clients page, select the Clients that should be installed on the new hosts. To install clients on
all hosts, select the Client checkbox for every host. You can use the all option for each available client to expedite this.

ﬂ Make sure no other services are running on these hosts. To make this easier, select the none option for all other
services.

7. Onthe Configurations page, select the “configuration groups” for the new hosts.

8. The Review page displays the host assignments you have made. Check to make sure everything is correct. If you need
to make changes, use the left navigation bar to return to the appropriate screen.

9. Click Deploy.

10. TheInstall, Start and Test page displays progress as the clients are installed and deployed on each host. When the pro-
cess is complete, click Next.

11. The Summary page provides you a list of the accomplished tasks. Click Complete and you will be directed back to
the Hosts page.

Create HDFS User Directories

To run workloads that leverage HDP cluster services, make sure that HDFS directories (fuser/<username>) are created for
each user so that they can seamlessly connect to HDP from Cloudera Data Science Workbench.

Follow these steps for each user directory that must be created:

1. SSHto a hostin the cluster that includes the HDFS client.

2. Switch to the hdfs system account user:

‘su - hdfs

3. Create an HDFS directory for the user. For example, you would create the following directory for the default us-
er admin:

‘hdfs dfs -mkdir /user/admin
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4. Assign ownership of the new directory to the user. For example, for the new /user/admin directory, make

the admin user the owner of the directory:

hdfs dfs -chown admin:hadoop /user/admin

Install Cloudera Data Science Workbench on the Master Host

To install Cloudera Data Science Workbench on the master host, follow these steps:

ﬂ The airgapped clusters and non-airgapped clusters use different files for installation. We used non-airgapped Installa-
tions

1. Download Cloudera Data Science Workbench:

For non-airgapped installations, download this file and save it to /fetc/yum.repos.d/: cloudera-cdsw.repo

2. The Cloudera Public GPG repository key verifies that you are downloading genuine packages. Add the repository key:

sudo rpm --import https://archive.cloudera.com/cdswl/1.5.0/redhat7/yum/RPM-GPG-KEY-
cloudera

3. Install the latest RPM with the following command:

sudo yum install cloudera-data-science-workbench

4. Initialize and start Cloudera Data Science Workbench:

cdsw start

The application will take a few minutes to bootstrap. You can watch the status of the application installation and startup
with watch cdsw status.

Install Cloudera Data Science Workbench on Worker Hosts

To install Cloudera Data Science Workbench on worker hosts, follow these steps:

ﬂ Worker hosts are not required for a fully-functional Cloudera Data Science Workbench deployment. For proof-of-
concept deployments, you can deploy a 1-host cluster with just a Master host. The Master host can run user workloads
just as a worker host can.

1. Download Cloudera Data Science Workbench:

For non-airgapped installations, download this file and save it to /fetc/yum.repos.d/: cloudera-cdsw.repo

2. The Cloudera Public GPG repository key verifies that you are downloading genuine packages. Add the repository key:

‘sudo rpm --import https://archive.cloudera.com/cdswl/1.5.0/redhat7/yum/RPM-GPG-KEY-cloudera

3. Install the latest RPM with the following command:

‘sudo yum install cloudera-data-science-workbench
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4. Copy cdsw.conf file from the master host:

scp root@<cdsw-master-hostname.your domain.com>:/etc/cdsw/config/cdsw.conf
/etc/cdsw/config/cdsw.conf

After initialization, the cdsw.conf file includes a generated bootstrap token that allows worker hosts to securely join the
cluster. You can get this token by copying the configuration file from master and ensuring it has 600 permissions.

If your hosts have heterogeneous block device configurations, modify the Docker block device settings in the worker host
configuration file after you copy it. Worker hosts do not need application block devices, which store the project files and
database state, and this configuration option is ignored.

5. Create /var/lib/cdsw on the worker host. This directory must exist on all worker hosts. Without it, the next step that reg-
isters the worker host with the master will fail.

6. Unlike the master host, the /var/lib/cdsw directory on worker hosts does not need to be mounted to an Application
Block Device. It is only used to store client configuration for HDP services on workers.

7. Initialize and start Cloudera Data Science Workbench:

cdsw join

This causes the worker hosts to register themselves with the Cloudera Data Science Workbench master host and increase
the available pool of resources for workloads.

8. Return to the master host and verify the host is registered with this command:

cdsw status

Create the Administrator Account

After your installation is complete, set up the initial administrator account.

You must access Cloudera Data Science Workbench from the Cloudera Data Science Workbench Domain configured when
setting up the service, and not the hostname of the master node. Visiting the hostname of the master node will resultin a
404 error.

The first account that you create becomes the site administrator. You may now use this account to create a new project and
start using the workbench to run data science workloads.
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Sign In to Data Science Workbench

Sign Up for a New Account

Non-Kerberized Clusters

'& In this CVD, Kerberos is not enabled.

.=

workbench/latest/topics/cdsw_kerberos.html.

To enable Kerberos, refer to: https://[www.cloudera.com/documentation/data-science-

1. Todisable Kerberos, delete the file fetc/krbs.conf on the CDSW nodes.

2. Foranon-kerberized cluster, by default, your Hadoop username will be set to your Cloudera Data Science Workbench
login username. Override this default and set an alternative HADOOP_USER_NAME (“admin” in this case which was
the admin user created).

3. Create User admin in hdfs.

# sudo -u hdfs
# sudo -u hdfs

hdfs dfs
hdfs dfs

-mkdir /user/admin
-chown admin:admin

/user/admin

[rootE@rhelOl

Found 8 items

drwxr-xr-x
Arwxrwxrwx
drwxrwxr-t
drwxrwxr-x
drwxrwxr—x
drwxrwxr-x
drwxr-x--x
drwxr-xr-x

~1# hdfs

admin
mapred
hive
hue
impala
ocozie
spark
hdfs

dfs

-1s fuser

admin
hadoop
hive

hue

impala
oozie
spark
supergroup

[=N=N=-N=N-N=N=l=]

20195-08-20
20195-08-08
20195-08-08
20195-08-08
20195-08-08
2019-08-08
20195-08-08
2019-08-08

WWww W
Jd4d o ®

Juser/admin
Juser/history
Juser/hive
Juser/hue
Juser/impala
Juserfoozie
fuser/spark
Juser/yarn

4. Gotothe Settings on Cloudera Data Science WorkBench, Click on Hadoop Authentication > Hadoop Username Over-
ride. Enter admin. Click on Authenticate.
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-

User Settings

Profile ~ Outbound SSH Hadoop Authentication APIKeys Remote Editing

Hadoop Username Override

Set the HADOOP_USER_NAME environmental variable to override your Hadoop username for all sessions and jobs.

admin

5. Restart CDSW from command-line using “cdsw stop” followed by “cdsw start”.

0
E
ﬂ Ad

Use GPUs for Cloudera Data Science Workbench Workloads

A GPU is a specialized processor that can be used to accelerate highly parallelized computationally intensive workloads.
Because of their computational power, GPUs have been found to be particularly well-suited to deep learning workloads.
Ideally, CPUs and GPUs should be used in tandem for data engineering and data science workloads. A typical machine
learning workflow involves data preparation, model training, model scoring, and model fitting. You can use existing
general-purpose CPUs for each stage of the workflow, and optionally accelerate the math-intensive steps with the selective
application of special-purpose GPUs. For example, GPUs allow you to accelerate model fitting using frameworks such

as TensorFlow, PyTorch, Keras, MXNet, and Microsoft Cognitive Toolkit (CNTK).

By enabling GPU support, data scientists can share GPU resources available on Cloudera Data Science Workbench nodes.
Users can request a specific number of GPU instances, up to the total number available on a node, which are then allocated
to the running session or job for the duration of the run. Projects can use isolated versions of libraries, and even different
CUDA and cuDNN versions via Cloudera Data Science Workbench's extensible engine feature.

# For more information, go to: https://www.cloudera.com/documentation/data-science-
workbench/latest/topics/cdsw_gpu.html.

Enable GPU with CDSW

e Cloudera Data Science Workbench only supports CUDA-enabled NVIDIA GPU cards.
e (Cloudera Data Science Workbench does not support heterogeneous GPU hardware in a single deployment.

e Cloudera Data Science Workbench does not include an engine image that supports NVIDIA libraries. Create your
own custom CUDA-capable engine image using the instructions described in this topic.

e Cloudera Data Science Workbench does not install or configure the NVIDIA drivers on the Cloudera Data Science
Workbench gateway hosts. These depend on your GPU hardware and will have to be installed by your system
administrator. The steps provided in this topic are generic guidelines that will help you evaluate your setup.

e Theinstructions described in this topic require Internet access. If you have an airgapped deployment, you will be
required to manually download and load the resources onto your hosts.

e Foralist of known issues associated with this feature, refer Known Issues - GPU Support.

This section provides instructions about creating your own custom CUDA-capable engine image.
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To enable Docker containers to use the GPUs, the previously installed NVIDIA driver libraries must be removed and since by
default CDSW version 1.5 does not come with nvidia-docker 1.0 plugins which is a thin wrapper around the Docker CLI and a
Docker plugin, shall be installed separately.

1. Setthe following parameter in /etc/cdsw/config/cdsw.conf on all Cloudera Data Science Workbench hosts. You must
make sure that cdsw.conf is consistent across all hosts, irrespective of whether they have GPU hardware installed on

them.
NVIDIA GPU EMABLE Set this property to true|to enable GPU support for Cloudera Data
Science Workbench workloads. When this property is enabled on a host
that is equipped with GPU hardware, the GPU(s) will be available for

use by Cloudera Data Science Workbench.

The following sample steps demonstrate how to use nvidia-docker to set up the directory structure for the drivers so that
they can be easily consumed by the Docker containers that will leverage the GPU. Perform these steps on all nodes with
GPU hardware installed.

# CDSW 1.5 does not ships with nvidia-docker version 1.0 and shall be installed independently.

2. Runasmall container to create the Docker volume structure

#docker run --rm nvidia/cuda nvidia-smi

[root@rhel23 ~]# docker run --rm nvidia/cuda nvidia-smi
ue Aug 27 21:01:52 2019

NVIDIA-SMI 418. Driver Version: . CUDA Version:

Persistence-M| Volatile Uncorr. ECC
Memory-Usage GPU-Util Compute M.

00000000:5E:00.0 Off
Sw / 70w OMi1B / 15079MiB

0000OOEO:AF:00.0 Off
15079Mi1B

Use the following Docker command to verify that Cloudera Data Science Workbench can access
the GPU:

#vi nvidia-gpu-access.sh

mkdir /var/lib/nvidia-docker/

mkdir /var/lib/nvidia-docker/volumes/

mkdir /var/lib/nvidia-docker/volumes/nvidia driver/

mkdir /var/lib/nvidia-docker/volumes/nvidia driver/418.67

mkdir /var/lib/nvidia-docker/volumes/nvidia driver/418.67/bin

mkdir /var/lib/nvidia-docker/volumes/nvidia driver/418.67/1ib64

cp /usr/bin/nvidia* /var/lib/nvidia-docker/volumes/nvidia driver/418.67/bin

cp /usr/lib64/libcuda* /var/lib/nvidia-docker/volumes/nvidia driver/418.67/1ib64
cp /usr/lib64/libnvidia* /var/lib/nvidia-docker/volumes/nvidia driver/418.67/1ib64

181



Appendix - A

# Please replace the version of NVidia driver to one that matches your environment. Run “nvidia-smi” to capture the run-
ning version of NVidia driver.

3. In CDSW, local mount point (/usr/local/nvidia) for the docker containers will be established manually while creating the
directory and copying the files from the CUDA library locations:

# docker run --net host \

--device=/dev/nvidiactl \

--device=/dev/nvidia-uvm \

-—-device=/dev/nvidial \

-v /var/lib/nvidia-docker/volumes/nvidia driver/418.67/:/usr/local/nvidia/ \
-it nvidia/cuda \

usr/local/nvidia/bin/nvidia-smi

ue Aug 27 21:08:12 2019

NVIDIA-SMI 4 - - - CUDA Version:

Persistence-M| Bus-Id Volatile Uncorr.
Pw sage/Cap| Memory-Usage GPU-Uta1l
—
|
Sw / 7OwW

00000 :AF:00.0 Off
oMiB / 150679MaB

Test Cloudera Data Science Workbench to Detect GPUs

Once Cloudera Data Science Workbench has successfully restarted, if NVIDIA drivers have been installed on the Cloudera
Data Science Workbench hosts, Cloudera Data Science Workbench will now be able to detect the GPUs available on its
hosts.

admin Projects + o - '@

Workbench

] vCPU 1635 0 8 741 69 Gie 0 GPU

Projects o o Pt |

Create a Custom CUDA-Capable Engine Image

The base engine image (docker.repository.cloudera.com/cdsw/engine: 8)that ships with Cloudera Data
Science Workbench will need to be extended with CUDA libraries to make it possible to use GPUs in jobs and sessions.

# For more information, go to https://www.cloudera.com/documentation/data-science-
workbench/latest/topics/cdsw_gpu.html.
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Run a Local Registry

To start the registry container, run the following command:

# docker run -d -p 5000:5000 --restart=always --name registry registry:2

[root@rhel2d =]# —restart=always —name registry -v /mnt/registry:/var/lib/registry registry:2
Unable to find image 'registry:2' locally

2: Pulling from library/registry

cB7736221ed@: Pull complete

1ccBe@bbhbdf: Pull complete

54d33bcb37f5: Pull complete

eBafc@91cl71: Pull complete

b4b41fod3dbé: Pull complete

Digest: sha2bé:B0Q4747f1eBcdB20a1487b7499d71a76d46f66bacoad9129bfdbfdcA1bhd146
Status: Downloaded newer image for registry:2
966c9599941764819519bc1c427470111chTa994e1foc340B0bT FRd92be17922

(root@rhel23 ~1# docker pull nvidia/cuda:10.1-base

18.1-base: Pulling from nvidia/cuda

7413c47ba289: Already exists

Bfe7elcbb2eB: Already exists

1d425c982345: Already exists

B44dabe9heec: Already exists

43bcc41986db: Already exists

76661327d988: Already exists

abdcBB7b8e5: Already exists

Digest: sha2bé:cP4fdBaBf25122ee74553e78465bd342124ddelabedabbf fececBigasficeac
ownloaded newer image for nvidia/cuda:18.1-base

(root@rhel2d ~]# docker tag nvidia/cuda:10.1-base cdswl.hdp3.cisco.com:5000/nvidia-cuda-cisco-demo
(root@rhel23 ~)# docker push cdswl.hdp3.cisco.com:5808/nvidia-cuda-cisco-demo

The push refers to a repository [cdswl.hdp3.cisco.com:5008/nvidia-cuda-cisco-demo]

Get https://edswl.hdp3.cisco.com:5008/v1l/_ping: http: server gave HTTP response to HTTPS client

The following sample Dockerfile illustrates an engine on top of which machine learning frameworks such as TensorFlow and
PyTorch can be used. This Dockerfile uses a deep learning library from NVIDIA called NVIDIA CUDA Deep Neural Network
(cuDNN). Make sure you check with the machine learning framework that you intend to use in order to know which version
of cuDNN is needed. As an example, TensorFlow 1.14.0 uses CUDA 10.0 and requires cuDNN 7.4.

1. To create the cuda.Dockerfile, run the following command:

FROM docker.repository.cloudera.com/cdsw/engine:8

RUN NVIDIA GPGKEY SUM=d1lbe581509378368edeec8cleb2958702feedf3bc3dl701lladbf24efaccedab && \
NVIDIA GPGKEY FPR=ae09fed4bbd223a84b2ccfce3f60f4b3d7fa2af80 && \
apt-key adv --fetch-keys
http://developer.download.nvidia.com/compute/cuda/repos/ubuntul604/x86 64/7fa2af80.pub && \
apt-key adv --export --no-emit-version -a $NVIDIA GPGKEY FPR | tail -n +5 > cudasign.pub
&& \
echo "SNVIDIA GPGKEY SUM cudasign.pub" | sha256sum -c --strict - && rm cudasign.pub && \
echo "deb http://developer.download.nvidia.com/compute/cuda/repos/ubuntul604/x86 64 /" >
/etc/apt/sources.list.d/cuda.list
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ENV CUDA_ VERSION 10.1.168
LABEL com.nvidia.cuda.version="S${CUDA VERSION}"

ENV CUDA PKG VERSION 10-1=$CUDA VERSION-1
RUN apt-get update && apt-get install -y --no-install-recommends \
cuda-cudart-$CUDA PKG _VERSION && \
In -s cuda-10.1 /usr/local/cuda && \
rm -rf /var/lib/apt/lists/*

RUN echo "/usr/local/cuda/lib64" >> /etc/ld.so.conf.d/cuda.conf && \
ldconfig

RUN echo "/usr/local/nvidia/lib" >> /etc/ld.so.conf.d/nvidia.conf && \
echo "/usr/local/nvidia/lib64"™ >> /etc/ld.so.conf.d/nvidia.conf

ENV PATH /usr/local/nvidia/bin:/usr/local/cuda/bin:${PATH}
ENV LD LIBRARY PATH /usr/local/nvidia/lib:/usr/local/nvidia/lib64

RUN echo "deb http://developer.download.nvidia.com/compute/machine-
learning/repos/ubuntul604/x86 64 /" > /etc/apt/sources.list.d/nvidia-ml.list

ENV CUDNN VERSION 7. 6.2.24
LABEL com.nvidia.cudnn.version="${CUDNN VERSION}"

RUN apt-get update && apt-get install -y --no-install-recommends \
libcudnn7=$CUDNN_ VERSION-l+cudal0.l && \
apt-mark hold libcudnn7 && \
rm -rf /var/lib/apt/lists/*

2. Build a custom engine image out of cuda.Dockerfile using the following sample command:

docker build --network host -t <company-registry>/cdsw-cuda:8 . -f cuda.Dockerfile

[root@rhel23 ~)# docker build —-network host -t cdswl.hdp3.cisco.com/cdsw-cuda:8 . -f cuda.Dockerfile

Sending build context to Docker daemon 4.136 GB

Step 1/14 : FROM docker.repository.cloudera.com/cdsw/engine:8

---> a5B3d1499187

Step 2/14 : RUN NVIDIA_GPGKEY_SUM=d1be581589378368edeecBcleb2958702feedf3bc3d17011adbf24efaccebabh &k NVIDIA_GPGKEY_FPR=ae@9feibbd223aBib2ccfcedfedfib3d7fa2afBl &k apt-key
adv —feteh-keys http://developer.download.nvidia. con/conpute/cuda/repos/ubuntul6@4/x86_64/7fa2afB8.pub 8%  apt-key adv —export —no-emit-version -a $NVIDIA_GPGKEY_FPR | tail -
n 6 > cudasign.pub &% echo "SNVIDIA_GPGKEY_SUM cudasign.pub" | sha2Sésum -c —-strict - &% mm cudasign.pub & echo "deb http://developer.download.nvidia.com/compute/cuda/r
epos/ubuntuléBs/xB6_64 /" » [etc/apt/seurces.list.d/cuda.list

-——> Running in @3c42d238ccé

Executing: /tmp/tmp.IxJWlbcM@c/gpg.1.sh —fetch-keys

http://developer.dewnload.nvidia.con/cempute/cuda/repos/ubuntul6ds/xB6_b4/7fa2af8a. pub

cudasign.pub: OK

---» f3aa407817e1

Removing intermediate container @3c42d23Becd

Step 3/14 : ENV CUDA_VERSION 19.1.168

---> Running in B@bb7ffdB2ad

---> Bd192d9e8329

Removing intermediate container 88bb7ffdB26d

Step 4/14 : LABEL com.nvidia.cuda.version "${CUDA_VERSION}"
-——> Running in fdbc2afffche

---» BBA43bO799¢ch2

Removing intermediate container fdbclafffcbe

Step 5/14 : ENV CUDA_PKG_VERSION 18-1=5CUDA_VERSION-1

---> Running in 929172d@e780

---3 £723b1%a72%d

Removing intermediate container 929172d8e788

Step 6/14 : RUN apt-get update &% apt-get install -y --no-install-recommends cuda-cudart-$CUDA_PKG_VERSION & In -5 cuda-18.1 fusr/local/cuda && m -rf /var/lib/apt
[lists/*

---> Running in c7f4ad476béb

184


https://www.cloudera.com/documentation/data-science-workbench/latest/topics/cdsw_extensible_engines.html#cdsw_extensible_engines

Appendix - A

3. Push this new engine image to a public Docker registry so that it can be made available for Cloudera Data Science
Workbench workloads. For example:

‘ docker push <company-registry>/cdsw-cuda:8

(root@rhel2d =]# docker push cdswl.hdp3.cisco.com:5060/cisco-gpu-demo
The push refers to a repository [cdswl.hdpd.cisco.con:5088/cisco-gpu-demo]

Get https://cdswl.hdpd.cisco.com:5608/v1/ ping: http: server gave HTTP response to HTTPS client

# For more information about creating a local docker registry, refer to:
https://docs.docker.com/reqistry/deploying/#copy-an-image-from-docker-hub-to-your-registry

Image Management

Images can be preloaded on all NodeManager hosts or they can be implicitly pulled at runtime if they are available in a
public Docker registry, such as Docker hub. If the image does not exist on the NodeManager and cannot be pulled, the
container will fail.

# For Al framework specific images, it is recommend using Docker images from NG Cloud, which is described in subse-
quent sections of this document.

‘ﬂ It is also recommended to have a private Docker image repository. This CVD details the setup of a private registry for
simplicity but doesn’t go into details on a registry setup with high availability and is provided only as an example.

# On a Multi-GPU, server, the output of this command will show all the GPUs for some reason. This behavior needs to be
further validated with the vendors.

Configure CDSW to Run Docker Containers

Set Up Docker Registry

Private trusted registry is required to provision YARN container. This topic provides basic information about deploying and
configuring a registry.

# This is a sample registry to showcase the use-case and not recommended for Production grade setup.

Designate a Server for Docker and Start the Registry

To designate a server for Docker and start the registry, follow these steps:

1. Designate a server in the cluster for the Docker registry. Minimal resources are required, but sufficient disk space is
needed to store the images and metadata. Docker must be installed and running.

2. Optional: By default, data will only be persisted within the container. If you would like to persist the data on the host,
you can customize the bind mounts using the -v option.
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3. Create /var/lib/registry folder:

# mkdir /var/lib/registry

4. Configure Docker to allow pulling from this insecure registry. Modify /etc/docker/daemon. json on all nodes in the
cluster to include the following configuration options:

# cat /etc/docker/daemon.json
{
"live-restore" : true,
"debug" : true,
"insecure-registries" : ["linuxjh.hdp3.cisco.com:5000"]

5. Restart Docker on all nodes.

6. Provision the registry container by running the following command:

docker run -d -p 5000:5000 --restart=always --name registry -v
/mnt/registry:/var/lib/registry registry:2

7. Verify the registry container is provisioned by running docker ps command:

[root@LinuxJB ~]# docker ps -a

CONTAINER ID IMAGE COMMAND CREATED STATUS
PORTS NAMES

037d176d2576 registry:2 "/entrypoint.sh /etc.." 14 minutes ago Up 4
minutes 0.0.0.0:5000->5000/tcp registry

[root@LinuxJB ~]#

Create a Custom CUDA-capable Engine Image

[root@rhell7 ~1# docker run -d -p 5000:5000 --restart=always --name registry registry:2
Unable to find image 'registry:2' locally
2: Pulling from library/registry
c87736221ed0: Pull complete
lcc8elObb44df: Pull complete
54d33bcb37£5: Pull complete
eB8afc091cl71l: Pull complete
b4541£6d3db6: Pull complete
Digest: sha256:8004747f1e8cd820al148fb7499d71a76d45ff66bac6a29129bfdbfdc0154d146
Status: Downloaded newer image for registry:2
1e294ea97d773d296c2dbf516a744c76b24048e82c2d6650248c304d58158607

[root@rhell7 ~]1# docker build --network host -t localhost/cdh-cdip-demo:1 . -f
cuda.Dockerfile
Sending build context to Docker daemon 7.017 GB
Step 1/14 : FROM docker.repository.cloudera.com/cdsw/engine:8

---> ab583d1499187
Step 2/14 : RUN
NVIDIA GPGKEY SUM=dlbe581509378368edeec8cleb2958702feedf3bc3dl701l1ladbf24efacced4abb &&
NVIDIA GPGKEY FPR=ae(09fedbbd223a84b2ccfce3f60fdb3d7fa2af80 && apt-key adv --fetch-keys
http://developer.download.nvidia.com/compute/cuda/repos/ubuntul604/x86 64/7fa2af80.pub &&
apt-key adv --export --no-emit-version -a $NVIDIA GPGKEY FPR | tail -n +5 > cudasign.pub &&
echo "SNVIDIA GPGKEY SUM cudasign.pub" | sha256sum -c --strict - && rm cudasign.pub &&
echo "deb http://developer.download.nvidia.com/compute/cuda/repos/ubuntul604/x86 64 /" >
/etc/apt/sources.list.d/cuda.list

---> Running in laOddele2df2
Executing: /tmp/tmp.YMCjemmOnM/gpg.l.sh --fetch-keys
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http://developer.download.nvidia.com/compute/cuda/repos/ubuntul604/x86 64/7fa2af80.pub
gpg: key 7TFA2AF80: public key "cudatools <cudatools@nvidia.com>" imported
gpg: Total number processed: 1

gpg: imported: 1 (RSA: 1)

cudasign.pub: OK

Selecting previously unselected package cuda-license-10-1.

(Reading database ... 106755 files and directories currently installed.)
Preparing to unpack .../cuda-license-10-1 10.1.243-1 amdé64.deb

Unpacking cuda-license-10-1 (10.1.243-1)

Selecting previously unselected package cuda-cudart-10-1.

Preparing to unpack .../cuda-cudart-10-1 10.1.168-1 amd64.deb

Unpacking cuda-cudart-10-1 (10.1.168-1)

Setting up cuda-license-10-1 (10.1.243-1)

*** TLICENSE AGREEMENT ***

By using this software you agree to fully comply with the terms and
conditions of the EULA (End User License Agreement). The EULA is located
at /usr/local/cuda-10.1/doc/EULA.txt. The EULA can also be found at
http://docs.nvidia.com/cuda/eula/index.html. If you do not agree to the
terms and conditions of the EULA, do not use the software.

Get:26 http://archive.ubuntu.com/ubuntu xenial-updates/restricted amd64 Packages [13.1 kB]
Get:27 http://archive.ubuntu.com/ubuntu xenial-updates/universe amd64 Packages [983 kB]
Get:28 http://archive.ubuntu.com/ubuntu xenial-updates/multiverse amd64 Packages [19.1 kB]
Get:29 http://archive.ubuntu.com/ubuntu xenial-backports/main amd64 Packages [7,942 B]
Get:30 http://archive.ubuntu.com/ubuntu xenial-backports/universe amd64 Packages [8,807 B]
Fetched 16.3 MB in 7s (2,304 kB/s)
Reading package lists...
W: http://archive.cloudera.com/kudu/ubuntu/xenial/amdé64/kudu/dists/xenial-kudub5/InRelease:
Signature by key F36A89E33CC1BDOF71079007327574EE02A818DD uses weak digest algorithm (SHA1L)
Reading package lists...
Building dependency tree...
Reading state information...

The following NEW packages will be installed:

libcudnn?

0 upgraded, 1 newly installed, 0 to remove and 53 not upgraded.
Need to get 181 MB of archives.
After this operation, 435 MB of additional disk space will be used.
Get:1 http://developer.download.nvidia.com/compute/machine-learning/repos/ubuntul604/x86 64
libcudnn7 7.6.2.24-1+cudal0.1 [181 MB]
Fetched 181 MB in 3s (48.4 MB/s)
Selecting previously unselected package libcudnn7.

(Reading database ... 106775 files and directories currently installed.)
Preparing to unpack .../libcudnn7 7.6.2.24-1+cudal0.l amd64.deb
Unpacking libcudnn7 (7.6.2.24-1+cudal0.1)
Processing triggers for libc-bin (2.23-0ubuntull)
Setting up libcudnn7 (7.6.2.24-1+cudal0.1)
Processing triggers for libc-bin (2.23-0ubuntull)

libcudnn7 set on hold.

---> elf6c9eb2lae
Removing intermediate container 0359fal0dlb7
Successfully built elfoec9eb2lae

[root@rhell7 ~]#

Push Image to the Local Registry

[root@rhell7 ~]# docker push localhost:5000/cdh-cdip-demo

The push refers to a repository [localhost:5000/cdh-cdip-demo]
cb2ec428a23f: Preparing

2b90248bbef5: Preparing

38aad97b5250: Preparing

bd674e93042a: Preparing

219140170d8f: Preparing

flbaf9cfdd99: Pushed
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4ac7dded4d412: Pushed
678edc9f70e4: Pushed
bebd66b29fce: Pushed
40b3a57bcl4b: Pushed
9e5cf89282a3: Pushed
0b3c4fae7l4a: Pushed
7e9cl6b43b28: Pushed
c1d79d93e9cc: Pushed
b2eb07d9flde: Pushed
0f6344a53716: Pushed
529336ddfdda: Pushed
706acbclc7d2: Pushed
4a9eea23fad5: Pushed
92d3f22d44£3: Pushed
10e46£329a25: Pushed
24ab7deS5faec: Pushed
leab5a27b0484: Pushed
latest: digest: sha256:7e02caallll31bl9c0clc28dd1l77964c04b08b£f59d432635b283¢c3¢cfa82905f2 size:
23951

Allocate GPUs for Sessions and Jobs

Once Cloudera Data Science Workbench has been enabled to use GPUs, a site administrator must whitelist the CUDA-
capable engine image created in the previous step. Site administrators can also set a limit on the maximum number of
GPUs that can be allocated per session or job.

To allocate GPUs for sessions and jobs, follow these steps:
6. Signinto Cloudera Data Science Workbench as a site administrator.
7. Click Admin.

8. Gotothe Engines tab.

9. From the Maximum GPUs per Session/Job drop-down list, select the maximum number of GPUs that can be used by an
engine.

10. Under Engine Images, add the custom CUDA-capable engine image created in the previous step. This whitelists the

image and allows project administrators to use the engine in their jobs and sessions. Enter description and Tag created
for repository. Click Add.
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Project administrators can now whitelist the CUDA engine image to make it available for sessions and jobs within a
particular project by completing the following steps:

1. Goto Projects Overview.
2. Click on any existing project or create a new project and choose Settings.
3. Gotothe Enginestab.

4. Under Engine Image, add the CUDA-capable engine image.
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5. Goto the Sessions tab and click an existing session or create a new session and allocate resources.

6. Click Terminal Access.

190



About the Authors

About the Authors

Yogesh Ramesh, Big Data Solutions Architect, Computing Systems Product Group, Cisco Systems, Inc.

Yogesh Ramesh is a Big Data Solutions Architect in the Computing Systems Product Group. He is part of the solution
engineering team focusing on big data infrastructure, solutions, and performance.

Muhammad Afzal, Engineering Architect, Computing Systems Product Group, Cisco Systems, Inc.

Muhammad Afzal is an Engineering Architect and Technical Marketing Engineer in Cisco UCS Product Management and
Datacenter Solutions Engineering. He is currently responsible for designing, developing, and producing validated
architectures for Big Data and analytics while working collaboratively with product partners. Previously, Afzal had been a
lead architect for various cloud and data center solutions in Solution Development Unit at Cisco. Prior to this, Afzal has
been a Solutions Architect in Cisco’s Advanced Services group, where he worked closely with Cisco's large enterprise and
service provider customers delivering data center and cloud solutions. Afzal holds an MBA in Finance and a BS in Computer
Engineering.

Acknowledgements

For their support and contribution to the design, validation, and creation of this Cisco Validated Design, the authors would
like to thank:

e Karthik Kulkarni, Architect, Computing Systems Product Group, Cisco Systems, Inc.

e Silesh Bijjahalli, Product Management, Computing Systems Product Group, Cisco Systems, Inc.
e Ali Bajwa, Hortonworks

e Wangda Tan, Hortonworks

e Harsh Shah, Hortonworks

e SicongJi, NVIDIA

191



	Executive Summary
	Solution Overview
	Cisco Data Intelligence Platform
	Audience
	Purpose of this Document
	What’s New in this Release?
	What’s Next?
	Reference Architecture
	Data Lake Reference Architecture
	AI Computing Farm Reference Architecture
	Scaling the Solution

	Scaled Architecture with 3:1 Oversubscription with Cisco Fabric Interconnects and Cisco ACI
	Scaled Architecture with 2:1 Oversubscription with Cisco ACI

	Technology Overview
	Cisco UCS Integrated Infrastructure for Big Data and Analytics
	Cisco Unified Computing System
	Cisco UCS 6300 Series Fabric Interconnects
	Cisco UCS C-Series Rack-Mount Servers
	Cisco UCS C240 M5 Rack-Mount Server
	Cisco UCS C480 M5 Rack-Mount Server
	Cisco UCS C480 ML M5 Rack Server

	Cisco UCS Virtual Interface Cards
	Cisco UCS Manager

	NVIDIA GPU
	NVIDIA CUDA
	Cloudera Enterprise Data Hub and Hortonworks Data Platform
	Cloudera (CDH 6.2.0)
	Cloudera Data Science Workbench

	Hortonworks Data Platform
	Apache Ambari
	HDP for Data Access
	Submarine
	Docker Containerization
	YARN Support For Docker
	NVIDIA Docker
	GPU Pooling and Isolation

	Red Hat Ansible Automation

	Solution Design
	Requirements
	Rack and PDU Configuration
	Port Configuration on Fabric Interconnect
	Cabling for Cisco UCS C240 M5

	Software Distributions and Versions
	Hortonworks Data Platform (HDP 3.1.0)
	Red Hat Enterprise Linux (RHEL)
	Software Versions

	Fabric Configuration
	Perform Initial Setup of Cisco UCS 6332 Fabric Interconnects
	Configure Fabric Interconnect A
	Configure Fabric Interconnect B
	Log Into Cisco UCS Manager
	Upgrade Cisco UCS Manager Software to Version 4.0(4b)
	Add a Block of IP Addresses for KVM Access
	Enable Uplink Ports

	Configure VLANs
	Enable Server Ports

	Create Pools for Service Profile Templates
	Create an Organization

	Create MAC Address Pools
	Create a Server Pool
	Create Policies for Service Profile Templates
	Create Host Firmware Package Policy
	Create QoS Policies
	Platinum Policy
	Set Jumbo Frames

	Create the Local Disk Configuration Policy
	Create the Server BIOS Policy
	Create the Boot Policy
	Create the Power Control Policy
	Create Server BIOS Policy


	Create the Service Profile Template
	Configure the Storage Provisioning for the Template
	Configure Network Settings for the Template
	Configure the vMedia Policy for the Template
	Configure the Server Boot Order for the Template
	Configure the Server Assignment for the Template
	Configure the Operational Policies for the Template

	Install Red Hat Enterprise Linux 7.6
	Post OS Install Configuration
	Configure /etc/hosts
	Set Up the Passwordless Login
	Create the Red Hat Enterprise Linux (RHEL) 7.6 Local Repository
	Create the Red Hat Repository Database
	Set Up Ansible
	Install httpd
	Set Up All Nodes to Use the RHEL Repository
	Upgrade the Cisco Network Driver for VIC1387
	Install xfsprogs
	Set Up JAVA
	Configure NTP
	Enable Syslog
	Set ulimit
	Disable SELinux
	Set TCP Retries
	Disable the Linux Firewall
	Disable Swapping
	Disable Transparent Huge Pages
	Disable IPv6 Defaults
	Configure Data Drives on Name Node and Other Management Nodes
	Configure Data Drives on Data Nodes
	Configure the Filesystem for NameNodes and Datanodes
	Delete Partitions

	Cluster Verification

	Install HDP 3.1.0
	Prerequisites for HDP Installation
	Hortonworks Repository
	Downgrade Snappy on All Nodes

	HDP Installation
	Install and Setup Ambari Server on rhel1
	Create Database for Ambari
	Create Database for Hive
	Create Database for Oozie

	Setup Ambari Server On Admin Node(Rhel1)
	Launch the Ambari Server
	Create the Cluster
	Select Version
	Select Hosts
	Hostname Pattern Expressions
	Confirm Hosts
	Choose Services
	Assign Masters
	Assign Slaves and Clients
	Customize Services
	Credentials
	Databases

	HDFS
	MapReduce2
	YARN
	Configure the HDFS NameNode High Availability
	HBase
	Zookeeper
	Storm
	Ambari Metrics
	Accumulo
	Atlas
	Kafka
	Knox
	SmartSense
	Spark
	Review
	Deploy

	Summary of the Installation Process
	High Availability for HDFS NameNode and YARN ResourceManager
	Configure the HDFS NameNode High Availability
	Prerequisites for NameNode High Availability
	Deploy the NameNode High Availability Cluster

	Configure the YARN ResourceManger HA
	Prerequisites for ResourceManager HA
	Deploy the ResourceManager HA



	Bill of Materials
	Appendix – A
	Configure Data Drives on Name Node and Other Management Nodes
	Configure Data Drives on Data Nodes
	Cloudera Data Science Workbench (CDSW)
	Install the Prerequisites for CUDA
	Install GCC
	Install Kernel Headers and Installation Packages
	Install DKMS
	Install NVIDIA GPU Drivers

	Install CUDA
	Download and Setup NVIDIA CUDA Deep Neural Network Library (cuDNN)
	Download cuDNN 10.1
	Post Installation Steps
	Verify Drivers


	Installation Prerequisites for CDSW
	Set Up a Wildcard DNS Subdomain
	Supported JDK Version
	IP Tables and Security on CDSW Nodes
	Configure Block Devices
	Docker Block Device
	Application Block Device or Mount Point


	Download and Install CDSW with HDP 3.1.0
	Create HDFS User Directories
	Install Cloudera Data Science Workbench on the Master Host
	Install Cloudera Data Science Workbench on Worker Hosts
	Create the Administrator Account
	Non-Kerberized Clusters
	Use GPUs for Cloudera Data Science Workbench Workloads
	Enable GPU with CDSW
	Test Cloudera Data Science Workbench to Detect GPUs

	Create a Custom CUDA-Capable Engine Image
	Run a Local Registry
	Image Management


	Configure CDSW to Run Docker Containers
	Set Up Docker Registry
	Designate a Server for Docker and Start the Registry

	Create a Custom CUDA-capable Engine Image
	Push Image to the Local Registry

	Allocate GPUs for Sessions and Jobs


	About the Authors
	Acknowledgements


